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Abstract

Despite remarkable advances in text classification (TC) for high-resource
languages, progress in resource-constrained languages such as Bengali re-
mains limited by the scarcity of standardized corpora, domain adaptation
protocols, and robust pre-trained models. We introduce MTL-MuRIL,
a transformer-based Multi-Task Learning (MTL) framework that jointly
learns four interrelated classification tasks—aggression detection, emotion
classification, violence detection, and sentiment analysis—within Bengali
texts. Our approach leverages shared linguistic representations across tasks
to improve generalization and mitigate overfitting in low-resource settings.
Comprehensive experiments show that MTL-MuRIL consistently outper-
forms single-task baselines, achieving F1-scores of 0.893 (±0.005) for ag-
gression detection, 0.743 (±0.030) for sentiment analysis, 0.717 (±0.015)
for violence detection, and 0.570 (±0.020) for emotion classification. These
results underscore the effectiveness of multi-task learning for enhancing
Bengali text understanding and point toward a scalable paradigm for mul-
tilingual low-resource NLP.

1 Introduction

With increasing internet use, people now share their thoughts and emotions on social media
platforms and online forums. However, these platforms also face growing abusive content,
such as hate speech, cyberbullying, aggression, and obscenity. Understanding human affect
in text involves analyzing sentiment and emotion. Sentiment analysis is utilized in customer
feedback, product reviews, and the tracking of political opinions. Emotion classification is
valuable for mental health monitoring, detecting social media abuse, and improving human–
computer interaction. Together, these approaches provide a comprehensive picture of textual
affect. Beyond sentiment and emotion analysis, aggression and violence detection address
severe, harmful content. Aggression detection targets hostile expressions, while violence
detection focuses on content that depicts or promotes harm. Both are vital for automated
content moderation, supplementing insights from sentiment and emotion analysis.
The automatic detection of harmful Bengali text is critical. However, this is challenging due
to the lack of annotated corpora, limited resources, and underdeveloped language-processing
tools. Most studies in Bengali focus on a single domain or task, such as sentiment analysis.
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However, no work has addressed multiple domains or tasks simultaneously. To address this
gap, this work proposes a multi-task learning (MTL) approach: MTL-MuRIL (Multi-
Tasking MuRIL). This model classifies Bengali texts into four domains: emotion, aggres-
sion, sentiment, and violence. Research shows that MTL enhances performance by enabling
knowledge sharing. Using a shared encoder, shared attention, and task-specific outputs,
the model learns common patterns across different tasks. This enhances generalization and
allows the detection of harmful and emotionally charged content. This setup makes the
proposed MTL method more data-efficient and contextually aware compared to single-task
models.

2 Related Work

Several studies in high-resource languages (HRLs) have explored MTL and related methods
for sentiment analysis, aggression detection, hate speech identification, and emotion recog-
nition. Ghosh et al. [1] proposed a transformer-based MTL framework using XLM-R to
jointly detect aggression and hate across four languages with datasets such as TRAC-2020
and HASOC-2019, achieving 77.76% accuracy for Hindi aggression detection and 68.62%
for English. A recent study [2] presented MTLsent+emo using BETO with sentiment and
emotion as auxiliary tasks, reporting 77.03% F1 on HatEval and 86.58% macro-F1 on MEX-
A3T. Xingyi et al. [3] applied a BERT-based MTL model with BiSRU++ and attention for
cyberbullying detection on the Kaggle toxic comment dataset (159k samples), achieving an
F1 score of 0.86. Tan et al. [4] proposed a BiLSTM-based MTL model for sentiment and sar-
casm detection, obtaining a 0.94 F1 score. In low-resource languages (LRLs), few researchers
have also explored these four tasks. Kancharla et al. [5] proposed MTTL-Hing-RoBERTa
for aggression and offensive text detection in Hindi-English code-mixed tweets, achieving
69.10% accuracy. Hider et al. [6] conducted emotion classification on 5,753 Bangla-English
code-mixed texts, reporting 81.75 F1 with BanglaBERT-1. Das et al. [7] studied Bangla
emotion classification using an ensemble model, reaching 80.24 F1. These studies highlight
the increasing application of multilingual and code-mixed MTL approaches for classification
tasks in under-resourced settings.
Recent works in Bangla NLP have specifically addressed sentiment analysis, aggression, vi-
olence, and emotion classification. For aggression detection, Hossain et al. [8] developed a
dataset of 13,728 texts across five classes, with BanglaBERT achieving an F1 score of 0.89.
In contrast, Sharif et al. [9] introduced the 15,650-text M-BAD dataset for multilabel ag-
gression detection, reporting an F1 score of 0.92 with BanglaBERT. For violence detection,
Alamgir et al. [10] built a 4,011-text dataset, achieving 71.68 F1 with BanglaBERT, and
Hossain et al. [11] achieved 74.59 F1 using GAN+Bangla-ELECTRA on 6,046 texts. Emo-
tion classification has been explored by Hider et al. [6] and Avishek et al. [7], while sentiment
analysis was studied by Mukit et al. [12], who used SVM on 4,000 Bangla texts and achieved
82% accuracy. Pal et al. [13] further demonstrate the effectiveness of a cross-task bilingual
framework for sentiment and emotion classification on 32.5K Bangla-English texts, achiev-
ing 38.92 (Bangla emotion), 71.14 (Bangla sentiment), 83.48 (English emotion), and 67.09
(English sentiment). Despite these advances, Bangla NLP research still relies primarily on
single-task approaches. Most studies focus separately on sentiment, aggression, violence, or
emotion classification. Only a few studies, such as Hider et al. [14] and Datta et al. [15],
have explored MTL in Bangla. However, these remain restricted to narrow domains, such
as aspect-based sentiment. To the best of our knowledge, no comprehensive MTL frame-
work has been developed that jointly addresses all four tasks in Bangla. To fill this gap, we
propose a transformer-based MTL framework that integrates sentiment analysis, aggression
detection, emotion classification, and violence detection. This enables cross-task knowledge
sharing and improved performance in low-resource Bangla settings.

3 Datasets

To train and evaluate the proposed MTL model, we constructed a dataset accumulating
data from publicly available sources for each task: aggression [16], emotion [17], violence
[18], and sentiment classifications [19]) by sampling from publicly available resources. We
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preprocessed the accumulated data to remove substantial noise, including extraneous punctu-
ation, numerals, special characters, and non-Bengali words. We eliminated this noise using
Python libraries for text normalization, such as NLTK and BanglaNLP for tokenization
and stop-word removal, and pandas for efficient dataset handling. After preprocessing, we
created balanced data splits for each task. For all tasks, we used 10,800 samples for train-
ing, 2496 for validation, and 2500 for testing, ensuring uniform splits across all datasets.
To maintain fairness during batch processing, we standardized dataset sizes by identifying
the task (sentiment, violence, emotion, aggression) with the fewest samples. This smallest
dataset determined split sizes and enabled direct and fair comparisons across all four tasks.
This strategy ensured methodological consistency throughout the experiments. Table 1 sum-
marizes the distribution of task datasets in terms of classes, train, development, and test
sets. The portion of the datasets used in our experiments is available on GitHub1.

Table 1: Dataset splits for training, evaluation, and testing
Dataset Class Train Dev Test Total

Emotion

Anger 450 67 71 588
Disgust 450 155 165 770
Fear 450 89 83 622
Joy 450 120 114 684
Sadness 450 129 119 698
Surprise 450 64 73 587

Subtotal 2700 624 625 3949
Aggression Aggressive 1350 312 312 1974

Non-aggressive 1350 312 313 1975
Subtotal 2700 624 625 3949

Sentiment Positive 1350 312 313 1975
Negative 1350 312 312 1974

Subtotal 2700 624 625 3949

Violence
Direct 389 196 201 786
Non-violence 1389 214 212 1815
Passive 922 214 212 1348

Subtotal 2700 624 625 3949
Total 10800 2496 2500 15796

4 Baseline Models

To establish strong baselines, we experimented with several deep learning and pre-trained
language models (PLMs) that support Bangla and multilingual text. Specifically, we
evaluated 10 baselines: Bi-GRU, Bi-LSTM, Bi-GRU+CNN, LSTM+Bi-LSTM, LSTM+Bi-
LSTM+CNN, MuRIL, XLM-RoBERTa, IndicBERT, mBERT, and BanglaBERT, all of
which are available via Hugging Face2. These transformer models were selected because
they have been trained on large-scale multilingual or Bangla-specific corpora, making them
well-suited for downstream tasks in Bangla [20]. To assess their effectiveness, we extended
these PLMs with single-task and multi-task architectures for systematic comparison.

4.1 MTL-MuRIL Architecture

Figure 1 (shown in Appendix A) illustrates the proposed transformer-based MTL model.
Among the evaluated PLMs, MuRIL-BERT consistently delivered superior accuracy and
F1-score, making it the backbone of the architecture. Each sentence is first tokenized into
input IDs and attention masks, ensuring padding tokens are excluded from computation.
Following tokenization, the inputs are processed by the MuRIL transformer, yielding con-
textual embeddings that act as the shared feature space for subsequent tasks. These shared
embeddings are then directed to four task-specific classification heads: Emotion, Violence,

1https://github.com/shamima-afroz/Multi-Task-Learning
2https://huggingface.co/
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Aggression, and Sentiment. Each branch first applies Multi-Head Attention with residual
connections, followed by a lightweight feed-forward network and attention-based pooling
implemented via a custom Keras AttentionLayer, which computes attention scores using
the tanh function, normalizes them with softmax, and aggregates the input vectors into
a summary vector that reflects key information. Finally, the model produces outputs for
each task: aggression and sentiment tasks are binary, violence has three classes, and emo-
tion is classified into six categories. Table 2 provides the tuned hyperparameters of the
transformer-based MTL model.

Table 2: Hyperparameter values of the MTL transformer model
Parameter Value
Learning Rate 1 × 10−6

Batch Size 4
Max Sequence Length 100
Epochs 15, 8
Class Weights Balanced
Activation Function ReLU, Softmax
Optimizer Adam
Embedding Dimension 768, 1024
Normalization LayerNorm (ϵ = 1 × 10−6)
Loss Function Sparse CCE, Weighted Sparse CCE

5 Result Analysis

Table 3 shows the evaluation results of the baseline models and the proposed MTL models.
The results indicate that MTL-MuRIL performed better than all other models overall. For
the single-task models, Bi-GRU + CNN achieved the best Weighted F1 (WF) scores for
aggression detection (0.853 ± 0.013), emotion classification (0.473 ± 0.013), and violence
detection (0.627 ± 0.034). In contrast, MuRIL achieved the highest sentiment analysis WF
score (0.723 ± 0.007). In the multi-task setup, MTL-MuRIL outperformed both single-task
models across all four tasks: aggression detection (0.893 ± 0.005), emotion classification
(0.570 ± 0.020), sentiment analysis (0.743 ± 0.030), and violence detection (0.717 ± 0.015).
Compared to the best single-task models (Bi-GRU + CNN for aggression, emotion, and
violence tasks; MuRIL for sentiment), MTL-MuRIL showed relative improvements of 4.69%
in aggression detection, 20.51% in emotion classification, 2.77% in sentiment analysis, and
14.36% in violence detection. The smaller improvement in sentiment analysis may be due to
negative transfer in multi-task learning. Aggression, violence, and emotion tasks often rely
on clear, strong linguistic cues (e.g., hostile or emotional words), whereas sentiment analysis
relies on more subtle, context-dependent expressions. When the model shares representa-
tions across tasks, it may focus more on the stronger signals that help the other three tasks,
paying less attention to the fine details needed for sentiment polarity classification. Overall,
these findings demonstrate the benefits of training a single model on multiple datasets. The
shared attention layer in MTL-MuRIL helps integrate knowledge across tasks, leading to
substantial improvements across three tasks with only a minor compromise in sentiment
analysis.

5.1 Statistical Significance Analysis

Table 4 presents the results for all tasks in terms of Precision (P), Recall (R), Weighted
F1-score (WF), and Accuracy (A).
Tables 5 and 6 present t-test results comparing MTL-MuRIL with Bi-GRU+CNN and single-
task MuRIL across all tasks and metrics. Positive t-statistics and p-values below 0.05 in-
dicate that MTL-MuRIL significantly outperforms both baselines, with notable gains in
Aggression, Emotion, and Violence detection, and minor improvements in Sentiment classi-
fication.
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Table 3: Performance of single-task and multi-task models on four classification tasks
Single Task

Classifier Aggressive Emotion Sentiment Violence
WF Acc WF Acc WF Acc WF Acc

Bi-LSTM 0.842 ± 0.008 0.842 ± 0.008 0.412 ± 0.004 0.416 ± 0.013 0.663 ± 0.005 0.660 ± 0.011 0.579 ± 0.007 0.585 ± 0.021
Bi-GRU 0.841 ± 0.003 0.841 ± 0.003 0.452 ± 0.006 0.444 ± 0.012 0.621 ± 0.012 0.620 ± 0.014 0.592 ± 0.004 0.592 ± 0.004
Bi-GRU+CNN 0.853 ± 0.013 0.853 ± 0.013 0.473 ± 0.013 0.470 ± 0.008 0.680 ± 0.008 0.680 ± 0.008 0.627 ± 0.034 0.627 ± 0.034
LSTM+Bi-LSTM 0.801 ± 0.013 0.801 ± 0.013 0.392 ± 0.005 0.411 ± 0.014 0.669 ± 0.007 0.667 ± 0.011 0.616 ± 0.017 0.615 ± 0.020
LSTM+Bi-LSTM+CNN 0.842 ± 0.005 0.842 ± 0.005 0.433 ± 0.006 0.434 ± 0.012 0.669 ± 0.009 0.668 ± 0.014 0.617 ± 0.008 0.617 ± 0.008
MuRIL 0.827 ± 0.005 0.830 ± 0.000 0.383 ± 0.075 0.433 ± 0.060 0.723 ± 0.007 0.723 ± 0.007 0.567 ± 0.036 0.580 ± 0.028
mBERT 0.829 ± 0.003 0.833 ± 0.015 0.332 ± 0.004 0.351 ± 0.018 0.700 ± 0.005 0.699 ± 0.002 0.556 ± 0.008 0.559 ± 0.001
IndicBERT 0.751 ± 0.009 0.754 ± 0.004 0.282 ± 0.006 0.312 ± 0.012 0.621 ± 0.011 0.622 ± 0.007 0.479 ± 0.029 0.486 ± 0.015
BanglaBERT 0.783 ± 0.007 0.781 ± 0.014 0.282 ± 0.011 0.299 ± 0.013 0.655 ± 0.012 0.653 ± 0.007 0.522 ± 0.015 0.532 ± 0.011
XLM-Roberta 0.801 ± 0.010 0.801 ± 0.010 0.374 ± 0.009 0.380 ± 0.013 0.668 ± 0.007 0.675 ± 0.011 0.539 ± 0.004 0.544 ± 0.014

Multitask
Classifier Aggressive Emotion Sentiment Violence

WF Acc WF Acc WF Acc WF Acc
MTL-MuRIL (Proposed) 0.893 ± 0.005 0.893 ± 0.005 0.570 ± 0.020 0.567 ± 0.020 0.743 ± 0.030 0.750 ± 0.025 0.717 ± 0.015 0.717 ± 0.015
MTL (mBERT) 0.829 ± 0.012 0.834 ± 0.014 0.374 ± 0.011 0.380 ± 0.013 0.654 ± 0.007 0.651 ± 0.013 0.573 ± 0.004 0.579 ± 0.015
MTL (IndicBERT) 0.729 ± 0.006 0.732 ± 0.014 0.423 ± 0.010 0.435 ± 0.013 0.532 ± 0.005 0.569 ± 0.011 0.556 ± 0.004 0.559 ± 0.015
MTL (BanglaBERT) 0.824 ± 0.010 0.822 ± 0.014 0.312 ± 0.003 0.309 ± 0.007 0.665 ± 0.002 0.669 ± 0.004 0.481 ± 0.002 0.498 ± 0.003
MTL (XLM-Roberta) 0.847 ± 0.022 0.847 ± 0.022 0.541 ± 0.009 0.534 ± 0.002 0.684 ± 0.012 0.692 ± 0.014 0.669 ± 0.018 0.669 ± 0.018
MTL (LSTM+Bi-LSTM+CNN) 0.840 ± 0.012 0.840 ± 0.012 0.473 ± 0.012 0.470 ± 0.011 0.660 ± 0.014 0.663 ± 0.013 0.572 ± 0.012 0.583 ± 0.013
MTL (Bi-GRU+CNN) 0.832 ± 0.011 0.834 ± 0.013 0.493 ± 0.011 0.497 ± 0.013 0.625 ± 0.014 0.622 ± 0.011 0.594 ± 0.012 0.593 ± 0.014
MTL (Bi-GRU) 0.844 ± 0.010 0.844 ± 0.010 0.458 ± 0.009 0.454 ± 0.011 0.611 ± 0.013 0.611 ± 0.010 0.591 ± 0.012 0.606 ± 0.011
MTL (LSTM+Bi-LSTM) 0.851 ± 0.001 0.852 ± 0.001 0.470 ± 0.013 0.495 ± 0.012 0.634 ± 0.002 0.634 ± 0.002 0.571 ± 0.004 0.571 ± 0.004
MTL (Bi-LSTM) 0.793 ± 0.012 0.793 ± 0.012 0.381 ± 0.012 0.393 ± 0.023 0.598 ± 0.023 0.596 ± 0.031 0.448 ± 0.019 0.486 ± 0.037

Table 4: Performance of single-task and multi-task models on four classification tasks
Single Task

Classifier Aggressive Emotion Sentiment Violence
P R WF Acc P R WF Acc P R WF Acc P R WF Acc

Bi-LSTM 0.843 ± 0.007 0.842 ± 0.008 0.842 ± 0.008 0.842 ± 0.008 0.421 ± 0.003 0.418 ± 0.006 0.412 ± 0.004 0.416 ± 0.013 0.661 ± 0.009 0.658 ± 0.014 0.663 ± 0.005 0.660 ± 0.011 0.611 ± 0.004 0.582 ± 0.008 0.579 ± 0.007 0.585 ± 0.021
Bi-GRU 0.841 ± 0.003 0.841 ± 0.003 0.841 ± 0.003 0.841 ± 0.003 0.472 ± 0.005 0.443 ± 0.007 0.452 ± 0.006 0.444 ± 0.012 0.623 ± 0.011 0.619 ± 0.008 0.621 ± 0.012 0.620 ± 0.014 0.603 ± 0.007 0.592 ± 0.004 0.592 ± 0.004 0.592 ± 0.004
Bi-GRU+CNN 0.857 ± 0.013 0.853 ± 0.013 0.853 ± 0.013 0.853 ± 0.013 0.50 ± 0.008 0.48 ± 0.014 0.473 ± 0.013 0.470 ± 0.008 0.683 ± 0.013 0.680 ± 0.008 0.680 ± 0.008 0.680 ± 0.008 0.67 ± 0.014 0.627 ± 0.034 0.627 ± 0.034 0.627 ± 0.034
LSTM+Bi-LSTM 0.822 ± 0.007 0.801 ± 0.013 0.801 ± 0.013 0.801 ± 0.013 0.401 ± 0.003 0.398 ± 0.006 0.392 ± 0.005 0.411 ± 0.014 0.671 ± 0.009 0.668 ± 0.012 0.669 ± 0.007 0.667 ± 0.011 0.642 ± 0.006 0.621 ± 0.008 0.616 ± 0.017 0.615 ± 0.020
LSTM+Bi-LSTM+CNN 0.842 ± 0.005 0.842 ± 0.005 0.842 ± 0.005 0.842 ± 0.005 0.442 ± 0.005 0.431 ± 0.007 0.433 ± 0.006 0.434 ± 0.012 0.671 ± 0.011 0.667 ± 0.008 0.669 ± 0.009 0.668 ± 0.014 0.652 ± 0.007 0.611 ± 0.004 0.617 ± 0.008 0.617 ± 0.008
MuRIL 0.833 ± 0.005 0.830 ± 0.000 0.827 ± 0.005 0.830 ± 0.000 0.507 ± 0.035 0.433 ± 0.060 0.383 ± 0.075 0.433 ± 0.060 0.727 ± 0.012 0.723 ± 0.007 0.723 ± 0.007 0.723 ± 0.007 0.60 ± 0.030 0.577 ± 0.032 0.567 ± 0.036 0.58 ± 0.028
mBERT 0.831 ± 0.007 0.834 ± 0.012 0.829 ± 0.003 0.833 ± 0.015 0.341 ± 0.002 0.338 ± 0.006 0.332 ± 0.004 0.351 ± 0.018 0.702 ± 0.009 0.698 ± 0.014 0.700 ± 0.005 0.699 ± 0.002 0.561 ± 0.001 0.558 ± 0.007 0.556 ± 0.008 0.559 ± 0.001
IndicBERT 0.752 ± 0.003 0.748 ± 0.007 0.751 ± 0.009 0.754 ± 0.004 0.291 ± 0.002 0.288 ± 0.004 0.282 ± 0.006 0.312 ± 0.012 0.623 ± 0.005 0.619 ± 0.008 0.621 ± 0.011 0.622 ± 0.007 0.491 ± 0.001 0.482 ± 0.003 0.479 ± 0.029 0.486 ± 0.015
BanglaBERT 0.782 ± 0.012 0.780 ± 0.009 0.783 ± 0.007 0.781 ± 0.014 0.291 ± 0.010 0.288 ± 0.006 0.282 ± 0.011 0.299 ± 0.013 0.652 ± 0.008 0.649 ± 0.014 0.655 ± 0.012 0.653 ± 0.007 0.551 ± 0.004 0.534 ± 0.009 0.522 ± 0.015 0.532 ± 0.011
XLM-Roberta 0.801 ± 0.010 0.801 ± 0.010 0.801 ± 0.010 0.801 ± 0.010 0.391 ± 0.008 0.382 ± 0.011 0.374 ± 0.009 0.380 ± 0.013 0.682 ± 0.012 0.671 ± 0.010 0.668 ± 0.007 0.675 ± 0.011 0.541 ± 0.009 0.545 ± 0.006 0.539 ± 0.004 0.544 ± 0.014

Multitask
Classifier Aggressive Emotion Sentiment Violence

P R WF Acc P R WF Acc P R WF Acc P R WF Acc
MTL-MuRIL (Proposed) 0.893 ± 0.005 0.893 ± 0.005 0.893 ± 0.005 0.893 ± 0.005 0.613 ± 0.010 0.567 ± 0.025 0.570 ± 0.020 0.567 ± 0.020 0.760 ± 0.017 0.750 ± 0.025 0.743 ± 0.030 0.750 ± 0.025 0.723 ± 0.010 0.717 ± 0.015 0.717 ± 0.015 0.717 ± 0.015
MTL (mBERT) 0.831 ± 0.010 0.833 ± 0.007 0.829 ± 0.012 0.834 ± 0.014 0.381 ± 0.009 0.372 ± 0.008 0.374 ± 0.011 0.380 ± 0.013 0.652 ± 0.012 0.649 ± 0.010 0.654 ± 0.007 0.651 ± 0.013 0.591 ± 0.011 0.582 ± 0.006 0.573 ± 0.004 0.579 ± 0.015
MTL (IndicBERT) 0.731 ± 0.008 0.733 ± 0.012 0.729 ± 0.006 0.732 ± 0.014 0.452 ± 0.009 0.411 ± 0.007 0.423 ± 0.010 0.435 ± 0.013 0.603 ± 0.012 0.572 ± 0.008 0.532 ± 0.005 0.569 ± 0.011 0.561 ± 0.007 0.558 ± 0.009 0.556 ± 0.004 0.559 ± 0.015
MTL (BanglaBERT) 0.823 ± 0.019 0.821 ± 0.005 0.824 ± 0.010 0.822 ± 0.014 0.361 ± 0.013 0.358 ± 0.015 0.312 ± 0.003 0.309 ± 0.007 0.692 ± 0.006 0.671 ± 0.005 0.665 ± 0.002 0.669 ± 0.004 0.543 ± 0.011 0.502 ± 0.002 0.481 ± 0.002 0.498 ± 0.003
MTL (XLM-Roberta) 0.847 ± 0.022 0.847 ± 0.022 0.847 ± 0.022 0.847 ± 0.022 0.552 ± 0.010 0.556 ± 0.014 0.541 ± 0.009 0.534 ± 0.002 0.718 ± 0.015 0.691 ± 0.015 0.684 ± 0.012 0.692 ± 0.014 0.667 ± 0.011 0.664 ± 0.013 0.669 ± 0.018 0.669 ± 0.018
MTL (LSTM+Bi-LSTM+CNN) 0.840 ± 0.012 0.840 ± 0.012 0.840 ± 0.012 0.840 ± 0.012 0.472 ± 0.010 0.471 ± 0.011 0.473 ± 0.012 0.470 ± 0.011 0.661 ± 0.013 0.662 ± 0.012 0.660 ± 0.014 0.663 ± 0.013 0.620 ± 0.012 0.581 ± 0.011 0.572 ± 0.012 0.583 ± 0.013
MTL (Bi-GRU+CNN) 0.830 ± 0.012 0.831 ± 0.014 0.832 ± 0.011 0.834 ± 0.013 0.491 ± 0.010 0.512 ± 0.012 0.493 ± 0.011 0.497 ± 0.013 0.621 ± 0.013 0.626 ± 0.012 0.625 ± 0.014 0.622 ± 0.011 0.620 ± 0.012 0.591 ± 0.013 0.594 ± 0.012 0.593 ± 0.014
MTL (Bi-GRU) 0.842 ± 0.012 0.847 ± 0.015 0.844 ± 0.010 0.844 ± 0.010 0.471 ± 0.008 0.453 ± 0.012 0.458 ± 0.009 0.454 ± 0.011 0.613 ± 0.010 0.614 ± 0.012 0.611 ± 0.013 0.611 ± 0.010 0.620 ± 0.011 0.605 ± 0.010 0.591 ± 0.012 0.606 ± 0.011
MTL (LSTM+Bi-LSTM) 0.851 ± 0.001 0.852 ± 0.001 0.851 ± 0.001 0.852 ± 0.001 0.541 ± 0.004 0.456 ± 0.003 0.470 ± 0.013 0.495 ± 0.012 0.645 ± 0.017 0.634 ± 0.002 0.634 ± 0.002 0.634 ± 0.002 0.600 ± 0.005 0.571 ± 0.004 0.571 ± 0.004 0.571 ± 0.004
MTL (Bi-LSTM) 0.793 ± 0.012 0.793 ± 0.012 0.793 ± 0.012 0.793 ± 0.012 0.390 ± 0.010 0.391 ± 0.031 0.381 ± 0.012 0.393 ± 0.023 0.591 ± 0.015 0.593 ± 0.013 0.598 ± 0.023 0.596 ± 0.031 0.512 ± 0.031 0.481 ± 0.022 0.448 ± 0.019 0.486 ± 0.037

Table 5: MTL-MuRIL vs Bi-GRU+CNN: t-test results for each task and metric
Task Precision (P) Recall (R) Weighted F1 (WF) Accuracy (Acc)

t-statistic p-value t-statistic p-value t-statistic p-value t-statistic p-value
Aggressive 4.48 0.01102 4.97 0.00763 4.97 0.00763 4.97 0.00763
Emotion 15.28 0.00011 5.26 0.00626 7.04 0.00214 7.80 0.00146
Sentiment 6.23 0.00338 4.62 0.00989 3.51 0.02457 4.62 0.00989
Violence 5.34 0.00594 4.19 0.01375 4.19 0.01375 4.19 0.01375

Table 6: MTL-MuRIL vs MuRIL: t-test results for each task
Task Precision (P) Recall (R) Weighted F1 (WF) Accuracy (Acc)

t-statistic p-value t-statistic p-value t-statistic p-value t-statistic p-value
Aggressive 14.70 0.00012 21.82 0.00003 16.17 0.00009 21.82 0.00003
Emotion 5.04 0.00726 3.57 0.02336 4.17 0.01400 3.67 0.02140
Sentiment 2.75 0.05154 1.80 0.14601 1.12 0.32372 1.80 0.14601
Violence 6.74 0.00253 6.86 0.00236 6.66 0.00264 7.47 0.00172

6 Conclusion

This work presents a multi-task learning framework (MTL-MuRIL) that leverages
transformer-based models to perform multiple tasks concurrently, including emotion clas-
sification, aggression detection, violence identification, and sentiment classification. The
results demonstrate that the proposed approach is practical in handling multiple classifica-
tion tasks simultaneously, compared to training separate models for each task. This work
lays a strong foundation for robust, scalable multi-task classification models for the Bengali
language. Although the model performs well, certain limitations, such as limited dataset
size, lack of explainability and generalizability, and high computational requirements, re-
main. Future work will address these issues and explore LLM-based approaches to achieve
improved performance in multi-task learning.
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A Dataset Details

Table 7 presents the statistics of the original datasets from which we used a selected por-
tion for our experiments. In total, we used 10,800 samples for training, 2,496 samples for
evaluation, and 2,500 samples for testing across the four datasets. From each dataset, 2,700
samples were used for training, 624 for evaluation, and 625 for testing, for a total of 15,796
samples across all splits. Table 1 summarizes the dataset portions used in our experiments,
while Table 8 shows the class-wise distribution of both the original datasets and the portions
selected for our experiments. In Table 8, ”total” means the total samples present in the
actual dataset, and ”used” means the portion we used for our experiment. For each dataset
and class, the table reports the total number of samples in the original dataset and the
number of samples used for training, evaluation, and testing. Since the original datasets
were not perfectly balanced, we selected samples from the smallest class to maintain as much
balance as possible. To achieve this, we randomly selected an equal number of samples from
each class for training, evaluation, and testing. For example, in the Emotion dataset, we
chose 450 training samples per class, while all available samples were used for assessment
and testing when class sizes were smaller. In the Aggression and Sentiment datasets, larger
classes were downsampled to 1,350 samples for training and 312 for evaluation. For the
Violence dataset, the most common classes, such as Direct, were fully used, while other
classes were sampled to keep the splits balanced.

Table 7: Original dataset distribution across training, evaluation, and test splits
Split Aggression[16] Emotion[17] Violence[18] Sentiment[19]
Train 11,326 4,994 2,700 19,153
Dev 1,416 624 1,330 2,826
Test 1,416 625 2,016 5,430

Table 8: Class-wise sample counts and experimentally selected portions

Dataset Class Train Dev Test
Total Used Total Used Total Used

Emotion[17]

Anger 621 450 67 67 71 71
Disgust 1233 450 155 155 165 165

Fear 700 450 89 89 83 83
Joy 908 450 120 120 114 114

Sadness 942 450 129 129 119 119
Surprise 590 450 64 64 73 73

Aggression[16] Aggressive 5845 1350 769 312 737 312
Non-aggressive 5481 1350 647 312 679 313

Sentiment[19] Positive 7342 1350 1126 312 2092 313
Negative 11811 1350 1700 312 3338 312

Violence[18]
Direct 196 196 196 196 201 201

Non-violence 1389 1389 717 214 1069 212
Passive 922 922 417 214 719 212

B Proposed MTL Architecture

The proposed architecture allows the model to exploit shared syntactic and semantic cues
across Bangla text while tailoring predictions to task-specific label spaces. The proposed
multi-task model employs a pre-trained MuRIL transformer as a shared encoder. It takes
token IDs and attention masks as input and outputs token-level contextual embeddings,
which serve as a shared feature space for four tasks: Emotion, Violence, Aggression,
and Sentiment. For an input sequence X with attention mask A, the output of the encoder
is:

H = MuRILθ(X,A), (1)
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Figure 1: MTL-MuRIL: A Multi-Task Learning Framework

where θ denotes the pre-trained weights, X ∈ Rc represents the input token IDs of length c,
and A ∈ Rc is the corresponding attention mask. The encoder outputs H ∈ Rc×d, containing
contextual embeddings for all tokens, where the hidden dimension d. Each task receives
its own embedding Hemotion,Hviolence,Haggression,Hsentiment. Here, Ht ∈ Rc×d denotes the
input hidden states for task t.
Then, each task branch applies Multi-Head Attention (MHA) with residual connections and
layer normalization to capture diverse contextual dependencies, followed by a feed-forward
network to model task-specific patterns. We obtain Zt, the combined output of the multi-
head attention mechanism.

Zt = LayerNorm(MHA(Ht,Ht) +Ht) (2)

Following MHA, each branch includes a feed-forward network (FFN) with two dense layers
and ReLU activation, along with residual connections and layer normalization. Here, Ft

indicates feature representation.

F ′
t = ReLU(ZtW1 + b1)W2 + b2 (3)

Ft = LayerNorm(F ′
t + Zt) (4)

To highlight critical input features, a custom attention layer performs attention-based pool-
ing. This layer shares parameters W and b across tasks but computes attention indepen-
dently for each task. Here, the intermediate score vector is computed as ut:

ut = tanh(FtWu + bu) (5)
αt = softmax(ut) (6)

st =

c∑
i=1

αt,iFt,i (7)

The context vectors st are then passed through task-specific Dense layers with softmax
activation to produce predictions. Aggression and Sentiment are binary tasks, Violence has
three classes, and Emotion has six classes. yt produces the probability distribution over the
target classes.

ot = Wtst + bt (8)
yt = softmax(ot) (9)

Here Kt denotes the number of classes for task t. where N denotes the batch size, yi ∈
{0, . . . ,Kt−1} is the true class label of the i-th sample, and ŷt,yi

is the predicted probability
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for the true class. For tasks t ∈ {Emotion, Aggression, Sentiment}, sparse categorical cross-
entropy is used, and weighted sparse categorical cross-entropy is used for the Violence task
to address class imbalance.

Lt =
1

N

N∑
i=1

− log ŷt,yi (10)

Lviolence =
1

N

N∑
i=1

−wyi
· log ŷviolence,yi

(11)

Where wyi
is the class weight corresponding to the actual class of sample i.

C Error Analysis

Figure 2 shows the confusion matrix of each task for the proposed MTL-MuRIL model. In
the emotion classification task, the model correctly predicted 354 samples and incorrectly
predicted 271. For the violence detection, it correctly predicted 437 samples and incorrectly
predicted 188. The model produced 563 correct predictions and 62 incorrect predictions
for the aggression classification task. In terms of sentiment, the model received 456 correct
and 169 incorrect predictions. Among these tasks, the highest misclassification occurs in
emotion classification. This is because it is a multi-class problem with six categories, whereas
aggression and sentiment are binary tasks, and violence detection has only three classes.
Emotions also share semantic overlap across classes—for example, anger vs. disgust, fear
vs. sadness—making them harder to distinguish. Class imbalance in the dataset further
contributes to misclassification, as minority emotion classes are more difficult for the model
to predict accurately.

(a) Aggression detection (b) Emotion classification

(c) Violence detection (d) Sentiment Analysis

Figure 2: Confusion matrix of the MTL-MuRIL method across four tasks.
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Now, we move on to the qualitative analysis of the results. Table 9 presents several sample
predictions from the Aggression, Sentiment, Emotion, and Violence datasets. Each example
includes the original text, its actual label, and the corresponding predicted label generated
by the proposed MTL-MuRIL model.
The model uses shared transformer layers for all tasks, with separate output heads for each
task. Learning patterns for one task, such as aggression, helps the model perform better on
related tasks, such as emotion and violence classification. This shared structure enables the
model to leverage knowledge across tasks, thereby improving overall performance.

Table 9: Sample predictions on Aggression, Sentiment, Emotion, and Violence datasets
Dataset Text Actual label Predicted label

Aggression িবএনিপ যিদ, খােলদা ও হািসনার উভয় পক্ষ যিদ পৰ্কােশয্ িবেরাধ েদখােতা,
তেব যােদর কােছ িছল েদহ, তারা েসিট উনু্মক্তভােব জানেতা। (If BNP, and
both Khaleda and Hasina had openly shown their opposition,
then those who had the bodies would have known it publicly)

Non aggressive Non aggressive

আিম িক বারবার এই কথা বলেবা(Do I have to say this again and
again?)

Aggressive Aggressive

সরকােরর চামচািম কের শত িধক্কার জানাই, েযমন িজ মামুেনর মত সকল
শয়তান সাংবািদকেদর, যােদর নজর উদ্ধ মুখী হেয় েগেছ (I strongly con-
demn the act of flattering the government, just like journalists
such as G. Mamun, whose intentions have become corrupt and
self-serving.)

Aggressive Non-aggressive

আপিন আসেলই একটা নািস্তক (You really are an atheist.) Aggressive Non-aggressive
পুিলেশ েদওয়ার কথা উেল্লখ পাইলাম না, মাইেরর উপর িডেমর মাইর িক চলেব
না তাহেল?(I didn’t find any mention of reporting to the police;
so, is it not allowed to throw eggs at the scoundrel?)

Non-aggressive Aggressive

Sentiment বুেড়া হেয় বুিদ্ধ েলাপ েপেয়েছ (With old age, the wisdom has faded.) Negative Negative
সু্কল-কেলেজ সপ্তােহ একিদন ক্লাস েনওয়া হেব িশক্ষা উপমন্তৰ্ী (Classes will
be held one day a week in schools and colleges Deputy Minister
of Education.)

Positive Positive

আল্লাহ আপনােক মাফ করুন, এমন িমথয্া কথা বলার জনয্ (May Allah
forgive you for saying such lies.)

Positive Negative

সােবক স্তৰ্ীর পরকীয়া িনেয় মুখ খুলেলন অপূবর্ (Apuvo spoke out about
his ex-wife’s affair.)

Negative Positive

গভীর রােত েগাপন সংবােদর িভিত্তেত িবস্তািরত িনউজ (A detailed news
report based on secret information late at night.)

Positive Negative

Emotion েকান মুিভর নাম জােনা না, আবার কথা বেলা সব িভিডও বানাও, েকাথাকার
বলদ! (You don’t even know the name of the movie, yet you
talk nonsense and make videos where are you from, idiot?)

Disgust Disgust

মনিট িবিভন্ন মানুেষর মেধয্ নানা সমসয্ার সৃিষ্ট কের, নানা িদক েথেক িচন্তা
জন্ম েদয়। (The mind gives rise to different problems in people
and creates thoughts from various perspectives.)

Fear Sad

এিদেক েবসরকাির িবশব্িবদয্ালয়গুেলার ক্লাস ও পরীক্ষা বন্ধ করা হেলও, িকছু
িবশব্িবদয্ালেয় িশক্ষকেদর অিফেস েযেত বলা হেয়েছ। (Although private
universities have suspended classes and exams, some have
asked teachers to attend the office.)

Anger Joy

িসিরয়াসিল! এটা জিলল ভাইেয়র মুিভ? কতটা পিরবতর্ন! পুরাই অবাক!
(Seriously! This is Jalil Bhai’s movie? What a change! Totally
surprised!)

Surprise Joy

ভদৰ্ মানুষ েদখেত চান? তাহসানেক েদখুন বুঝেবন মানুষ এত ভােলা কীভােব
হেত পাের! লভ ইউ তাহসান (Want to see a gentleman? Look at
Tahsan you’ll realize how kind a person can be! Love you
Tahsan )

Joy Joy

েমেয়টা অিতিরক্ত আত্মপিরচয় সংকেট ভুগেছ সািবলা সয্াবলাই রেয় েগেলা,
িবউিট উইথআউট েবৰ্ইন। (The girl is suffering from an identity
crisis Sabila remained the same, beauty without brain.)

Disgust Sad

Violence আইিসিসর পৰ্ধান কমর্কতর্া হেচ্ছন িতিন এবার িক হেয়েছ, িবজয়? (He is
becoming the chief officer of the ICC. So, what happened this
time, Bijoy?)

Passive Non-violence

আল্লাহ এইসব অনয্ােয়র িবচার করেবন। (Allah will judge all these
matters.)

Non-violence Non-violence

মুজািহদ ভাই এখন েকাথায়? (Brother Mujahid, where are you now?) Non-violence Non-violence
আমােদর েদেশর ইসলাম এত সস্তা হেয় েগেছ েয, যার েযমন ইেচ্ছ বয্বহার
করেছ। (In our country, Islam has become so cheap that anyone
uses it as they wish.)

Non-violence Passive

কাওেক মরেল খুিশ হতাম এখনও েকউ েকন মরেছ না! (I’d be happy if
someone died why hasn’t anyone died yet!)

Passive Direct

পুিলশ বািহনী, আল্লাহ েতােদর িবচার করেবন! (Police force, Allah will
judge you!)

Non-violence Passive
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