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Abstract

Large language models (LLMs) exhibit hallucinations in long-form question-
answering tasks across various domains and wide applications. Current hallu-
cination detection and mitigation datasets are limited in domain and size, which
struggle to scale due to prohibitive labor costs and insufficient reliability of existing
hallucination annotators. To facilitate the scalable oversight of LLM hallucinations,
this paper introduces an iterative self-training framework that simultaneously and
progressively scales up the annotation dataset and improves the accuracy of the
annotator. Based on the Expectation Maximization algorithm, in each iteration, the
framework first applies an automatic hallucination annotation pipeline for a scaled
dataset and then trains a more accurate annotator on the dataset. This new annotator
is adopted in the annotation pipeline for the next iteration. Extensive experimental
results demonstrate that the finally obtained hallucination annotator with only 7B
parameters surpasses GPT-4 and obtains new state-of-the-art hallucination detec-
tion results on HaluEval and HalluQA by zero-shot inference. Such an annotator
can not only evaluate the hallucination levels of various LLMs on the large-scale
dataset but also help to mitigate the hallucination of LLMs generations, with the
Natural Language Inference metric increasing from 25% to 37% on HaluEval. !

1 Introduction

Large Language Models (LLMs) have shown remarkable capabilities in various tasks [10, 11, 35,
51, 57]. However, they tend to produce hallucination, i.e., plausible-sounding but unfaithful or
nonsensical information [5, 30], that significantly hinders their real-world applications. Initial steps
to address this issue involve the creation of datasets that can help to detect, annotate, and mitigate
hallucinations [14, 29, 40]. Since the potential hallucinations of LLMs are in various fields, the
spectrum of knowledge in the dataset is expected to be large-scale and comprehensive, covering
various domains. Consequently, the size and diversity of datasets are critical for the oversight of LLM
hallucinations.

However, constructing and scaling-up hallucination annotation datasets face significant hurdles [8, 9,
29, 43]. One primary challenge is the prohibitively high costs and labor intensity required for their
accurate assessment [43, 47], since the fine-grained hallucination annotation requires intensives labor
for reading long documents and annotating the hallucination details sentence by sentence. Moreover,
due to the insufficiency of accurate human annotations, the reliability of existing hallucination
annotators and detectors becomes another pressing concern [29]. These tools have been found to
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produce inaccurate results [9, 46, 61], e.g., even GPT4 [1], one of the most powerful LLMs, is not
satisfactory and cannot achieve a compatible performance of humans [29].

Existing works [3, 25, 36, 38, 56, 58, 69] have explored strategies in data augmentation and self-
training to extend dataset size and boost the performance of models in the fields of image segmentation,
multi-lingual translation, math reasoning, efc. However, how to scale the hallucination annotation
datasets efficiently is under-explored in the community, which significantly hinders the in-depth
analysis and further mitigation of LLMs hallucinations at a large scale.

To address the research gap, this paper proposes
an iterative self-training framework designed to
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a new hallucination annotator. Training on more

data leads to a more accurate annotator and a more robust annotation pipeline, setting the stage for
the subsequent round of annotations.

The iterative process consists of three stages of multi-dimensional data scaling as shown in Fig. 1.
Initially, we train a weak annotator on human annotations. In the second stage, we collect the
hallucination responses from more open-source LLMs for the same questions in the dataset to
improve the generalization ability of hallucination annotators to model responses. In the third stage,
we expand the number of topics and questions in the dataset and collect hallucination annotations with
the more robust annotator. This progressive scaling strategy stabilizes the annotator’s performance
when evaluating familiar and unfamiliar responses across diverse topics.

Extensive experimental results show that our enhanced annotator significantly outperforms existing
models, including the advanced GPT-4, in terms of accuracy. Our annotator not only performs best
on the in-domain fine-grained hallucination annotation dataset ANAH (89.24%) but also obtains
new state-of-the-art (SOTA) results on HaluEval (81.54%) and HalluQA (94.44%) under zero-shot
setting. In addition, the annotator automates the hallucination evaluation on the dataset, offering
a comprehensive benchmark for the research community to evaluate the hallucination levels of
numerous open-source models, providing a practical reference for future hallucination mitigation of
LLMs. Using a simple reranking strategy with the annotator, we reduce the hallucination of the final
LLM generations on HaluEval, with the NLI metric increasing from 25% to 37%.

2 Related Work

Self-improvement of Large Models. As Large Language Models (LLMs) become more and more
powerful, the community starts to explore different strategies to achieve the self-improvement of
LLMs, i.e., to improve the LLMs using the supervision from LLMs [12, 24, 28, 50, 53]. For example,
existing works have explored self-alignment using LLMs with ethical principles [3, 58, 69]. There
are also methods [13, 25, 38, 56, 70] strengthen LLLM’s capabilities on tasks such as reasoning by
training the LLMs on the high-quality responses from themselves on the same questions. In the field
of computer vision, SAM [36] introduces manual and model-assisted labeling to expand the image
segmentation dataset and enhance the performance of image segmentation models. However, the
application of self-improvement is under-explored in fine-grained hallucination annotation. This field
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Figure 2: The schema of EM-based interactive self-training framework. In the E-step, given unlabeled
new data from the Data Growth Flywheel, the annotator predicts N candidate outputs y. Then the
representative annotation y* is chosen via self-consistency. As a result, we construct a larger dataset
by collecting the new annotations. In the M-step, we train an annotator on the larger dataset aligned
to our training format. This annotation process consists of three phases: Factual Existence Judgment,
Reference Information Extraction, and Hallucination Type Judgment. As a result, we gain a stronger
annotator with higher accuracy.

is challenging for automatic annotators due to its meticulous nature, which requires fine validation
with long documents. It is also noteworthy that most self-improvement works require extra resources
such as human labor or a supplementary model [36, 38]. In contrast, our pipeline is self-sufficient,
relying solely on the annotator model and the initial dataset.

Hallucination Annotation Dataset. The development of the hallucination annotation dataset is
the cornerstone for detecting hallucinations in models’ output. These datasets can be used to train
a hallucination detector/annotator and evaluate the hallucination level via the detector/annotator.
Early works [21, 22, 26, 37, 40, 44, 48, 60, 62, 67] in this domain tended to broadly classify
entire responses as either hallucinatory or not, providing a coarse-grained analysis of hallucination
occurrences. Recent works [29, 47] annotate hallucinations in a more fine-grained and meticulous
way. Despite this progress, these datasets, especially those having fine-grained annotations, suffer
from limitations in size and scalability due to the high costs associated with the usage of human
annotators or commercial models like GPT4. In addition, the difficulty of this task and the limited
human annotations result in unsatisfactory performance of the automatic hallucination annotator.

Hallucination Mitigation. Considering the harm of hallucinations, researchers have explored various
techniques for mitigating hallucinations. Techniques such as multi-task learning [23, 65], model
editing [18, 31], and fine-grained RLHF [66] are proposed to suppress hallucination tendencies
during training. Alternative strategies have been proposed that do not require further model training,
including different decoding strategies [15, 41, 52, 55], multi-agent methods [20], and variants of
the Chain-of-Thought approach involving verification or reflection [19, 32, 39, 64]. Our ANAH-v2
shows efficiency in hallucination mitigation as a re-ranker and has the potential to combine with the
existing methods such as fine-grained RLHF.

3 Method

This paper proposes an iterative self-training framework to simultaneously scale up the hallucination
dataset and improve the accuracy of the hallucination annotator. We follow the analytical hallucination
annotation (§ 3.1) to annotate the hallucination sentence-by-sentence. The multi-iteration framework
is theoretically grounded in the EM algorithm (§ 3.2) and involves three stages to progressively scale
the dataset in multiple dimensions (§ 3.3). We also reveal how the hallucination annotators can be
applied for hallucination evaluation and mitigation (§ 3.4).



3.1 Analytical Hallucination Annotation

The aim of a hallucination annotator is to identify hallucinations in the model responses. ANAH [29]
developed a fine-grained annotation method that locates reference points in the document for each
sentence and makes hallucination-type judgments, with the whole process completed in one turn
of dialog. However, this hybrid task diverges from the human judgment processes and fails to
clearly indicate the relationship between reference points and hallucination judgments, resulting in
unsatisfactory annotation accuracy.

Instead of using the original ANAH training prompts, we developed a more reliable training method
tailored to the hallucination annotation process. As depicted in the lower right part of Fig. 2, the
process is outlined in three phases: (1) Factual Existence Judgment, where the annotator assesses
whether the provided sentence contains verifiable facts. If no factual content is present, the sentence is
categorized as ‘No Fact’ and requires no further annotation. (2) Reference Information Extraction,
where the annotator extracts relevant reference points from the documents related to the question and
answer. (3) Hallucination-Type Judgment, where the annotator determines the type of hallucination
based on the extracted reference points. If the sentence aligns with the references, it is classified
as ‘No Hallucination’. If it contradicts the references, it is deemed a ‘Contradictory Hallucination’.
If it lacks supporting evidence and cannot be verified, it is labeled as ‘Unverifiable Hallucination’.
The above three phases will form a multi-turn dialogue in training data. Compared to the ANAH
approach, which involves simultaneous judgments on multiple criteria, our phased process aligns
more closely with human cognitive judgment processes. The detailed data format and prompts for
our annotation process are in Appendix A.

3.2 Expectation-Maximization Algorithm

Simultaneously scaling up the dataset and improving the accuracy of the annotator can be formulated
by the EM algorithm. For the input set X, we need to estimate two hidden variables simultaneously,
the output set Y and the model parameters 6. Specifically, based on the task formulation in § 3.1,
we define the input « from the input set X of the hallucination annotator consists of a question, a
sentence to be annotated, and a reference document. The expected output y to be estimated in the
data output set Y includes the factual information f, the key reference points r from the reference
document, and the type of hallucination h. We maximize the log-likelihood estimation of Y by
alternately performing the E-Step and the M-Step to update the model parameters 6:

0 = argmax B, (v|x 9) [log po(X, Y | 0)] (1)

E-Step. A straightforward approach to estimating Y is to use a single model to predict annotations.
However, this method lacks sufficient accuracy [45]. To improve the accuracy and stability of the
estimation of Y, we introduce the self-consistency method [63], which provides a more robust
representation of the distribution of the Y. As shown in Fig. 2. For each input x, we perform multiple
samplings to yield K independent outputs y = {y*,--- ,4%,--- ,y}, where the i-th output sample
y* is composed of factual information (f?), reference point () and hallucination type (h?). We use a
self-consistency metric to select the most representative sample y* among all outputs:

y* = (f*,r*, h*) = self-consistency(y) 2)

During this selection process, we consider the hallucination type h, reference point r, and factual
information f in turn. We determine the most common hallucination type h* by tallying a majority
vote across all samples, denoted as h* = arg max, Zfil I(h; = h). Then, we form the candidate
reference set R by taking the corresponding r from the output containing the h*. We select the
most “consistent” reference point 7* by comparing the cosine similarities. For each r* in R, we first
calculate its average cosine similarity with the other elements in R. After that, we select the reference
point r* with the highest average cosine similarity: r* = arg max,ic g (17 Y.7—; ;. sim(r?, r9)).
Finally, with (r*, h*), we can uniquely select the corresponding f*.

M-Step. Following the robust estimation in the E-step, the M-step updates the model parameters
to maximize the likelihood of the selected output y*. Combining Eq. 1 and Eq. 2, we formulate the
parameter update strategy at iteration ¢:

0 = arg max E..x [Eywpgt(ymg) [log pg(z, y* | 9)]] 3)
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3.3 Multi-dimensional Data Scaling

Grounded in the EM algorithm, our framework operates in an iterative manner. This multi-iteration
process acts as a data growth flywheel to progressively scale up the dataset in multiple dimensions,
consisting of three stages:

Stage 1: Seed Data and Basic Annotator. We utilize ANAH dataset [29] as our seed data, which
includes over 700 topics and around 4,300 LLM-generated questions and responses. For each
response, ANAH provides the hallucination type for every sentence, determined through a human-in-
the-loop approach. We train an initial hallucination annotator, noted as ANAH-v2 Stagel, with this
seed data using the annotation method described in § 3.1.

Stage 2: Scaling up in Response Dimension. In Stage 1, for each question, ANAH provides
responses that GPT-3.5 generates with the reference document, while InternLM-7B generates without
any reference document. We first augment the dataset’s model responses by collecting responses
to the same existing questions from 13 additional open-source models of various sizes and series.
For each model, responses were collected with and without knowledge of reference documents. The
prompt details are in Appendix B. After filtering out similar model responses, these responses are
annotated sentence by sentence using the self-consistency pipeline with ANAH-v2 Stagel. The newly
annotated data, combined with the seed data, was used to train ANAH-v2 Stage?2.

Stage 3: Scaling up in Topic Dimension. We expand the topic coverage along four categories:
location, person, event, and thing, paralleling ANAH’s configuration. For each topic, we generate
several questions based on the provided reference documents (more details in Appendix B). Then, we
use the same method in Stage 2 to collect responses from multiple models and annotate the response
following the same procedure as in Stage 2, using ANAH-v2 Stage2 annotator. The resulting dataset,
combined with data from the previous stages, is used to train the ultimate annotator version.

Overal Statistics. The final dataset encompasses both over ~3k topics, ~196k model responses, and
~822k annotated sentences, in English and Chinese (Tab. 1). The topics cover celebrities, events,
locations, and things, and span a wide array of domains, such as politics, health, and sports (Fig. 3).
The statistics underscore the comprehensiveness and extensive scale of our dataset.

3.4 Applications

Hallucination Evaluation. As the accuracy of the hallucination annotators becomes satisfactory, we
can apply it to automate the process of evaluating the hallucination levels of existing open-source
models. After categorizing sentences into four distinct types (introduced in § 3.1), we consider type
Contradictory and Unverifiable Hallucination as sentences with hallucinations, and type No Fact
and No Hallucination as sentences without hallucinations. This tool enables researchers to assess
the reliability and accuracy of generated texts, ensuring models can be responsibly integrated into
practical applications.

Hallucination Mitigation. We further show a simple re-ranking strategy to mitigate the LLM’s
hallucinations with the annotator, whereas more advanced strategies can be explored in future research.
Specifically, we adopt our annotator # for response re-ranking. LLM first generates N candidate
responses {G1, - , G} by top-k sampling. Then we select the best response G* with the lowest



hallucination rate over all the generated responses as below:
. ap.inlagin € {Ac, A
G" = argmin 1%0:inl@.in € {40, Au}|
ne{l,- ,N} L,

“

where ag ; , is the generated annotation type by 6 given the input x; ,, including a question, the i-th
sentence to be annotated from G,,, and a reference document. Ax and Ay means sentence type
Contradictory and Unverifiable Hallucination, respectively. L,, is the sentence number of G,,.

4 Experiment

4.1 Experimental Setup

Implementation. In our experimental framework, we adopt the pre-trained InternLM2-7B [7] model
to fine-tune the hallucination annotator. Further implementation details can be found in Appendix C.

Evaluation. We use a subset of the ANAH [29] data as a test set, which is not used for training in
stage 1. To assess the performance of the annotator in predicting hallucination types, we utilize F1
and Accuracy. We also employ RougeL [42] and BertScore [72] to compare the generated text with
gold-standard human reference in terms of gram, continuity, order and semantics.

4.2 Overall Results

The last 3 rows of Tab. 2 illustrate
the performance of ANAH-v2 at each

stage of Data Scaling in § 3.3. The Model FIt ACCT RT BERTT
performance progressively improves GPT4 87.11 8697 8632  96.21
with the increasing dataset number ANAH-7B 78.69 7992 5851 8727
(see in Tab. 1) in successive stages. ANAH-20B 80.49  81.01 58.82  88.44

This trend underscores the scalabil-
ity and effectiveness of our hallucina-
tion annotation framework. Remark-
ably, ANAH-v2 surpasses GPT-4 with

the F1 of 87.78% and the accuracy of
88.03% at Stage 2. Eventually, we Table 2: Evaluation results for GPT4, ANAH, and ANAH-v2

achieve the F1 of 89.30% and the ac- at each stage, where “R” and “BERT”, refer to “Rougel””
113 ER) . 2
curacy of 89.55% at Stage 3. and “BERTScore”, respectively. -~

Notably, the RougeL. and BERTScore of GPT-4 are higher than ANAH-v2. Because GPT-4 is used for
the initial pre-annotation during the construction of ANAH [29]. Subsequently, humans refine these
pre-annotations, and humans tend to not change the pre-annotations. This methodology inherently
aligns the final *golden’ answers closely with the outputs by GPT-4. Therefore, we tend to use
“accuracy” as our primary metric because the type judgment is determinative of the annotation quality.
For example, an annotation that wrongly judges type (low accuracy) but finds the correct reference
fragment (high RougeL/BERTScore) remains completely unacceptable. In addition, we conduct an
LLM-based evaluation to exclude the similarity due to pre-annotations in Appendix D.

We also observe that ANAH-v2 already outperforms ANAH-20B at Stage 1 (84.85% v.s. 81.01%
in accuracy) with only 7B parameters, when being trained on the same hallucination corpus. This
superior performance is attributed to the innovative multi-turn dialogue training strategy (§ 3.1).

ANAH-v2-Stagel 84.45 8485  60.10 88.43
ANAH-v2-Stage2 87.75  88.18  67.28 90.80
ANAH-v2-Stage3 8930  89.55  69.44 91.43

4.3 Ablation Studies

Impact of Self-Consistency. To verify the effectiveness of self-consistency during inference
in E-Step (introduced in § 3.2), we compare the performance of the annotator with different self-
consistency settings in Tab. 3. When the annotator model with the same training data at each data
scaling stage, the inference strategy with self-consistency (w/ SC) consistently outperforms without
self-consistency (w/o SC), where the annotator generates only once for each input. Therefore,
self-consistency improves the accuracy and stability of the estimation of hallucination annotations.

The first three rows of data are from ANAH [29].



Model Train Data Infer Strategy F11 ACC1T R1 BERT?

wlo SC 8095 8167 5826  88.70

ANAH-v2-Stagel w/ SC 8445 8485 6010 8843
wlo SC wlo SC 8380 8394 6293  89.20

wlo SC w/ SC 8398 8424 6492 9001

ANAH-vZ-Stage2 (/g wlo SC 8465 8515 6108 8847
w/ SC w/ SC 8775 88.18 6728  90.80

wlo SC wlo SC 8624 8667 6610  90.26

wlo SC w/ SC 8778 8818 6818  91.01

ANAH-v2-Stage3 /g wlo SC 8771 8803 6745  90.63
w/ SC w/ SC 8030 8955 6944 9143

Table 3: Ablation study for annotators in different self-consistency settings. Here, for Infer Strategy,
“w/ SC” means inference with self-consistency, which is the default setting of ANAH-v2. “w/o SC”
means inference without self-consistency, where the annotator generates only once for each input. For
Train Data, “w/ SC” means the training data from the previous stage is generated by self-consistency,
where the default setting of ANAH-v2, while “w/o SC” means the train data is generated without
self-consistency.

Model Setting F1t ACC+ Rt BERT?

progressive 89.30 8955 69.44 91.43
non-progressive  85.88  86.36  66.10 90.26

ANAH-v2-Stage3

Table 4: Ablation study for annotators trained with progressive and non-progressive data scaling.
Here, “progressive” means that the training data is progressively annotated by the continually updated
annotator, which is the default setting of ANAH-v2. “non-progressive”” means that the training data
scaling only leverages annotations generated by the basic annotator from Stage 1.

In M-Step, we train the model on data from the E-Step of the preceding iteration. We observe that
when the annotator model with the same inference strategy, the model trained on self-consistently
processed data (w/ SC) surpasses the performance with data generated through a single pass (w/o
SC). This finding indicates that training data processed through self-consistency leads to a stronger
annotator. This improvement can be attributed to the reduced distribution variance between the
inferred labels and true labels.

Impact of Progressive Data Scaling.  To assess the impact of progressive data scaling (introduced
in §3.3), we compare the performance of annotators with different types of data scaling in Tab. 4.
In our progressive approach, the updated annotator from Stage 2 is employed to annotate the
responses from additional topics, continuously enriching the training data. Conversely, in the non-
progressive approach, the basic annotator from Stage 1 is employed to generate annotations for the
additional training data during Stage 3. With the same size of training data, the annotator trained
on non-progressive data scaling underperforms that with our progressive data scaling, proving the
effectiveness of our progressive data scaling.

Impact of Training Strategy. = We also analyze different training strategies for annotators in
different data scaling stages in Tab. 5. In our default training process, we mix the newly annotated
data with old data to re-train an annotator. Alternatively, we only use the newly annotated data to
further train the annotator model from the previous stage. The results demonstrate that our training
strategy with mixed training data performs better than further training with new data. The integration
of different data qualities across training stages improves the robustness of the annotator model.

4.4 Generalization Capability Analysis

We further validate the effectiveness of ANAH-v2 on other hallucination detection datasets using
two third-party datasets: HaluEval [40] for English and HalluQA [14] for Chinese. Each dataset
provides four components: questions, reference documents, responses, and labels indicating whether
the responses contain hallucination. For each question, we let ANAH-v2 judge the type of responses
containing and not containing the hallucination separately. Note that in HaluEval we only use the QA



Model Train Strategy F11+ ACCtT R1 BERTT

mix 8775 8818 6728  90.80
ANAH-v2-Stage2 further 8550 8591 62.15  89.30

mix 8030 8955 6944 9143
ANAH-v2-Stage3 further 8773 8652 6858  91.03

Table 5: Ablation study for annotator in different train strategy settings. Here, “mix” means that the
new data generated in the current iteration is mixed with the old data to train a new annotator, which
is the default setting of ANAH-v2. “further” means that only the new data is used to further train the
annotator from the previous stage.

samples and in HalluQA, we only use the samples that provide a textual reference document, which
aligns with our annotator’s designed setting.

The primary metric we use for evaluation is Ac-
curacy in determining the type of response. We

Dataset Model Method ACC 1t
compare the zero-shot performance of ANAH- GPTa ZeroShot 05,05
v2 with current SOTA results on HaluEval £E107>00 : :
achieved by KnowHalu [71] and baseline results WiKiChat [54]  49.10
4 GPT3.5 HaluEval 56.90
by GPT-4. KnowHalu  80.30
The results in Tab. 6 reveal that our annota- . HaluEval 61.00
. . . HaluEval Starling-7B
tion model achieves notable accuracies on both KnowHalu 80.70
HaluEval and HalluQA. Remarkably, ANAH- ANAH-v2-Stagel Zero-Shot 79.85

v2-Stage3 obtains new SOTA accuracy on ANAH-v2-Stage2  Zero-Shot 81.24

ANAH-v2-Stage3  Zero-Shot 81.54

HaluEval (81.54%) and HalluQA (94.44%) even vooage oo
under a zero-shot setting, underscoring the gen- GPT4 Zero-Shot 62.81
eralization capability of ANAH-v2. Moreover,  pauqa ANAHv2-Stagel - Zero-Shot — 91.74

find that ANAH-v2-Stage3 outperforms the ANAH-v2-Stage2  Zero-Shot 02.63
we g p ANAH-v2-Stage3  Zero-Shot  94.44
annotators from Stagel and Stage2, further prov-
ing the data scaling strategy effectively stabilizes Table 6: Annotator accuracy using different models
performance when dealing with unfamiliar re- and methods on HaluEval and HalluQA. *
sponses.

4.5 Application

Hallucination Evaluation Benchmark. = Our ANAH-v2 dataset and annotator can serve as a
benchmark for the hallucination levels in generated texts by existing models. As shown in Tab. 7, we
evaluate the performance of various LLMs, including InternL.M2 [7], Qwen1.5 [2], Baichuan?2 [4],
Mistral [33, 34], DeepSeek-LLM [6], and Llama?2 [59], spanning different model sizes. We also offer
detailed evaluation results on different languages and categories of topics to deepen our understanding.

We find that all models exhibit superior performance in English compared to Chinese, underscoring
the need for further research to understand and mitigate language-dependent discrepancy. The
performances of all models with reference documents are better than those without. Qwen1.5-14B
achieves the lowest hallucination rate when using reference documents (5.33%) and Deepseek-
67B achieves the lowest hallucination rate when reference documents are not provided (47.17%).
Moreover, we find no clear trend in the performance distribution across four categories of topics.
In addition, the results of different stages of annotators in Tab. A2, A3, and 7 show that there is a
consistent trend and fixed biased ordering relationship between LLMs, thus confirming the reliability
of our assessment method. More details are in Appendix E.

Hallucination Mitigation.  Besides being used to measure hallucination levels, ANAH-v2 can also
be used to mitigate hallucinations. We use the QA samples from HaluEval, which comprises questions
and correct answers from HotPotQA [68]. We use two models InternLm2-7B and LLaMA?2-7B.
For each model, we generate 36 candidate responses by top-k sampling (k=40), then re-rank the
responses using our annotator. To quantify the hallucination degree, we employ RougeL, BertScore,
NLI, and QuestionEval. These metrics measure the congruence between the generated responses
with the golden responses and/or reference documents.

3The first six rows of data are from KnowHalu [71].



Person | Event | Thing | Location |
ZH EN ZH EN ZH EN ZH EN

w/o Ref 87.84 8724 47.65 9137 7383 8949 77.13 9426 8292
w/ Ref 19.02 26.12 557 1926 420 1940 259 977 3.26

w/o Ref 78.20 74.67 4725 8236 7232 82.16 80.29 8732 81.49
w/ Ref 16.52 19.99 425 1523 7.00 19.66 720 342 5.6

w/o Ref 80.09 79.22 5281 8261 757 8326 7385 86.56 78.09

Model Setting Overall |

InternLM2-7B

InternLM2-20B

Qwenl>-7B /Ref 696 582 277 527 376 970 369 490 440
Qwenls.14p  WOREl 6382 6563 4491 7025 6824 7236 7076 7337 7269

: w/Ref 533 501 123 456 202 738 270 253  2.00
Qwenls.728  WOREl 6162 5649 2976 6162 5673 6742 6292 6797 6436

w/ Ref 15.89 19.27 462 1385 3.18 1899 380 550 4.26

w/o Ref 73.99 72.13 4499 75777 6598 76.84 73.01 7151 74.17
w/ Ref 43.68 61.71 6456 37.87 2641 354 29.17 543 1451

w/o Ref 69.85 67.02 4124 71.63 63.13 7332 662 68.77 71.35
w/ Ref 38.39 58.86 60.53 4320 219 2574 17.81 28.99 7.23

w/o Ref 85.40 89.98 5232 87.03 7233 8741 7197 91.19 7725
w/ Ref 30.24 42.66 22.83 30.85 13.77 26.02 27.15 4211 723

w/o Ref 76.12 80.96 30.75 76.78 5532 8332 61.61 87.28 65.51
w/ Ref 7.95 829 278 617 584 991 794 399 6.63

w/o Ref 64.46 6598 39.62 6759 60.69 6951 56.15 69.29 59.15
w/ Ref 23.02 6.73 4495 2838 492 2500 2425 18.18 12.61

w/o Ref 47.17 5491 1581 46.28 31.48 6557 3423 59.96 36.02
w/ Ref 12.05 1261 417 952 200 1579 1336 18.65 8.33

w/o Ref 84.22 88.36 52.00 8495 74.18 9248 77.89 89.84 78091
w/ Ref 58.16 825 10.64 7696 10.00 6472 1233 69.75 2048

w/o Ref 78.84 80.26 43.18 81.88 70.25 87.85 70.52 8444 7394
w/ Ref 52.17 7943 1481 47.85 4.00 4959 11.72 7750 27.53

Baichuan2-7B

Baichuan2-13B

Mistral-7B

Mistral-8x7B

Deepseek-7B

Deepseek-67B

Llama2-7B

Llama2-13B

Table 7: Hallucination rate of open-source models according to ANAH-v2 annotator and dataset.

Model Setting QuestEvalT NLIT BERT{ RourgeL 1
baseline 37.84 31.25 83.76 19.34
LLaMA2-7B re-rank 38.50 36.03 84.45 21.92
baseline 37.33 25.00 83.57 20.55

InternLM2-7B re-rank 38.89 37.01 84.57 22.39

Table 8: Evaluation results for hallucination mitigation with LLaMA2-7B and InternLM2-7B on
HaluEval. Here, “baseline” means the direct generation results, and “re-rank” means the results with
our re-ranking mitigation method.

Results in Tab. 8 show a clear reduction of hallucination levels after the re-ranking process via our
annotator. For instance, the NLI metric for LLaMA2-7B shows a notable increase, rising from 25.00%
to 37.01%. This suggests that the application of our annotative approach can significantly mitigate
the issue of hallucinations in language model outputs.

5 Conclusion and Future Work

In this paper, we aim to explore a scalable framework for the oversight of LLM hallucinations.
Through iterative self-training, we progressively expand the diversity and scale of the dataset and
improve the accuracy of the hallucination annotator. The finally obtained ANAH-v2, for the first
time, outperforms GPT-4 in various hallucination detection benchmarks with only 7B parameters and
obtains superior zero-shot performance on third-party hallucination detection benchmarks. ANAH-
v2 not only provides an automatic hallucination evaluation benchmark with the scaled dataset,
which paves the way for future research on hallucination mitigation but also exhibits potential in



hallucination mitigation by the simple re-ranking strategy. We believe ANAH-v2 can also benefit
more hallucination mitigation strategies such as fine-grained RLHF.

With the large-scale dataset as seed data, future work can explore creating hallucination annota-
tion data in other NLG tasks such as dialogue generation. Another direction is to improve the
generalizability of the annotator across different languages, tasks, and topics.
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A Training Prompt

As described in § 3.1, our annotation process consists of three phases: (1) Factual Existence Judgment
via the prompt in Fig. Al, (2) Reference Information Extraction via the prompt in Fig. A2 (3)
Hallucination-Type Judgment via the prompt in Fig. A3.

B Data Scaling Details

As described in § 3.3, we collect model responses via Fig. A5. The open-source models in-
clude InternLM2(7B&20B) [7], Baichuan2 (7B&13B) [4], LLama2 (7B&13B) [59], Qwenl.5
(7B&14B&72B) [2], Deepseek (7B&67B) [6], and Mistral (7B&7x8B) [33, 34].

We automate the topic selection based on occurrence frequency via Google Ngram Viewer * and
retrieve corresponding reference documents from pre-training databases [27].

We generate questions on each topic via Fig. A4.

C Implementation Details

In our experimental framework, we adopt the pre-trained InternLM2-7B [7] model to fine tuning the
hallucination annotator.

In E-Step, we generate responses by implementing sampling via the LMDeploy library [17]. During
each iteration, we generate 32 candidate responses per input and apply a self-consistency quality
control mechanism to them. The decoding strategy involves the top-k (k = 40) sampling with a
temperature of 0.8.

In M-Step, we train the annotator model with the following settings and hyper-parameters: the epoch
is 1, the learning rate is le-5, and the AdamW optimizer is with a linear scheduler, the maximum
sequence length is set to 32k. Additionally, following the configuration in ANAH [29], we perform
a multi-task setting where additional tasks such as dialogue generation from ShareGPT [49] and
Dolly [16] are integrated with the fine-grained hallucination annotation. Our model is trained on 32
NVIDIA A100 GPUs.

D Addtional Evaluation for the Overall Results

To exclude the similarity due to the impact of pre-
annotations described in § 4.2, we conduct an LLM-based

. . Model Score
evaluation to assess the consistency of generated reference
points with the source document. Specifically, we fol- GPT-4 84.39
lowed the prompt in FactScore [46], which aims to clarify ANAH-7B 30.60
whether the generated reference points are supported by ANAH-20B 8151

the given source document, rather than simply calculating
the similarity between them using metrics such as RougeL
or BERTScore. We employ the InternLM2-7B-Chat [7] as
the estimator.

As shown in Tab. A1, the results indicate that the reliability Table Al: The score assessing the con-
of our model’s generated reference points progressively —sistency of generated reference points
improves and ultimately exceeds that of GPT4. This trend With the source documents.

is consistent with F1 and ACC in Tab 2.

ANAH-V2-Stagel  83.63
ANAH-V2-Stage2  84.54
ANAH-V2-Stage3  86.36

E Hallucination Evaluation

To assess the reliability of our hallucination annotator, we measure the hallucination levels of the
above LLMs using the annotator from different stages. Tab. A2, A3, and 7 show the results measured
by annotator ANAH-v2 from Stage 1, 2, and 3, respectively. The trends in these three tables are

*https://books.google.com/ngrams/
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consistent where Qwen1.5-14B achieves the lowest hallucination rate with reference documents
and DeepseekLM-67B achieves the lowest hallucination rate without reference documents. This
consistency and fixed biased ordering relationship between LLMs confirm the reliability of our
assessment method.

F Limitation

Although this study presents a novel multi-iteration self-training framework for the scalable oversight
of LLM hallucinations and achieves significant improvements in hallucination annotation, there are
some limitations.

Despite the progressive scaling and increasing accuracy of the hallucination annotator, there may still
exist a non-negligible margin of error in the annotations. This margin could affect the convergence
of the model and the quality of the final hallucination annotator. Furthermore, the success of our
framework is measured largely by its performance on our own dataset and other benchmarks such as
HalluEval and HalluQA. However, these datasets might not encompass the full spectrum of real-world
scenarios where hallucinations pose a problem. Lastly, this work primarily uses InternLM2-7B as the
backbone of the hallucination annotator. Other different underlying models and different numbers of
parameters are not explored.

In addition, the EM algorithm, which is the theoretical foundation of our framework, may also
introduce some problems. For example, the EM algorithm is sensitive to initial conditions, which
would impact the convergence process. Although we employ many methods to ensure the stability
of the training process, such as selecting a high-quality, human-labeled hallucination dataset as the
seed and using a progressive scaling strategy, we cannot claim that we have eventually converged
to a globally optimal solution. Moreover, the iterative EM algorithm requires computational effort.
Our method uses 32 A100 GPUs to iteratively train the 7B model. It took approximately 100 hours
for inference and training. Based on the price of the computing platform Lambda (1.29 USD per
GPU per hour), it costs 4,128 USD. However, using the "manual + GPT4-assisted" annotation model,
as described in ANAH [29] (0.9 USD and 20 minutes per annotation), it would take 177,237 USD
and 65,643 hours to reach the size of the dataset in our work. So we believe our method is a better
trade-off between computing resources and labour+API costs, which is acceptable.

G Broader Impacts

By exploring the hallucination annotation and mitigation in LL.Ms, this paper contributes to the
development of more reliable and trustworthy Al technologies. Our innovative multi-iterative self-
training framework significantly reduces the reliance on expensive and time-consuming manual
annotations by automating the hallucination detection process. Our hallucination annotator offers a
benchmark for the research community evaluating the hallucination levels of existing open-source
models. Additionally, we provide a large-scale and diverse dataset from which the broader research
community can benefit, fostering further innovation and study in this domain.
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English Prompt:

You will act as a fact checker, and I will provide you with a question and a corresponding partial answer. Your
task is to determine whether the content of the answer contains verifiable facts.

## Judgment Criteria:

- Verifiable Facts: Specific, objective points of information that can be verified through data, research results,
or other reliable sources. Examples include statistical data, historical events, scientific laws, and specific case
studies.

- Non-factual Descriptions: Personal opinions, subjective judgments, or unverifiable statements.

## Task Process:

1. Carefully read the question, which is as follows: {question}

2. Carefully read the partial answer, which is as follows: {annotation}

3. Conduct the Analysis: Based on the above judgment criteria, determine if the answer contains verifiable facts.
- If there are no verifiable facts in the answer, output “<No Facts>".

- If there are verifiable facts in the answer, output “<Facts Present>".

Chinese Prompt:

RRER— 1 FESLHIM AR, S A IR — A A — D XZ R AR B, IREESS 2 A ]
BN R AT AE AT LLAIWT SR

#t FIBTIRIE: N N ‘ \

- ATLLAITI SR BRR) - BMAE B A, XEEEE A LUBE R - DTS R e E Al AT SRR AT
ik Bltn, SoitEdE - R EA . B EE . BEREI% . - EFLHE DPASN - ENHAMEL
TCIESSUER FE B

AT IRAR:

1. (PR R, [RIREAD R {question}

2. fFAIEIEEIE, B EIZAN T {annotation)

3. AT ARYE CaRAIT IR, I RIS RS S AT DA R SR SE
-ﬁﬁiﬂ%@%%ﬁﬁ&ﬂ%%%%%%& N “<TCHESE>" o - WEREIE AR LA EsE,
il <HIS>

Figure Al: Prompts for factual existence judgment.

17




English Prompt:

You will act as an information extractor. I will provide you with a question, a related reference document, and a
partial answer to that question. Your task is to extract information from the reference document that is relevant to
the question and answer.

## Operational Steps:

1. Carefully read the question, which is as follows: {question}

2. Carefully read the partial answer, which is as follows: {annotation}

3. Analyze the Reference Document: Identify information most relevant to the question and answer. This
information may be completely the same, partially similar, or conflicting with the content of the answer. The
reference document is as follows: {reference}

4. List the Relevant Information: List all the relevant information found in order, separated by <SEP> if there are
multiple pieces of information.

5. Output When No Information Is Found: If no relevant information is found, output <No Reference
Information>.

Chinese Prompt:

RFHER—MEBRNEE, BRI — R — O ARISH IS, U — % R R AT
SrEE, ARIESS & NS 25 SO 4R tH 5 1) RN [E] B AR R B R,

## HEP TR

1 AT LA, [P0 R: {question)

2. (FHHEREEE, EArEIEA R {annotation) N

3. S EIE: S REMEERERIESR, XLEERATRESEENRTEMEE - FoHEE,
B AEZE L’/S%Y%’IQD—F: {reference) B B B

4. FIHMHRIGEE: LIFSHEITE AR RER, REZ5R(EBAIELL <SEP> 1E 575 -

5. TR EREMNHSE: WREEHRIMEXER, < tsEZERE> -

Figure A2: Prompts for reference information extraction.
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English Prompt:

You will act as a "Hallucination’ annotator. I will provide you with a question, a partial answer to that question,
and related reference points. You need to determine whether the provided answer contains any hallucinatory
content and annotate the type of hallucination.

’Hallucination’ refers to content that contradicts the reference points or is unsupported by them.

## Judgment Criteria:

1. No Hallucination: If the answer is completely consistent with the reference points and does not introduce any
contradictory information, output: <No Hallucination>.

2. Contradiction: If the answer clearly contradicts the reference points, output: <Contradictory>.

3. Unverifiable: If the answer contains information not mentioned in the reference points and cannot be supported
or verified by them, output: <Unverifiable>.

## Task Process:

1. Carefully read the question, which is as follows: {question}

2. Carefully read the partial answer, which is as follows: {annotation}

3. Carefully read the reference points, which are as follows: {reference}

4. Conduct the analysis: Based on the above judgment criteria, determine if the answer contains hallucinations
and output the type of hallucination.

Chinese Prompt:
PRBHER— ZI% PRiERY, ?‘H%%Zﬁ%?%@ii‘—ﬁ—/l\fﬁ]@,_ jﬁ"fﬂﬁilﬂ@ﬂ’ﬁﬁﬁj\@%%ﬂ*ﬁﬂ‘éﬂ’ﬂ
SHEE A IRFEPIMIR A EE PR RS FLRMIENS, HINEL T RE .
LI B SSEE ST ERAESEE S PIEIRIERINE -
## F TN
L},T':Zjﬁ: MRREESZE G T2, AREIIASSEZIETENELE, HRl: <4
> o
2. FE: ﬂﬂ%@%ﬁﬂ@’—ﬁ%ﬁ%ﬁﬁﬁ%ﬁ%)ﬁ HRIH: <TFE>- ‘
3. TERE: RFAFESMERESEE AT RER L, BLENSHEZESTEIIFFHEIE, 1§
Bt <TCERIES -
## RS
1. PR AR, AR R {question)
2. (FHHREEE, EAEEA R {annotation)
3. ESE RS, SZHEEGM R (reference)
4. #HToN: ARIE DRHIEIRE, HErEE SRS ELN, 4w RE .

Figure A3: Prompts for hallucination type judgment.
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English Prompt:

I would like you to act as a question generator. I will provide references and you will generate 10 questions about
"{topic}" based on the reference. The specific requirements are as follows:

1. the questions can be fully answered based only on the reference document, i.e. the answers to the questions
are fully contained in the reference document. The questions should be objective and not too subjective or
open-ended.

2. the 10 questions should be of as many different types as possible, e.g. what, when, where, why. Questions can
be asked from different perspectives, e.g. descriptions, explanations, reasons, etc. Ensure that the questions are
of different types and cover all aspects of the information.

3. 10 questions can cover different levels of knowledge, from general, basic knowledge to more specialized,
complex subject knowledge or domain knowledge.

4. have only one question per item.

Reference: {reference document}

Please list the 10 questions directly based on the above reference without any explanation:

Chinese Prompt:
&g%@?%—lﬁﬁiﬁﬁoﬁ%%ﬁﬁﬁﬁﬂ PRRARYE BTRFE R T “{topic}” HI107[RIRH «
= M
HRESE LR, Zan DIEERE, HRENERT2AEESHE Y MEEREN, NEX
a_azxﬁﬂﬂ&
2. 101 R R E AN FRI), . A2 ik (i Attt o IR AN E R A E A, 6
WA R RS - BRORAIER T Z R E%&ﬂm%Aﬁﬁo ‘
3££M@THF&THF&%ﬂA,M% R EARPERANR, BRI - B2 2ERAIREL
MR
4. BFRAE 0.
57 7#4 {reference document}
EIRIELL LB VR TMUE%E?%@ H 1071 [A]

Figure A4: Prompts for question generation.

English Prompt:
Reference document: {reference document}
Please answer the question based on the above reference: {question}

Chinese Prompt:
S 5kl {reference document}

HIRGELLEZH B0k, [EIE AR {question}

Figure AS: Prompts for answering.
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. Person | Event | Thing | Location |
Model Setting  Overall | 7H EN 7H EN 7H EN 7H EN
InternL.M2-7B w/o Ref 74.8 94.03 40.74 8642 67.68 93.83 75.03 8624 53.03
w/ Ref 13.09 18.94 548 3393 877 16.03 2.7 18.09 4.85
InternL.M2-20B w/o Ref 63.94 91.87 38.01 7524 71776 90.04 78.02 78 54.86
w/ Ref 12.84 2976 5.65 2924 1272 1378 7.67 16.09 12.62
Q 1.5-7B w/o Ref 64.04 87.68 4261 70.86 65.62 88.05 7262 7991 5422
wendt.o- w/ Ref 6.92 862 43 1632 1057 8.86 344 946 654
Qwenl 5-14B w/o Ref 55.88 71.83 36.81 59.78 67.15 7994 69.02 67.03 51.62
: w/ Ref 5.96 10 229 1288 293 13.19 2.02 7.77 6.67
Qwenl.5-72B w/o Ref 49.25 67.67 2547 5633 58.88 77.72 60.79 62.81 41.98
. w/ Ref 12.72 11.35 7.13 2787 1091 1563 439 17.78 9.77
Baichuan2-7B w/o Ref 63.19 7799 3949 7056 61.66 7926 71.72 7277 5271
w/ Ref 52.38 18.02 6427 60.78 37.38 29.17 27.71 43.61 23.55
Baichuan?2-13B w/o Ref 57.66 70.66 3295 6652 63.04 79.17 65.14 7045 47.62
w/ Ref 46.47 122 52.02 6341 33.15 4099 1658 4478 42.96
Mistral-7B w/o Ref 70.86 92.31 43 89.63 67.09 87.6 7125 87.11 47.99
w/ Ref 32.22 10.77 2345 4837 17.74 438 27.8 27 30.29
Mistral-8x7B w/o Ref 55.72 82.39 26.16 77.09 549 90.51 60.17 8096 42.86
w/ Ref 8.17 9.45 3.7 1492 7.06 1457 17.69 7.67 6.41
Deenseck-7B w/o Ref 50 6226 3238 63.85 6281 77.99 549 6851 50.56
P w/ Ref 23.1 11.54 4394 2297 8.2 26.19 2425 17.8 13.51
Deepseck-67B w/o Ref 33.68 52.86 17.89 57.79 37.41 7291 3393 64.62 33.33
P w/ Ref 134 9.91 10 12.7 2 11.84 10.53 21.03 15
Llama2-7B w/o Ref 67.81 90.22 4244 8827 70.81 9444 76.28 91.84 56.95
w/ Ref 50.65 66.67 13.83 73.04 11.76 543 13.7 60.5 21.43
Llama2-13B w/o Ref 62.69 84.73 3643 8538 67.01 87.09 69.6 90.07 51.3
w/ Ref 46.59 62.86 14.81 50.54 437 13.1 44.66 73.75 28.65

Table A2: Hallucination rate of open-source models according to ANAH-v2-Stagel.
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. Person | Event | Thing | Location |

Model Setting  Overall | 7H EN 7H EN 7H EN 7H EN
InternL.M2-7B w/o Ref 75.83 9528 4249 8458 70.88 9479 77.13 86.2 57.73
w/ Ref 12.14 18.18 474 2859 9.86 1569 259 1747 522
InternL.M2-20B w/o Ref 65.8 92.82 3975 76.74 75.19 9095 8029 79.71 57.24
w/ Ref 12.13 28.57 582 252 13.15 1264 72 154 13.46
Q 1.5-7B w/o Ref 65.38 86.23 44.07 68.66 7135 89.71 73.85 80.68 56.72
went.o- w/ Ref 6.28 603 381 1039 1138 911 369 78  7.07
Qwenl.5-14B w/o Ref 57.42 7183 38.14 56.28 71.52 8131 70.76 69.81 54.07
’ w/ Ref 4.92 5 1.06  9.83 2,51 1247 27 7.01 6.44
Qwenl.5-72B w/o Ref 50.17 66.17 2592 5274 6024 79.45 6292 639 4634
: w/ Ref 11.46 10.64 6.09 2509 1142 15.81 3.8 1587 8.94
Baichuan2-7B w/o Ref 63.47 78.62 3922 67.77 64.13 80.74 73.01 73.65 54.89
w/ Ref 53.25 17.12  65.63 60.61 39.08 30.87 29.17 4325 25.09
Baichuan2-13B w/o Ref 58.4 73.05 3342 64.06 675 8085 66.2 7045 50.83
w/ Ref 47.48 122 5436 61.66 3591 4246 17.81 4478 42.26

Mistral-7B w/o Ref 71.47 93.01 43.53 89.82 68.15 88.06 7197 8775 49.6
w/ Ref 32.04 11.28 23,51 469 1828 4449 27.15 2691 32.15
Mistral-Sx7B w/o Ref 56.91 84.09 274 7625 5726 9135 61.61 8225 4511
w/ Ref 7.86 8.66 269 1339 17.66 143 794 812 8.05

Deepseek-7B w/o Ref 51.09 64.15 3343 6141 6551 7943 56.15 69.55 53.6
P w/ Ref 23.35 7.69 4596 2297 492 2579 255 17.8  13.51
Deepscek-67B w/o Ref 33.4 60 17 53.44 38.15 7347 3423 63.82 34.7
P w/ Ref 11.53 9.01 5 9.52 2 14.47 11.74 1944 8.33
Llama2-7B w/o Ref 69.26 913 4415 893 74.65 9499 77.89 93 58.01
w/ Ref 55.47 7833  11.7 74.02 1034 6143 11.64 67.23 19.05

Llama2-13B w/o Ref 63.59 83.97 37.17 8548 68.69 874 70.52 91 53.5
w/ Ref 50.7 7543 1235 4.18 13.1 50 474 7875 27.53

Table A3: Hallucination rate of open-source models according to ANAH-v2-Stage?2.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we have comprehensively summarized and
presented our methods and contributions.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations of our proposed method in the appendix F.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: Our paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided comprehensive experimental details in the appendix C.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: Dataset, code, and model are released at https://github.com/
open-compass/ANAH.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so "No" is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We have provided comprehensive experimental details in the appendix C.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We have validated the effectiveness of our method through a large number of
experiments in § 4 Experiment.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have provided comprehensive experimental details in the appendix C.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our research complies with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed the broader impacts of our proposed method in the ap-
pendix G.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our method does not involve these risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have provided detailed citations for the datasets and other models used in
our paper.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes],

Justification: Dataset, code, and model are released at https://github.com/
open-compass/ANAH.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our research does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our research does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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