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Abstract

The widespread adoption of Large Language001
Models (LLMs) has raised significant privacy002
concerns regarding the exposure of personally003
identifiable information (PII) in user prompts.004
To address this challenge, we propose a query-005
unrelated PII masking strategy and introduce006
PII-Bench, the first comprehensive evaluation007
framework for assessing privacy protection sys-008
tems. PII-Bench comprises 2,842 test samples009
across 55 fine-grained PII categories, featuring010
diverse scenarios from single-subject descrip-011
tions to complex multi-party interactions. Each012
sample is carefully crafted with a user query,013
context description, and standard answer indi-014
cating query-relevant PII. Our empirical evalu-015
ation reveals that while current models perform016
adequately in basic PII detection, they show017
significant limitations in determining PII query018
relevance. Even state-of-the-art LLMs struggle019
with this task, particularly in handling complex020
multi-subject scenarios, indicating substantial021
room for improvement in achieving intelligent022
PII masking.023

1 Introduction024

Recent years have witnessed the widespread adop-025

tion of Large Language Models (LLMs), with an026

increasing number of users directly interacting with027

these models through APIs for various tasks, rang-028

ing from daily conversations to complex analytical029

work (Sun et al., 2023; Yang et al., 2024b; Wong030

et al., 2023). Despite the convenience these ser-031

vices offer, users often overlook a significant pri-032

vacy risk: the prompts submitted to LLMs fre-033

quently contain substantial personally identifiable034

information (PII) (Achiam et al., 2023). Such in-035

formation is vulnerable not only to interception by036

malicious actors during transmission (Parast et al.,037

2022) but also to potential misuse by unethical ser-038

vice providers who might collect and incorporate it039

into subsequent model training, leading to perma-040

nent privacy breaches (Liu et al., 2023).041

Figure 1: The overall performance of three PII Masking
strategies: No Masking, All PII Masking, and Query-
unrelated PII Masking. Effective Privacy Protection
Systems are required to maintain LLMs’ functionality
while protect user’s privacy as much as possible.

Current practices reveal that the vast majority of 042

users adopt a zero-protection approach when uti- 043

lizing LLM services, submitting original prompts 044

containing PII directly to the LLMs. While an ob- 045

vious protection strategy would be to mask all PII 046

( Nakamura et al., 2020; Biesner et al., 2022;Lukas 047

et al., 2023), as shown in Fig. 1, this approach sig- 048

nificantly compromises service quality. An ideal 049

Privacy Protection System should maintain LLMs’ 050

functionality while maximizing user privacy pro- 051

tection. For instance, when a user inquires about 052

a candidate’s suitability for a senior researcher po- 053

sition, masking their educational background and 054

work experience would render the LLM incapable 055

of making an effective assessment. 056

This observation motivates our proposal of a 057

query-unrelated PII masking strategy: Masking 058

only the PII irrelevant to user queries while retain- 059

ing essential information. In the aforementioned 060

example, this approach would preserve the can- 061

didate’s educational and professional information 062

while masking unrelated personal details such as 063

contact information. 064

The implementation of query-unrelated PII 065

masking stragety faces two-tier challenges. The 066

first involves accurate identification of all PII 067

within the prompt, serving as foundational work. 068
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The second requires determining the relevance of069

identified PII to user queries. While existing re-070

search has made progress in basic PII detection,071

systematic studies considering query relevance re-072

main scarce.073

To advance the field of privacy-preserving lan-074

guage models, we present PII-Bench, a compre-075

hensive evaluation framework designed to assess076

Privacy Protection Systems’ efficacy in preserv-077

ing Large Language Models’ core functionalities078

while optimizing user privacy safeguards. PII-079

Bench comprising 2,842 carefully designed test080

samples across 55 fine-grained PII categories, rang-081

ing from basic personal information to complex082

social relationship data. Each sample consists of083

three key components: (1) A user query simulat-084

ing real-world information needs. (2) A context085

description containing diverse PII. (3) A standard086

answer indicating query-relevant PII and masking087

requirements.088

Our experimental analysis reveals that while ex-089

isting models, including Bidirectional Long Short-090

Term Memory with Conditional Random Fields091

(BiLSTM-CRF), perform adequately in basic PII092

detection, they demonstrate notable limitations in093

determining PII query relevance. Even state-of-094

the-art LLMs face challenges in this task, indicat-095

ing substantial room for improvement in achiev-096

ing intelligent PII masking. Despite the recent097

advances in model architecture and training tech-098

niques, smaller models (SLM) still show consider-099

able performance gaps compared to larger LLMs,100

particularly in determining PII query relevance.101

The primary contributions of this work include:102

1. The first proposal of query-unrelated PII mask-103

ing strategy, offering novel approaches to maintain104

LLM service quality while protecting privacy. 2.105

Development of PII-Bench evaluation framework,106

enabling systematic assessment of models’ capa-107

bilities in PII identification and query relevance de-108

termination. 3. Experimental revelation of current109

model limitations in this task, providing direction110

for future research.111

2 Related Work112

2.1 Privacy-Preserving Text Processing113

Text privacy protection has emerged as a critical114

challenge in natural language processing applica-115

tions. Papadopoulou et al. (2022) proposed text san-116

itization that combines entity detection with privacy117

risk assessment to guide masking decisions. Shen118

et al. (2024) extended this approach with an end- 119

to-end framework that preserves task utility during 120

privacy protection. Exploring information preserva- 121

tion, Meisenbacher and Matthes (2024) introduced 122

differential privacy techniques for text modifica- 123

tion, demonstrating improved semantic retention 124

over traditional masking methods. While these 125

approaches have advanced privacy protection tech- 126

niques, they primarily focus on document-level san- 127

itization without considering the dynamic nature 128

of user interactions. Our work introduces query- 129

aware privacy protection that adaptively balances 130

information utility with privacy requirements. 131

2.2 Query-Aware PII Detection 132

Traditional PII detection has evolved from rule- 133

based systems (Ruch et al., 2000; Douglass et al., 134

2005) to neural architectures (Deleger et al., 135

2013; Dernoncourt et al., 2017; Johnson et al., 136

2020), with recent work demonstrating the effec- 137

tiveness of transformer-based models in identifying 138

sensitive information (Asimopoulos et al., 2024). 139

Large language models have shown promising re- 140

sults in recognizing diverse PII types (Singhal et al., 141

2024; Bubeck et al., 2023), yet they treat all sen- 142

sitive information with uniform importance. Our 143

framework introduces a novel dimension to PII 144

detection by incorporating query relevance assess- 145

ment. Rather than applying uniform protection 146

measures, we focus on identifying which PII el- 147

ements are essential for addressing user queries. 148

This approach enables more nuanced privacy pro- 149

tection by distinguishing between query-related 150

and query-unrelated sensitive information, though 151

the actual masking or protection mechanisms are 152

left to downstream applications. 153

2.3 Privacy Protection Benchmarks 154

Existing benchmarks for evaluating privacy protec- 155

tion methods have primarily focused on general 156

PII detection capabilities. Pilán et al. (2022) in- 157

troduced TAB, a benchmark based on legal court 158

cases, which evaluates text anonymization perfor- 159

mance. However, it does not assess the model’s 160

ability to distinguish query-related information. 161

The recent work by Sun et al. (2024) proposed 162

evaluation metrics for privacy-preserving prompts, 163

but their focus remains limited to general desensi- 164

tization effectiveness. Li et al. (2024) developed 165

LLM-PBE to assess privacy risks in language mod- 166

els, though their emphasis is on model-side privacy 167

rather than input text protection. 168
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Symbol Description
p A prompt consisting of a user description and a query
d User description containing personal information
q User query specifying the information need
d′ Modified description with masked PII
p′ Modified prompt (d′, q) after PII masking
S Set of subject individuals mentioned in the description
si The i-th subject individual
E Complete set of PII entities in the prompt
Ei Set of PII entities associated with subject si
eij The j-th PII entity of subject si
Eq Subset of PII entities necessary for answering query q
T Set of predefined PII types

Table 1: Notation used throughout in Task Definition.

PII-Bench addresses these limitations by pro-169

viding a comprehensive evaluation framework that170

assesses both PII detection accuracy and the ability171

to determine query-related information. This dual172

focus enables more realistic evaluation of privacy173

protection systems in interactive scenarios, where174

the relevance of sensitive information varies with175

user queries.176

3 PII-Benchmark177

3.1 Task Definition178

Privacy Protection Systems target at maintaining179

LLM functionality while maximizing user privacy180

protection. Let p be a prompt consisting of a user181

description d and a query q. The description d con-182

tains information about multiple subject individuals183

S = {s1, ..., sm}. For each subject si, there exists184

an associated set of PII entities Ei = {ei1, ..., eik}.185

The complete set of PII entities in prompt p is de-186

fined as E =
⋃m

i=1 Ei, where each entity e ∈ E187

belongs to a predefined PII type from set T (see188

Appendix A.2). Let Eq ⊆ E denote the subset of189

PII entities that are necessary for answering query190

q.191

Based on this definition, we propose three fun-192

damental evaluation tasks for Privacy Protection193

Systems:194

(1) PII Detection Task: Given prompt p, the195

model needs to: identify the minimal text spans196

for all PII entities e ∈ E ; establish associations197

between each entity e and its corresponding subject198

s ∈ S; assign the correct PII type t ∈ T to each199

entity e.200

(2) Query-Related PII Detection Task: Given201

prompt p, the model needs to determine the min-202

imal subset of PII entities Eq ⊆ E . This subset203

should only contain PII entities necessary to answer204

query q, maximizing protection of non-relevant per-205

sonal information.206

(3) Query-Unrelated PII Masking Task: This 207

task is what we propose the optimal form of pri- 208

vacy protection system. Given prompt p, the model 209

should generate a modified description d′ where 210

query-unrelated PII entities are masked while pre- 211

serving the necessary ones. Formally, the model 212

should identify Eq and generate d′ where all PII 213

entities in E \Eq are masked while preserving those 214

in Eq. The masking operation should maintain text 215

coherence and readability while ensuring effective 216

privacy protection for non-essential personal infor- 217

mation. The resulting prompt p′ = (d′, q) should 218

enable LLMs to accurately address the query while 219

minimizing exposure of irrelevant personal infor- 220

mation. 221

3.2 PII-Bench Construction 222

Based on the task definition above, we designed an 223

automated process for constructing the PII evalua- 224

tion dataset, as illustrated in Fig. 2. 225

3.2.1 PII Entity Generation 226

Following Papadopoulou et al. (2022), we ex- 227

panded the PII type set T into 55 subcategories 228

(see Appendix A), employing two complementary 229

strategies for entity generation: 230

(1) Rule-based Generation: Applicable for deter- 231

ministic PII types with fixed formats or enumerable 232

value sets, such as phone numbers, email addresses, 233

and standardized ID numbers. (2) LLM-based Gen- 234

eration: Applicable for non-deterministic PII types 235

requiring contextual understanding and real-world 236

knowledge, such as occupation descriptions and 237

detailed addresses. This method leverages GPT- 238

4-0806 to generate semantically appropriate and 239

contextually relevant entities. 240

3.2.2 User Description Generation 241

Single-Subject Description Construction: The 242

construction of single-subject descriptions follows 243

a three-stage process: 244

(1) Entity Selection: For subject s, randomly 245

sample n entities (4 ≤ n ≤ 16) from different 246

PII types to construct entity set E . The sampling 247

process ensures diversity of PII types while consid- 248

ering their natural distribution in real-world scenar- 249

ios. (2) Consistency Optimization: Ensure logical 250

compatibility among entities in E through designed 251

verification rules. For example, verifies reasonable 252

correspondence between age and educational his- 253

tory as shown in Fig. 2. (3) User Desc Generation: 254

Selects appropriate expression styles to generate 255
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Figure 2: PII-Bench synthesis process consists of three main modules: (a) PII Entity Generation, (b) User
Description Generation, and (c) Query Generation.

the user description. It employs formal description256

formats like job resumes and employee records257

in professional scenarios; casual expressions like258

personal profiles and self-introductions in social259

scenarios.260

Multi-Subject Description Construction: The261

construction process for multi-subject related de-262

scriptions includes these key steps:263

(1) Entity Selection: Construct relationship net-264

work R(si, sj) for subject pairs (si, sj). Rela-265

tionship types include intersection relationships266

like colleagues and alumni, hierarchical relation-267

ships like parent-child and teacher-student, and268

non-intersection relationships with no direct con-269

nection. (2) Consistency Optimization: This stage270

first establishes entity dependency rules based on271

relationship type R. Then ensures consistency of272

shared attributes among related subjects, such as273

company address for employees of the same com-274

pany. This stage also derives related attributes275

based on relationship type, such as age differences276

in parent-child relationships. And finally remove277

the sample which contains contradictions. (3) User278

Desc Generation: This stage designs natural in-279

teraction environments matching relationship char-280

acteristics, placing subjects in realistic scenarios281

(like meetings, family activities) and constructing282

multi-party dialogue flows to reflect interactive re-283

lationships.284

3.2.3 Query Construction285

For each description d, query construction follows286

a four-phase process:287

(1) Entity Selection: Randomly sample k enti-288

ties (1 ≤ k ≤ 3) from E to form query-relevant289

entity set Eq. (2) Scenario Design: Construct query290

contexts that align with real-world application sce-291

narios. The goal is to simulate actual user needs for 292

PII information in specific situations. For example, 293

when Eq contains “Work Experience”: “5 years 294

as Machine Learning Engineer”, “Education Back- 295

ground”: “Stanford University Ph.D. in Computer 296

Science”, this stage generates query scenarios like 297

“As a hiring manager, I need to verify if this candi- 298

date’s education and relevant work experience meet 299

the requirements for the Senior Researcher posi- 300

tion”. (3) Entity Abstraction: Map specific PII en- 301

tities in Eq to abstract representations, maintaining 302

basic semantic properties while enhancing privacy 303

protection. (4) Query Generation: Integrate ab- 304

stract entities into corresponding scenarios through 305

GPT-4-0806 model to generate natural queries q 306

that fit practical application scenarios. 307

3.2.4 Human Verification 308

All content generated by GPT-4-0806 undergoes 309

rigorous verification by five professional annota- 310

tors and the authors, focusing on: (1) Completeness 311

and accuracy of PII entity annotations in descrip- 312

tion d. (2) Correspondence between query q and 313

query-relevant entity set Eq. (3) Overall semantic 314

coherence and scenario authenticity. Complete an- 315

notation guidelines and quality control procedures 316

are detailed in Appendix E. 317

3.3 Dataset Partitioning and Statistics 318

Table 3 presents the partition and key statistics of 319

PII-Bench, which comprises two main datasets (PII- 320

single and PII-multi) and two specialized test sets 321

(PII-hard and PII-distract). Each sample follows 322

a consistent JSON structure containing four key 323

components: user description, query, comprehen- 324

sive PII entity annotations, and query-relevant PII 325

labels, as illustrated in Fig. 3. 326
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PII-Single and PII-Multi: Based on the num-327

ber of subjects in descriptions, the dataset is di-328

vided into two main subsets. PII-Single contains329

2000 description-query pairs involving single sub-330

jects, focusing on model performance in handling331

individual information. PII-Multi contains 2000332

description-query pairs involving multiple related333

subjects, evaluating model capability in handling334

privacy information within complex interpersonal335

networks.336

Test-Hard Construction: Select 200 challeng-337

ing instances from PII-Single and PII-Multi to con-338

struct Test-Hard dataset, based on criteria includ-339

ing: (1) Maximum character length of description340

text d. (2) Highest PII entity density (|E|/|d|).341

(3) Samples with the most query-relevant entities342

(|Eq|).343

Test-Distract Construction: Construct 200344

samples simulating complex multi-user interaction345

scenarios. Each sample integrates five different346

descriptions {d1, ..., d5} from PII-Single and PII-347

Multi, and constructs queries q involving three of348

these descriptions based on professional networks,349

knowledge platforms, and community forum inter-350

action templates. The generation process employs351

specific dialogue flow transformation strategies to352

ensure natural transitions and semantic coherence353

between multiple descriptions. Scenario design354

particularly emphasizes simulating real-world in-355

formation interference and complex interaction pat-356

terns.357

3.4 Human Performance358

To establish a human baseline for PII-Bench, we359

recruited 25 graduate students specializing in data360

security from top universities across China. All361

participants had at least two years of research ex-362

perience in privacy protection and information se-363

curity. Before the formal evaluation, participants364

completed a comprehensive training session and365

passed a qualification test (detailed in Appendix C).366

We designed two evaluation sets: a main test set367

comprising 400 randomly sampled instances (200368

each from PII-single and PII-multi), and a challeng-369

ing set of 100 instances from PII-distract. Each370

instance underwent independent assessment by five371

participants through our online evaluation platform.372

Participants performed two sequential tasks: PII373

recognition, which involved determining minimal374

text spans, associated subjects, and PII types for all375

entities in the user description, followed by query-376

relevant PII detection to identify entities essential377

Dataset PII-F1 Query-F1
PII-single 97.2 ± 1.1 95.1 ± 1.3
PII-multi 95.4 ± 1.2 94.3 ± 1.5
PII-hard 91.3 ± 1.1 90.3 ± 1.2

PII-distract 92.8 ± 1.8 91.5 ± 2.1

Table 2: Human performance in PII-Bench. Desc-F1
measures accuracy in the PII recognition task while
Query-F1 evaluates the query-relevant PII detection
task.

Name #Sample Avg #Subject Avg #Char
(Desc)

Avg #PII
(Desc)

Avg #Char
(Query)

Avg #PII
(Query)

PII-single 1,214 1.0 893.48 7.67 211.21 1.95
PII-multi 1,228 2.0 652.65 13.14 236.21 2.06
PII-hard 200 1.5 778.03 10.60 222.09 2.10

PII-distract 200 7.5 4,403.64 51.08 859.69 5.82
All 2,842 1.92 1,028.32 13.30 268.41 2.28

Table 3: Statistic information of PII-Bench.

for addressing the given query. The result of the 378

human baseline is shown in Table 2. 379

4 Experiments 380

4.1 Overall Setup 381

Traditional Model Baselines: We implemented 382

BiLSTM-CRF as a traditional sequence labeling 383

baseline, following the architecture proposed by 384

Huang et al. (2015). We trained the model using 385

Adam optimizer with a learning rate of 1e-3 and 386

batch size of 32 for 50 epochs on the PII-Bench 387

training set. 388

LLM Baselines: The evaluation encompassed 389

both API-based and open-source large language 390

models. API-based models included GPT-4o- 391

2024-0806 (GPT4o) (OpenAI, 2024), Claude- 392

3.5-Sonnet (Claude3.5) (Anthropic, 2024), and 393

DeepSeek-Chat DeepseekV3 (Liu et al., 2024), ac- 394

cessed through their respective official APIs be- 395

tween January 1 and February 10, 2025. Open- 396

source alternatives comprised Llama-3.1-70B- 397

Instruct (Llama3.1) (Dubey et al., 2024), and 398

Qwen-2.5-72B-Instruct (Qwen2.5) (Yang et al., 399

2024a). 400

SLM Baselines: To investigate scaling effects, we 401

included two small-scale language models: Llama- 402

3.1-8B-Instruct (Llama3.1-SLM) and Qwen-2.5- 403

7B-Instruct (Qwen2.5-SLM). All experiments uti- 404

lized default parameters with temperature set to 0 405

to ensure reproducibility. 406

Prompt Baselines: The assessment incorporated 407

multiple prompting strategies for query-related PII 408

detection. Naive inputs the user description and 409

query. Naive /w Choice includes a list of candi- 410

date PII entities to constrain the selection space. 411

Self-CoT (Wei et al., 2022) incorporating step-by- 412

step reasoning prompts. Auto-CoT (Zhang et al., 413
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Figure 3: An example from PII-Bench, which aims to evaluate Privacy Protection System’s ability by masking
maximize PII while maintain LLM’s functionality. The evaluation is seperated by two fundamental tasks: (a)
The PII Detection Task: Identify and classify PII entities for each subject in the prompt, with ground truth labels
shown on the right side. (b) The Query-Related PII Detection Task: Determine which PII entities are necessary for
answering the user query, enabling selective masking of irrelevant personal information.

2022), which automates the generation of chain-414

of-thought demonstrations through three-shot set-415

ting. Self-Consistency (SC) (Wang et al., 2022),416

which synthesizes multiple reasoning paths to de-417

rive the final output. Plan-and-Solve CoT (PS-418

CoT) (Wang et al., 2023) develops a strategic419

plan before executing the solution process. Ap-420

pendix D.3 provides details of each prompts.421

Metrics: The PII detection task evaluates model422

performance through two sets of metrics: Strict-423

F1 measures the accuracy of subject identification,424

entity span detection, and PII type classification425

simultaneously. Ent-F1 focuses on entity span de-426

tection independent of subject attribution and type427

classification. For query-related detection, model428

performance is measured through Precision, Re-429

call, and F1. Considering the inherent variation430

in entity expressions and potential partial matches,431

RougeL-F is employed for both tasks to comple-432

ment the exact matching metrics. Detailed compu-433

tation procedures are provided in Appendix D.1.434

4.2 Performance on Query-Unrelated PII435

Masking436

We evaluate models’ performance on the query-437

unrelated PII masking task, which requires both438

accurate PII detection and relevance assessment. 439

Table 4 presents our experimental results: 440

Joint task yields improved performance. No- 441

tably, models achieve higher F1 scores in this 442

combined task compared to individual query- 443

relevance tasks. GPT4o reaches 0.77 F1 with 444

Self-Consistency prompting, suggesting that the 445

joint objective may provide complementary sig- 446

nals. Open-source models demonstrate compara- 447

ble capabilities, with both Llama3.1 and Qwen2.5 448

achieving 0.76 F1 using Auto-CoT. 449

4.3 Performance on PII Detection 450

Experimental results on the PII detection task, pre- 451

sented in Table 6, reveal several key findings: 452

Large Language Models demonstrate superior 453

detection capabilities. API-based LLMs achieve 454

strong performance across standard datasets, with 455

DeepSeekV3 and GPT4o leading in Strict-F1 456

scores (0.903 and 0.891 on PII-Single and PII- 457

Multi, respectively). The open-source Llama3.1 458

shows competitive performance, particularly in en- 459

tity recognition (Ent-F1: 0.942 on PII-Multi), while 460

traditional BiLSTM-CRF maintains reasonable en- 461

tity detection capabilities despite its simpler archi- 462

tecture. 463
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GPT4o Llama3.1 Qwen2.5 Llama3.1-SLM Qwen2.5-SLMMethod
F1 RougeL-F F1 RougeL-F F1 RougeL-F F1 RougeL-F F1 RougeL-F

Basic Method w/ PII Detection
Naive 0.72 0.72 0.72 0.73 0.70 0.70 0.42 0.43 0.54 0.58
Advanced Method w/ PII Detection
Self-CoT 0.76 0.77 0.75 0.75 0.73 0.73 0.53 0.54 0.54 0.58
Auto-CoT(3-shot) 0.75 0.75 0.76 0.77 0.76 0.76 0.57 0.58 0.54 0.58
Self-Consistency 0.77 0.77 0.71 0.72 0.71 0.72 0.49 0.50 0.49 0.53
PS-CoT 0.74 0.74 0.72 0.73 0.73 0.73 0.48 0.50 0.56 0.60
w/ Extra Information w/ PII Detetcion
Naive w/ Choice 0.82 0.82 0.77 0.78 0.79 0.79 0.46 0.48 0.67 0.71

Table 4: Performance comparison on the Query-Unrelated PII Masking task (PII-single and PII-multi datasets). The
best performance for each model (excluding Naive w/ Choice) is in bold.
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Figure 4: The performance of GPT-4o is correlated with the number of subject, the number of PII, decription length,
and the number of query-related PII.
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Figure 5: Performance comparison across different mod-
els for seven main PII types.

Entity type classification remains challenging. A464

consistent gap between Strict-F1 and Ent-F1 scores465

indicates that accurate PII type classification poses466

greater challenges than entity boundary detection.467

This disparity becomes more pronounced in the468

PII-Distract dataset, where models maintain rela-469

tively high Ent-F1 scores despite significant drops470

in Strict-F1, suggesting increased difficulty in pre-471

cise PII categorization under complex scenarios.472

4.4 Performance on Query-Related PII473

Detection474

Tables 7 presents the results on PII-single dataset475

across different model scales and prompting strate-476

gies.477

Limited Performance of Current LLMs. State-478

of-the-art LLMs exhibit limited performance in479

Test-Hard Test-DistractMethod
F1 RougeL-F F1 RougeL-F

Basic Method
Naive 0.36 0.36 0.57 0.57
Advanced Method
Self-CoT 0.45 0.45 0.66 0.67
Auto-CoT(3-shot) 0.45 0.40 0.62 0.63
Self-Consistency 0.46 0.46 0.62 0.63
PS-CoT 0.38 0.38 0.67 0.67
w/ Extra Information
Naive w/ Choice 0.53 0.53 0.66 0.66

Table 5: Performance comparison on challenging test
sets using GPT4o.

this task, with GPT4o achieving only 0.627 F1 480

score with naive prompting—substantially below 481

human performance (0.951 F1). Open-source alter- 482

natives demonstrate competitive performance, with 483

Qwen2.5 reaching 0.615 F1. 484

Impact of Advanced Prompting. Chain-of- 485

thought approaches generally improve perfor- 486

mance, with Self-Consistency and Auto-CoT prov- 487

ing most effective for different models (0.716 F1 488

for GPT4o with Self-Consistency; 0.710 F1 for 489

Qwen2.5 with Auto-CoT). However, these bene- 490

fits are highly dependent on model scale—smaller 491

models often show degraded performance with 492

complex prompting strategies, indicating insuffi- 493
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PII-Single PII-Multi PII-Hard PII-DistractBaseline Models
Strict-F1 Ent-F1 RougeL-F Strict-F1 Ent-F1 RougeL-F Strict-F1 Ent-F1 RougeL-F Strict-F1 Ent-F1 RougeL-F

Traditional Model
BiLSTM-CRF - 0.851 - - 0.828 - - 0.684 - - 0.787 -

API-based Large Language Model
GPT4o 0.893 0.914 0.895 0.891 0.923 0.893 0.817 0.869 0.819 0.715 0.868 0.716

Claude3.5 0.858 0.891 0.862 0.890 0.920 0.892 0.813 0.857 0.818 0.910 0.948 0.911
DeepSeekV3 0.903 0.921 0.905 0.884 0.927 0.886 0.838 0.893 0.838 0.658 0.945 0.658

Open-source Large Language Model
Llama3.1 0.881 0.913 0.883 0.883 0.942 0.884 0.840 0.893 0.841 0.834 0.946 0.835
Qwen2.5 0.866 0.908 0.869 0.853 0.918 0.855 0.804 0.876 0.806 0.647 0.941 0.649

Open-source Small Language Model
Llama3.1-SLM 0.748 0.800 0.752 0.778 0.869 0.781 0.718 0.798 0.722 0.551 0.876 0.552
Qwen2.5-SLM 0.787 0.846 0.792 0.451 0.806 0.453 0.591 0.810 0.594 0.454 0.815 0.456

Table 6: Performance of baseline models under the PII Detection task. Results in bold indicate the best performance
for each dataset and metric category.

GPT4o Llama3.1 Qwen2.5 Llama3.1-SLM Qwen2.5-SLMMethod
F1 RougeL-F F1 RougeL-F F1 RougeL-F F1 RougeL-F F1 RougeL-F

Basic Method
Naive 0.63 0.63 0.63 0.63 0.62 0.62 0.33 0.33 0.41 0.41
Advanced Method
Self-CoT 0.71 0.72 0.69 0.69 0.67 0.68 0.39 0.39 0.40 0.41
Auto-CoT(3-shot) 0.66 0.66 0.70 0.72 0.71 0.72 0.43 0.44 0.37 0.38
Self-Consistency 0.72 0.72 0.63 0.64 0.65 0.65 0.31 0.32 0.32 0.33
PS-CoT 0.65 0.65 0.65 0.66 0.67 0.67 0.35 0.36 0.45 0.46
w/ Extra Information
Naive w/ Choice 0.84 0.84 0.76 0.76 0.83 0.83 0.52 0.52 0.77 0.77

Table 7: Performance comparison on the Query-Related PII Detection task (PII-single dataset).

cient reasoning capabilities.494

Effectiveness of Entity Candidates. The provi-495

sion of candidate PII entities (Naive w/ Choice)496

substantially improves performance across all mod-497

els (e.g., GPT4o improves from 0.627 to 0.842498

F1). However, the practical applicability of this499

approach is limited, as candidate entities are rarely500

available in real-world scenarios.501

4.5 In-depth Performance Analysis502

Impact of Model Scale. Analysis reveals con-503

sistent performance gaps between large and small504

models across tasks. Small-scale variants show505

13-33% lower F1 scores in PII detection, with506

wider gaps in the query-related task (Llama3.1-507

SLM: 0.328 F1 vs. GPT4o: 0.627 F1) and query-508

unrelated masking task (0.42-0.54 F1 vs. 0.70-0.72509

F1).510

PII Type Performance. As shown in Fig. 5, mod-511

els perform better at recognizing structured infor-512

mation (PER, CODE) compared to contextual enti-513

ties (LOC, ORG), suggesting models have stronger514

capability in identifying patterns with clear struc-515

tural characteristics.516

Factors Influencing Performance. Fig. 4 reveals517

several critical factors affecting model accuracy:518

performance degrades sharply beyond 5 subjects519

(F1 drops from 0.85 to 0.52), 33 PII entities, or 520

3000 characters in text length. Query-related entity 521

count shows modest impact, with gradual decline 522

from 1 to 7 entities. 523

Performance on Challenging Scenarios. Results 524

on specialized test sets (Table 5) reveal signifi- 525

cant performance degradation in complex scenarios. 526

On Test-Hard, featuring high PII density and long 527

texts, even the best-performing Self-Consistency 528

approach achieves only 0.463 F1. Test-Distract’s 529

multi-subject scenarios pose similar challenges. 530

5 Conclusion 531

This paper introduces PII-Bench, a comprehensive 532

evaluation framework comprising 2,842 test sam- 533

ples, along with a query-unrelated PII masking 534

strategy. Our evaluation reveals that while current 535

LLMs achieve strong performance in basic PII de- 536

tection (F1>0.90), they show limited capability in 537

query-relevance assessment (F1<0.63) and strug- 538

gle with complex multi-subject scenarios. Small- 539

scale models demonstrate substantially lower per- 540

formance across all tasks. These findings establish 541

important benchmarks for privacy-preserving sys- 542

tems and highlight critical challenges in intelligent 543

PII handling. 544
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Limitations545

Despite PII-Bench’s contributions to privacy pro-546

tection evaluation, several limitations merit ac-547

knowledgment. While the current dataset encom-548

passes common privacy scenarios, it requires ex-549

pansion into specialized domains such as medical550

records and financial transactions. Our automated551

synthesis methodology mitigates this limitation by552

enabling flexible dataset expansion across domains,553

languages, and cultural contexts, supporting contin-554

uous refinement of PII categories to meet evolving555

application requirements. The evaluation frame-556

work primarily assesses the accuracy of PII en-557

tity recognition and query relevance determination,558

but lacks systematic evaluation of models’ reason-559

ing processes. Specifically, it does not fully cap-560

ture how models interpret queries, derive informa-561

tion requirements, and make relevance judgments562

about sensitive information. This gap in assessment563

methodology limits our understanding of models’564

reasoning capabilities in real-world privacy protec-565

tion scenarios.566

Ethical Concerns567

Throughout the development and implementation568

of PII-Bench, ethical considerations have remained569

our paramount priority. To ensure the evaluation570

dataset itself does not compromise privacy, we have571

implemented rigorous data synthesis and review572

protocols, with all sample data undergoing multiple573

rounds of scrutiny by professional security teams574

to guarantee the absence of real personal informa-575

tion. During the data generation process, we have576

carefully engineered our algorithms to ensure equi-577

table representation across different demographic578

groups, establishing comprehensive human review579

mechanisms to verify that generated data remains580

free from bias and discriminatory content.581
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A Detail about PII759

A.1 PII Definition760

In this section, we follow previous work by cate-761

gorizing Personally Identifiable Information (PII)762

into the following two categories(Elliot et al.,763

2016,Domingo-Ferrer et al., 2022,Papadopoulou764

et al., 2022):765

• Direct identifiers: Information that can766

uniquely identify an individual within a767

dataset(e.g. name, social security number,768

email address, etc).769

• Quasi identifiers: Information that cannot770

uniquely identify an individual on their own771

but can do so when combined with other quasi-772

identifiers(e.g. age, gender, occupation, etc.773

Because of their high sensitivity or the potential774

to indirectly identify an individual, both direct and775

quasi-identifiers are governed by strict legal and776

privacy standards to ensure personal privacy.777

A.2 PII Types778

Unlike the PII types presented by Papadopoulou779

et al.’s (2022), our classification does not include780

the MISC category. This exclusion is due to the781

ambiguous definition of the MISC category and its782

unclear boundaries with other categories.783

The definitions of the seven categories are as784

follows:785

PER: Refers to individuals’ names, including786

full names, aliases, and social media usernames.787

CODE: Encompasses identifying numbers and788

codes like social security numbers, phone numbers,789

passport numbers, email addresses, etc.790

LOC: Covers geographical locations such as791

home or work addresses, cities, countries, etc.792

ORG: Pertains to the names of entities like com-793

panies, schools, public institutions, etc.794

DEM: Represents demographic information in-795

cluding age, gender, nationality, occupation, educa-796

tion level, etc.797

DATETIME: Indicates specific dates, times, or798

durations, such as birthdates, appointment times,799

etc.800

QUANTITY: Refers to significant numerical801

data like monthly income, expenditures, loan802

amount, credit score, etc.803

A.3 Statistics of PII Types 804

Figure 6 and Table 8 present the distribution of 805

PII types across our datasets: PII-single (1,214 806

samples), PII-multi (1,228 samples), PII-hard (200 807

samples), and PII-distract (200 samples). 808

• Type Frequencies: Organization (ORG) and 809

Code-based identifiers (CODE) constitute sig- 810

nificant portions across all datasets, with 811

17.09% and 15.74% in PII-single, and 13.47% 812

and 15.31% in PII-multi, respectively. This 813

distribution reflects the prevalence of insti- 814

tutional affiliations and digital identifiers in 815

real-world scenarios. 816

• Dataset Composition: PII-multi contains 817

16,136 PII entities across all categories, main- 818

taining balanced proportions ranging from 819

13.47% to 15.77% for most types. PII-single 820

follows a similar pattern with 9,303 entities, 821

demonstrating consistent coverage across dif- 822

ferent PII categories. 823

• Specialized Test Sets: PII-distract, despite 824

comprising only 200 samples, contains 10,211 825

PII entities due to its multi-description design. 826

PII-hard maintains balanced type coverage 827

with 1,834 entities, with proportions varying 828

from 12.10% to 16.58%. 829

B PII Entity Generation Methods 830

The generation of PII entities requires careful con- 831

sideration of both structural constraints and seman- 832

tic plausibility. We employ two complementary 833

approaches for entity generation: rule-based gener- 834

ation for structured PII types and language model- 835

based generation for context-dependent informa- 836

tion. 837

B.1 Rule-based Generation 838

For PII types with well-defined formats or enu- 839

merable value sets, we implement deterministic 840

generation methods. These methods encompass 841

both custom rule-based algorithms and the Faker 842

library’s standardized functions. The rule-based 843

approach is particularly effective for: 844

1. Identification Numbers: Generating valid for- 845

mats for social security numbers, passport 846

numbers, and employee IDs while maintain- 847

ing regional compliance. 848
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Figure 6: Distribution of PII types across different
datasets in PII-Bench.

2. Contact Information: Creating syntactically849

correct email addresses, phone numbers, and850

IP addresses.851

3. Financial Data: Producing properly formatted852

credit card numbers, bank account numbers,853

and other numerical identifiers with appropri-854

ate check digits.855

4. Temporal Information: Generating dates,856

times, and durations within reasonable ranges857

and formats.858

Type PII_single PII_multi PII_hard PII_distract
# % # % # % # %

PER 1,214 13.05 2,456 15.22 286 15.59 1,449 14.19
DEM 1,220 13.12 2,450 15.18 286 15.59 1,467 14.37

CODE 1,464 15.74 2,470 15.31 222 12.10 1,605 15.72
ORG 1,590 17.09 2,544 13.47 251 13.69 1,673 16.38
LOC 1,053 11.32 1,516 15.77 304 16.58 1,008 9.87

DATETIME 1,368 14.70 2,526 15.65 251 13.69 1,559 15.27
QUANTITY 1,394 14.98 2,174 9.40 234 12.76 1,450 14.20

Total 9,303 100 16,136 100 1,834 100 10,211 100

Table 8: Detailed statistics of PII types across datasets.
For each dataset, we report both the absolute count (#)
and relative percentage (%) of each PII type.

B.2 Language Model-based Generation859

For PII types requiring contextual understanding860

and real-world knowledge, we leverage large lan-861

guage models through carefully designed prompts.862

This approach is essential for generating:863

1. Location Information: Coherent and geo-864

graphically accurate addresses, landmarks,865

and regional descriptions.866

2. Organizational Entities: Plausible names for867

educational institutions, companies, and other868

organizations that reflect real-world naming869

conventions.870

3. Demographic Attributes: Culturally appropri- 871

ate and consistent demographic information, 872

including ethnicity, nationality, and educa- 873

tional background. 874

B.3 Entity Categories and Generation 875

Methods 876

Table 10 presents a comprehensive mapping of PII 877

types to their respective generation methods. The 878

table systematically categorizes 55 distinct PII en- 879

tities across seven main categories: Personal Iden- 880

tifiers (PER), Codes and Numbers (CODE), Lo- 881

cation Information (LOC), Organizational Affili- 882

ations (ORG), Demographic Information (DEM), 883

Temporal Data (DATETIME), and Quantitative Val- 884

ues (QUANTITY). 885

C Human Evaluation Details 886

The human evaluation of PII-Bench was conducted 887

with 25 graduate students specializing in data se- 888

curity and privacy protection. All evaluators were 889

pursuing their Master’s or Ph.D. degrees with at 890

least two years of research experience in privacy- 891

preserving machine learning or data protection sys- 892

tems. The evaluation process consisted of three 893

phases: preparation, evaluation, and validation. 894

During the preparation phase, participants at- 895

tended a 4-hour training session covering PII tax- 896

onomy, recognition guidelines, and query-related 897

detection criteria. The session included hands-on 898

practice with representative cases from each dataset 899

component. Participants then completed a qualifi- 900

cation test featuring 20 diverse instances, requiring 901

90% agreement with expert assessments to proceed 902

to the formal evaluation. 903

During the evaluation phase, participants used 904

our specialized platform designed for systematic 905

PII assessment. To maintain consistent perfor- 906

mance, we limited evaluation sessions to two hours 907

and distributed instances across a two-week period. 908

The platform automatically tracked assessment 909

time and accuracy metrics while enforcing our eval- 910

uation protocol: participants first performed PII 911

detection by marking entity spans, linking them to 912

subjects, and assigning PII types, before proceed- 913

ing to query-related detection. 914

Our validation process incorporated both auto- 915

mated and manual checks to ensure assessment 916

quality. The platform automatically verified assess- 917

ment completeness and format consistency. Cases 918

with substantial disagreement (Fleiss’ kappa < 0.6) 919
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underwent expert review by two authors with ex-920

tensive experience in privacy-preserving systems.921

Evaluators received detailed feedback on their per-922

formance and participated in discussion sessions to923

resolve systematic discrepancies.924

Compensation was structured to encourage both925

accuracy and efficiency, with a base rate of $30 per926

hour and performance bonuses based on agreement927

with other evaluators.928

D Experiments Details929

D.1 Evaluation Metrics930

The evaluation framework employs distinct metrics931

for PII detection and query-related detection tasks.932

For PII detection, let P = {p1, ..., pm} denote933

the predicted subject set and G = {g1, ..., gn} de-934

note the ground truth subject set. Each subject pi935

or gj contains a set of entity-type pairs {(e, t)},936

where e represents the entity span and t represents937

its PII type.938

For each subject pair (pi, gj), we compute three939

types of evaluation metrics:940

1. Strict Matching: Both entity spans and their941

types must match exactly:942

Pstrict(pi, gj) =
|Epi ∩ Egj |

|Epi |
(1)943

944

Rstrict(pi, gj) =
|Epi ∩ Egj |

|Egj |
(2)945

946

F1strict(pi, gj) =
2 · Pstrict(pi, gj) ·Rstrict(pi, gj)

Pstrict(pi, gj) +Rstrict(pi, gj)
(3)947

where Epi and Egj are the sets of entity-type pairs.948

2. Entity-only Matching: Only entity spans need949

to match:950

Pent(pi, gj) =
|Spi ∩ Sgj |

|Spi |
(4)951

952

Rent(pi, gj) =
|Spi ∩ Sgj |

|Sgj |
(5)953

954

F1ent(pi, gj) =
2 · Pent(pi, gj) ·Rent(pi, gj)

Pent(pi, gj) +Rent(pi, gj)
(6)955

where Spi and Sgj are the sets of entity spans.956

The optimal subject matching M∗ is determined957

by maximizing the strict F1 score:958

M∗ = max
M∈M

∑
(pi,gj)∈M

F1strict(pi, gj) (7)959

where M denotes all possible one-to-one mappings 960

between predicted and ground truth subjects. 961

The final recognition scores are computed over 962

the optimal matching pairs: 963

Pstrict =
1

|P|
∑

(pi,gj)∈M∗

Pstrict(pi, gj) (8) 964

965

Rstrict =
1

|G|
∑

(pi,gj)∈M∗

Rstrict(pi, gj) (9) 966

967

F1strict =
1

max(P,G)
∑

(pi,gj)∈M∗

F1strict(pi, gj)

(10) 968

Pspan, Rspan, and F1span are computed analo- 969

gously. 970

For query-related detection, given a predicted 971

entity set Ep and ground truth set Eg, we compute: 972

Pquery =
|Ep ∩ Eg|

|Ep|
(11) 973

974

Rquery =
|Ep ∩ Eg|

|Eg|
(12) 975

976

F1query =
2 · Pquery ·Rquery

Pquery +Rquery
(13) 977

For both PII detection and query-related detec- 978

tion tasks, we additionally employ Rouge-L based 979

fuzzy matching to handle partial matches between 980

entity spans. Instead of using exact set intersec- 981

tion, the Rouge-L score is used to measure textual 982

similarity between entities: 983

Pfuzzy =
1

|Ep|
∑
ep∈Ep

max
eg∈Eg

Rouge-L(ep, eg) (14) 984

985

Rfuzzy =
1

|Eg|
∑
eg∈Eg

max
ep∈Ep

Rouge-L(ep, eg)

(15) 986987

F1fuzzy =
2 · Pfuzzy ·Rfuzzy

Pfuzzy +Rfuzzy
(16) 988

where Rouge-L(ep, eg) computes the longest com- 989

mon subsequence-based F-score between predicted 990

entity ep and ground truth entity eg. 991

D.2 Additional Results 992

Table 9 compares different prompting strategies on 993

PII-multi dataset. 994
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GPT4o Llama3.1 Qwen2.5 Llama3.1-SLM Qwen2.5-SLMMethod
F1 RougeL-F F1 RougeL-F F1 RougeL-F F1 RougeL-F F1 RougeL-F

Basic Method
Naive 0.600 0.602 0.611 0.614 0.596 0.603 0.240 0.333 0.405 0.413
Advanced Method
Self-CoT 0.675 0.681 0.638 0.643 0.626 0.632 0.354 0.362 0.392 0.397
Auto-CoT(3-shot) 0.629 0.640 0.650 0.662 0.657 0.665 0.393 0.402 0.391 0.394
Self-Consistency 0.685 0.692 0.602 0.605 0.614 0.620 0.263 0.269 0.288 0.293
PS-CoT 0.618 0.620 0.624 0.631 0.636 0.643 0.291 0.300 0.431 0.436
w/ Extra Information
Naive w/ Choice 0.846 0.846 0.775 0.775 0.804 0.804 0.387 0.388 0.743 0.743

Table 9: Performance comparison on the Query-Related PII Detection task (PII-multi dataset).

D.3 Prompt Details995

This section presents the prompts used through-996

out our experiments. For the PII detection task,997

we employ the template shown in Figure 12. For998

query-related PII detection, we design and eval-999

uate six distinct prompting strategies. Figure 131000

displays the Naive prompts, Figure 14 presents1001

the Naive w/ Choice prompts, Figure 15 fea-1002

tures the Self-CoT prompts, Figure 16 reveals the1003

Auto-CoT prompts, Figure 17 exhibits the Self-1004

Consistency prompts,and Figure 18 displays the1005

PS-CoT prompts.1006

E PII Annotation System1007

We developed a specialized web-based annotation1008

platform to facilitate the systematic evaluation of1009

PII detection and query-related detection capabil-1010

ities. The platform implements a two-stage anno-1011

tation process, ensuring comprehensive coverage1012

of both fundamental PII entity identification and1013

contextual relevance assessment.1014

E.1 PII Detection Interface1015

As shown in Figure 7, the PII detection interface1016

enables annotators to identify and categorize PII1017

entities within user descriptions. The interface pro-1018

vides the following key functionalities:1019

• Entity Detection: Annotators can highlight1020

text spans containing PII entities directly in1021

the user description.1022

• Type Classification: Each identified entity is1023

assigned a specific PII type (e.g., PER for1024

person names, ORG for organizations, LOC1025

for locations).1026

• Subject Association: Entities are linked to1027

their corresponding subjects using alphabeti-1028

cal identifiers (e.g., A, B) to maintain relation-1029

ship clarity in multi-subject scenarios.1030

• Span Verification: The interface displays start 1031

and end positions for each entity span, ensur- 1032

ing precise boundary detection. 1033

E.2 Query-Related Detection Interface 1034

Figure 8 illustrates the interface for query-related 1035

PII detection, which builds upon the recognition 1036

results to assess contextual relevance: 1037

• Query Context: The interface presents both 1038

the user description and the associated query, 1039

providing complete context for relevance as- 1040

sessment. 1041

• Entity Selection: Annotators identify PII enti- 1042

ties crucial for addressing the query, with the 1043

interface highlighting pre-identified entities 1044

from the recognition phase. 1045

• Subject Verification: For selected query- 1046

related entities, annotators must verify the sub- 1047

ject associations to ensure consistency across 1048

tasks. 1049

• Relevance Validation: The interface includes 1050

a review mechanism to confirm that selected 1051

entities are both necessary and sufficient for 1052

query resolution. 1053

E.3 Query-unrelated PII Masking 1054

Visualization 1055

To validate the effectiveness of privacy protec- 1056

tion while maintaining query relevance, we im- 1057

plemented a masking visualization interface (Fig- 1058

ure 9): 1059

• Original Context: Displays the complete user 1060

description with all PII entities highlighted. 1061

• Masked View: Shows the description with 1062

non-relevant PII entities replaced by their 1063

corresponding type tags (e.g., <Nickname>, 1064

<Phone Number>). 1065
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• Key Information Display: Preserves query-1066

related PII entities while maintaining readabil-1067

ity and semantic coherence.1068

E.4 Annotation Guidelines and Quality1069

Control1070

To ensure annotation consistency and quality, we1071

established comprehensive guidelines and imple-1072

mented several control measures:1073

• Entity Span Guidelines: Annotators must se-1074

lect the minimal text span that completely cap-1075

tures the PII entity while maintaining seman-1076

tic integrity.1077

• Inter-annotator Agreement: Each sample is in-1078

dependently annotated by multiple annotators,1079

with disagreements resolved through majority1080

voting or expert review.1081

• Validation Checks: The platform implements1082

automatic validation rules to detect potential1083

inconsistencies or missing annotations.1084

• Iterative Refinement: Regular review sessions1085

are conducted to discuss challenging cases1086

and update guidelines based on annotator feed-1087

back.1088

For quality assurance, we randomly sampled 10%1089

of the annotations for expert review, achieving an1090

inter-annotator agreement of 95.1% for PII detec-1091

tion and 91.5% for query-related detection across1092

all annotators.1093
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PII Type Entity Category Generation Approach Format Constraints

PER
Full Name Rule-based [First Name] [Last Name]
Social Media Handle Rule-based [@][a-zA-Z0-9]5,15
Nickname LLM-based -

CODE

Social Security Number Rule-based XXX-XX-XXXX
Driver’s License Rule-based [A-Z][0-9]8
Bank Account Rule-based [0-9]10,12
Credit Card Rule-based [0-9]16
Phone Number Rule-based +[0-9]1,3-[0-9]10
IP Address Rule-based IPv4/IPv6 format
Email Address Rule-based [user]@[domain].[tld]
Password Hash Rule-based SHA-256
Passport Number Rule-based [A-Z][0-9]8
Tax ID Rule-based [0-9]9
Employee ID Rule-based [A-Z]2[0-9]6
Student ID Rule-based [0-9]8

LOC

Street Address LLM-based -
City/Region LLM-based -
Country LLM-based -
Landmark LLM-based -

ORG

Company Name LLM-based -
Educational Institution LLM-based -
Government Agency LLM-based -
NGO LLM-based -
Healthcare Facility LLM-based -

DEM

Occupation Rule-based Predefined list
Age Rule-based [0-9]1,3
Gender Rule-based Binary/Non-binary
Height Rule-based [0-9]3cm/[0-9]’[0-9]"
Weight Rule-based [0-9]2,3kg/lbs
Blood Type Rule-based A/B/O[+-]
Sexual Orientation Rule-based Predefined list
Nationality LLM-based -
Ethnicity LLM-based -
Race LLM-based -
Religious Belief LLM-based -
Political Affiliation LLM-based -
Education Level LLM-based -
Academic Degree LLM-based -
Physical Features LLM-based -
Medical Condition LLM-based -
Disability Status LLM-based -

DATETIME
Date Rule-based YYYY-MM-DD
Time Rule-based HH:MM:SS
Duration Rule-based [0-9]+[dhms]

QUANTITY

Monthly Income Rule-based [Currency][0-9]+
Monthly Expenses Rule-based [Currency][0-9]+
Account Balance Rule-based [Currency][0-9]+
Loan Amount Rule-based [Currency][0-9]+
Annual Bonus Rule-based [Currency][0-9]+
Credit Limit Rule-based [Currency][0-9]+
Social Security Payment Rule-based [Currency][0-9]+
Tax Payment Rule-based [Currency][0-9]+
Debt Ratio Rule-based [0-9]1,2.[0-9]2%
Investment Return Rule-based [0-9]1,2.[0-9]2%
ROI Rule-based [0-9]1,2.[0-9]2%
Credit Score Rule-based [300-850]

Table 10: Comprehensive categorization of PII entities and their generation methods. Rule-based generation follows
specific format constraints, while LLM-based generation produces contextually appropriate content without rigid
formatting requirements.
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PPIIII  Detection Task 

IInnppuutt
EEnntteerr t teexxtt:: ( (UUsseerr B Baacckkggrroouunndd D Deessccrriippttiioonn))

Lance is a dedicated researcher at the Global Health Research Center, located on the 8th Floor, No. 200, George Street, Sydney.Lance is a dedicated researcher at the Global Health Research Center, located on the 8th Floor, No. 200, George Street, Sydney.  
Known for his meticulous work ethic, Lance o�en finds himself engrossed in his projects well past the usual working hours. DespiteKnown for his meticulous work ethic, Lance o�en finds himself engrossed in his projects well past the usual working hours. Despite  
his professional success, Lance manages a personal challenge—hypertension, which he diligently monitors. Every day at preciselyhis professional success, Lance manages a personal challenge—hypertension, which he diligently monitors. Every day at precisely  
3:14 PM, he takes a moment to check his blood pressure, ensuring he stays on top of his health. Outside of work, Lance is known for3:14 PM, he takes a moment to check his blood pressure, ensuring he stays on top of his health. Outside of work, Lance is known for  
his approachable nature and is always just a phone call away at 14593742147, ready to lend an ear or share his insights on globalhis approachable nature and is always just a phone call away at 14593742147, ready to lend an ear or share his insights on global  
health issues.health issues.

HighlightedHighlighted
Detected EntitiesDetected Entities

LanceLance  is a dedicated researcher at the  is a dedicated researcher at the Global Health Research CenterGlobal Health Research Center , located on the, located on the
8th Floor, No. 200, George Street, Sydney8th Floor, No. 200, George Street, Sydney . Known for his meticulous work ethic, . Known for his meticulous work ethic, LanceLance  o�en finds himself engrossed in o�en finds himself engrossed in

his projects well past the usual working hours. Despite his professional success, his projects well past the usual working hours. Despite his professional success, LanceLance  manages a personal challenge— manages a personal challenge—

hypertensionhypertension , which he diligently monitors. Every day at precisely , which he diligently monitors. Every day at precisely 3:14 PM3:14 PM , he takes a moment to check his blood, he takes a moment to check his blood
pressure, ensuring he stays on top of his health. Outside of work, pressure, ensuring he stays on top of his health. Outside of work, LanceLance  is known for his approachable nature and is always just a is known for his approachable nature and is always just a

phone call away at phone call away at 1459374214714593742147 , ready to lend an ear or share his insights on global health issues., ready to lend an ear or share his insights on global health issues.

PERPER ORGORG

LOCLOC PERPER

PERPER

DEMDEM DATETIMEDATETIME

PERPER

CODECODE

Detected PII EntitiesDetected PII Entities

EntityEntity TypeType TagTag StartStart EndEnd SubjectSubject

00 LanceLance PERPER NicknameNickname 00 55 AA

11 Global Health Research CenterGlobal Health Research Center ORGORG Non-Governmental Organization NameNon-Governmental Organization Name 3939 6868 AA

22 8th Floor, No. 200, George Street, Sydney8th Floor, No. 200, George Street, Sydney LOCLOC Work or Home Detailed AddressWork or Home Detailed Address 8585 126126 AA

33 LanceLance PERPER NicknameNickname 165165 170170 AA

44 LanceLance PERPER NicknameNickname 286286 291291 AA

55 hypertensionhypertension DEMDEM Health StatusHealth Status 321321 333333 AA

66 3:14 PM3:14 PM DATETIMEDATETIME Specific TimeSpecific Time 388388 395395 AA

77 LanceLance PERPER NicknameNickname 501501 506506 AA

88 1459374214714593742147 CODECODE Phone NumbersPhone Numbers 584584 595595 AA

🎯 Task Definition🎯 Task Definition

🔍  Please check if all PII entities in the user description are correctly identified.🔍  Please check if all PII entities in the user description are correctly identified.

✅  If correct, click the ✓ Correct button. 📝  Otherwise, annotate any missing PII entities.✅  If correct, click the ✓ Correct button. 📝  Otherwise, annotate any missing PII entities.

✓ Correct✓ Correct ✗ Incorrect✗ Incorrect

Human AnnotationHuman Annotation

✨  Please add any missing PII entities. For each entity, select its type, tag, and subject group. If the entity belongs to a new subject group, select the next available letter.✨  Please add any missing PII entities. For each entity, select its type, tag, and subject group. If the entity belongs to a new subject group, select the next available letter.

Entity type:Entity type:

PERPER

Entity tag:Entity tag:

NameName

Subject:Subject:

AA

Add new entity:Add new entity:

Figure 7: Web Demo for the PII Detection Task

Query-Relevant PII Detection TTaasskk

UUsseerr  DDeessccrriippttiioonn
Hello, I'm Hello, I'm longjielongjie , a , a 67kg67kg  advocate for global harmony working with the  advocate for global harmony working with the World Peace OrganizationWorld Peace Organization . I o�en find myself reflecting on life's journey while enjoying the breathtaking views from . I o�en find myself reflecting on life's journey while enjoying the breathtaking views from Table Mountain in Cape TownTable Mountain in Cape Town . My evenings are usually. My evenings are usually

spent at spent at 8:40 PM8:40 PM , contemplating the , contemplating the 50 years50 years  of progress in peace initiatives. You can reach me at  of progress in peace initiatives. You can reach me at xiaqiu@example.netxiaqiu@example.net  or call me at  or call me at 1818098941118180989411 . My credit score is . My credit score is 76.5/10076.5/100 , and I frequently collaborate with, and I frequently collaborate with

Sydney Prince HospitalSydney Prince Hospital  on health-related projects. My daughter,  on health-related projects. My daughter, dengnadengna , is a distinguished , is a distinguished Doctor of Clinical MedicineDoctor of Clinical Medicine  who has dedicated  who has dedicated 23 years23 years  to the  to the Transnational Health AssociationTransnational Health Association  in the  in the United KingdomUnited Kingdom . She resides. She resides
at at 5th Floor, No. 65, Labor West Road, Tianxin District, Changsha5th Floor, No. 65, Labor West Road, Tianxin District, Changsha , and is currently managing a loan of , and is currently managing a loan of €274304.33€274304.33 . Her expertise is further honed at . Her expertise is further honed at Moscow First HospitalMoscow First Hospital , and she collaborates with , and she collaborates with CasioCasio  on health technology projects. She on health technology projects. She

o�en visits o�en visits Krishna FortKrishna Fort  to unwind and gather inspiration for her work. to unwind and gather inspiration for her work.

PERPER DEMDEM ORGORG LOCLOC

DATETIMEDATETIME DATETIMEDATETIME CODECODE CODECODE QUANTITYQUANTITY

ORGORG PERPER DEMDEM DATETIMEDATETIME ORGORG LOCLOC

LOCLOC QUANTITYQUANTITY ORGORG ORGORG

LOCLOC

Scene: Technological Innovations in PeacekeepingScene: Technological Innovations in Peacekeeping
Query Text:Query Text:

In what ways can my extensive experience in fostering global harmony, combined with her collaborations in health technology,In what ways can my extensive experience in fostering global harmony, combined with her collaborations in health technology,  
contribute to innovative solutions in peacekeeping efforts? How might our respective organizational affiliations enhance thecontribute to innovative solutions in peacekeeping efforts? How might our respective organizational affiliations enhance the  
integration of cutting-edge tools in this field?integration of cutting-edge tools in this field?

::

Key PII InformationKey PII Information

 The key PII is: 23 years | Casio | 76.5/100 | World Peace Organization | Transnational Health Association The key PII is: 23 years | Casio | 76.5/100 | World Peace Organization | Transnational Health Association

Human AnnotationHuman Annotation

 Task Definition: Select the most related PII to the query from the following options. Task Definition: Select the most related PII to the query from the following options.

Please verify or correct your selection based on the correct answer:Please verify or correct your selection based on the correct answer:

23 years23 years CasioCasio 76.5/10076.5/100 World Peace OrgWorld Peace Org…… Transnational HTransnational H……

 Task Definition: For each selected PII, please identify and annotate its subject(s). Task Definition: For each selected PII, please identify and annotate its subject(s).

Entity:Entity: 23 years 23 years

BB

Entity:Entity: Casio Casio

BB

Entity:Entity: 76.5/100 76.5/100

AA

Entity:Entity: World Peace Organization World Peace Organization

AA

Entity:Entity: Transnational Health Association Transnational Health Association

BB

ReviewReview SubmitSubmit

Figure 8: Web Demo for the Query-Related PII Detection Task
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Query-unrelated PIIII   Masking   Method

🎯  Adaptive PII Mask Method intelligently protects user privacy while maintaining query relevance.🎯  Adaptive PII Mask Method intelligently protects user privacy while maintaining query relevance.

Original User DescriptionOriginal User Description
LanceLance  is a dedicated researcher at the  is a dedicated researcher at the Global Health Research CenterGlobal Health Research Center , located on the , located on the 8th Floor, No. 200, George Street, Sydney8th Floor, No. 200, George Street, Sydney . Known for his meticulous work ethic, . Known for his meticulous work ethic, LanceLance  o�en finds himself engrossed in his projects well past the usual working o�en finds himself engrossed in his projects well past the usual working

hours. Despite his professional success, hours. Despite his professional success, LanceLance  manages a personal challenge— manages a personal challenge— hypertensionhypertension , which he diligently monitors. Every day at precisely , which he diligently monitors. Every day at precisely 3:14 PM3:14 PM , he takes a moment to check his blood pressure, ensuring he stays on top of his health., he takes a moment to check his blood pressure, ensuring he stays on top of his health.

Outside of work, Outside of work, LanceLance  is known for his approachable nature and is always just a phone call away at  is known for his approachable nature and is always just a phone call away at 1459374214714593742147 , ready to lend an ear or share his insights on global health issues., ready to lend an ear or share his insights on global health issues.

PERPER ORGORG LOCLOC PERPER

PERPER DEMDEM DATETIMEDATETIME

PERPER CODECODE

QueryQuery
Query Text:Query Text:

Given my routine health check in the a�ernoon and my commitment to my current office, how can I efficiently schedule a medicalGiven my routine health check in the a�ernoon and my commitment to my current office, how can I efficiently schedule a medical  
consultation without disrupting my responsibilities at the organization I am part of?consultation without disrupting my responsibilities at the organization I am part of?

中⽂翻译:中⽂翻译:

考虑到我下午的例⾏健康检查和我对⽬前办公室的承诺，我如何在不⼲扰我在所属组织职责的情况下有效地安排医疗咨询？考虑到我下午的例⾏健康检查和我对⽬前办公室的承诺，我如何在不⼲扰我在所属组织职责的情况下有效地安排医疗咨询？

Key PII InformationKey PII Information

Key PII: 8th Floor, No. 200, George Street, Sydney | Hypertension | Global Health Research Center | 3:14 PMKey PII: 8th Floor, No. 200, George Street, Sydney | Hypertension | Global Health Research Center | 3:14 PM

Masked User DescriptionMasked User Description

🔒  Non-essential PII entities are masked with their corresponding tags and ✨  only query-relevant PII information is preserved🔒  Non-essential PII entities are masked with their corresponding tags and ✨  only query-relevant PII information is preserved

<Nickname><Nickname>  is a dedicated researcher at the  is a dedicated researcher at the Global Health Research CenterGlobal Health Research Center , located on the , located on the 8th Floor, No. 200, George Street, Sydney8th Floor, No. 200, George Street, Sydney . Known for his meticulous work ethic, . Known for his meticulous work ethic, <Nickname><Nickname>  o�en finds himself engrossed in his projects well past the o�en finds himself engrossed in his projects well past the

usual working hours. Despite his professional success, usual working hours. Despite his professional success, <Nickname><Nickname>  manages a personal challenge—hypertension, which he diligently monitors. Every day at precisely  manages a personal challenge—hypertension, which he diligently monitors. Every day at precisely 3:14 PM3:14 PM , he takes a moment to check his blood pressure, ensuring he stays on top of his, he takes a moment to check his blood pressure, ensuring he stays on top of his
health. Outside of work, health. Outside of work, <Nickname><Nickname>  is known for his approachable nature and is always just a phone call away at  is known for his approachable nature and is always just a phone call away at <Phone Numbers><Phone Numbers> , ready to lend an ear or share his insights on global health issues., ready to lend an ear or share his insights on global health issues.

PERPER ORGORG LOCLOC PERPER

PERPER DATETIMEDATETIME

PERPER CODECODE

Select Engine:Select Engine:

glm-4-flashglm-4-flash

API Key:API Key:

Max TokensMax Tokens

512512

TemperatureTemperature

0.000.00 2.002.00

1.001.00

Top PTop P

0.000.00 1.001.00

0.800.80

Figure 9: Web Demo for the Query-unrelated PII Masking Method
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Consistency Optimization Prompt of Single Subject

You are a character feature selector tasked with identifying and refining logically consistent feature
combinations.I will provide you with character features. Your role is to identify any features that
have obvious logical conflicts or inconsistencies, and modify them to create a coherent set while
preserving their core classifications.

Requirements:
1. The selected character features must be logically consistent with real-world expectations, with
no obvious conflicts.
2. When resolving conflicts, modify only the feature entities while keeping their PII types and
classifications unchanged.
3. Modified feature entities must remain within the same PII type and classification categories as
their originals.
4. Aim to maintain as many features as possible, ideally matching the original count or coming as
close as feasible.

## Character Features
<PII Type> <Entity Category> <PII Entity>
{usr_features}

Please provide your output in the following format:
- Under "## Reason:", explain your selection and modification process
- Under "## Final Features:", list the final selected features as JSON objects in the format {{"label":
xxx, "tag": yyy, "entity": zzz}} with no additional content or line breaks where xxx is the PII type,
yyy is the entity category, and zzz is the PII entity.

## Reason: [Explain your selection and modification process]
## Final Features: [{{"label": xxx, "tag": yyy, "entity": zzz}}, {{"label":xxx, "tag": yyy, "entity":
zzz}}, ...]"""

Figure 10: Prompt of Consistency Optimization for Single-Subject
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Consistency Optimization Prompt of Multi Subject

You are a character feature selector tasked with identifying and refining logically consistent
feature combinations.I will provide you with character features for different subjects and their
relationships. Your role is to:
1. Identify any logical conflicts or inconsistencies between features
2. Modify conflicting features while maintaining their PII types and categories
3. Ensure all features align with the given relationship between subjects

Requirements:
1. Selected features must be logically consistent and align with the relationship between subjects
2. For relationships:
- "Intersection" can indicate friends or colleagues
- "Contains" can indicate parent-child relationships
- "No Intersection" indicates strangers
3. When modifying conflicting features:
- Maintain the original PII type and category
- Only modify the entity value
- New entity must belong to the same category
4. Maximize the number of selected features:
- Aim to keep the original count
- If not possible, get as close as possible

## Subject A Features
<PII Type> <Entity Category> <PII Entity>
{usr_features_a}

## Subject B Features
<PII Type> <Entity Category> <PII Entity>
{usr_features_b}

## Relationship Between Subjects
{rel}

Please provide your output in the following format:
- Under "## Reason:", explain your selection and modification process
- Under "## Final Features A:" or "## Final Features B:", list the final selected features as JSON
objects in the format {{"label": xxx, "tag": yyy, "entity": zzz}} with no additional content or line
breaks where xxx is the PII type, yyy is the entity category, and zzz is the PII entity.

## Reason: [Explain your selection and modification process]
## Final Features A: [{{"label":xxx, "tag": yyy, "entity": zzz}}, {{"label":xxx, "tag": yyy, "entity":
zzz}}, ...]
## Final Features B: [{{"label":xxx, "tag": yyy, "entity": zzz}}, {{"label":xxx, "tag": yyy, "entity":
zzz}}, ...]

Figure 11: Prompt of Consistency Optimization for Multi-Subject
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PII Detection Prompt

Please identify the PII entities and their corresponding PII types for each distinct individual
mentioned in the conversation transcript, including both speakers and referenced individuals.
The PII types are defined as follows:
{pii_definition}
PII types include: ["PER","CODE","LOC","ORG","DEM","DATETIME","QUANTITY"]

## Task Description:
Your task is to:
1. Identify ALL distinct individuals mentioned in the text, including:
- Primary speakers (marked with [PER_X])
- Individuals mentioned within others’ statements
- Referenced colleagues, family members, or associates

2. For each identified individual, extract their associated PII entities, ensuring:
- Each entity is in its smallest viable text span
- Entities are correctly categorized by type
- Cross-referenced information is attributed to the correct individual

## Important Rules:
1. Treat each individual as a separate subject, even if mentioned within another person’s statement
2. Include both explicitly named individuals and those referenced through relationships
3. Maintain clear boundaries between different individuals’ information
4. Extract exact entity spans without additional context
5. Preserve special characters in codes and quantities
6. Handle both direct mentions and indirect references

## Given conversation transcript:
{user_desc}
## Required Output Format:
For each identified individual (both speakers and mentioned persons), output:
Subject {{N}} {{ent1: type1, ent2: type2, ...}}
## Example:
Input text: "[PER_1]: I’m Alex, working at Google. My friend Bob, who is 25 years old, works at
Apple."
Expected output:
Subject {{1}} {{"Alex": "PER", "Google": "ORG"}}
Subject {{2}} {{"Bob": "PER", "25 years": "DATETIME", "Apple": "ORG"}}

Begin analysis now:

Figure 12: Prompt used for the PII Detection task
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Basic Query-related PII Detection Prompt

Please identify highly relevant PII (Personally Identifiable Information) entities from the
background description PII entities that directly address or relate to the user’s query.

Rules:
- Extract entities in their smallest possible span
- Exclude all person names
- Focus only on entities crucial for answering the query
- Return entities exactly as they appear in the text

### Background description:
{desc}
### Query:
{query}

Your output will contain the following format:
### Answer: List the relevant PII entities, each enclosed in double quotes (""). Return only the list
without explanation. Example: ["key_pii_1", ..., "key_pii_n"]

Please have your prompt follow the format below: (if there is only one entity, please out-
put ["key_pii_1"]):
### Answer: ["key_pii_1", ..., "key_pii_n"]

Figure 13: Prompt of Naive Method
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Choice-Based Query-related PII Detection Prompt

From the following options, Please identify highly relevant PII (Personally Identifiable Informa-
tion) entities from the background description PII entities that directly address or relate to the
user’s query.

Rules:
- Extract entities in their smallest possible span
- Exclude all person names
- Focus only on entities crucial for answering the query
- Return entities exactly as they appear in the text
- Select only from the provided options

### Background description:
{desc}
### Query:
{query}
## Options:
{choices}

Your output will contain the following format:
### Answer: List the relevant PII entities, each enclosed in double quotes (""). Return only the list
without explanation. Example: ["key_pii_1", ..., "key_pii_n"]

Please have your prompt follow the format below: (if there is only one entity, please out-
put ["key_pii_1"]):
### Answer: ["key_pii_1", ..., "key_pii_n"]

Figure 14: Prompt of Naive /w Choice Method
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Chain-of-Thought Query-related PII Detection Prompt

Please identify highly relevant PII (Personally Identifiable Information) entities from the
background description PII entities that directly address or relate to the user’s query.

Rules:
- Extract entities in their smallest possible span
- Exclude all person names
- Focus only on entities crucial for answering the query
- Return entities exactly as they appear in the text

### Background description:
{desc}
### Query:
{query}

Your output will contain the following format:
### Thought: Explain your reasoning step by step for selecting the relevant PII entities.
### Answer: List the relevant PII entities, each enclosed in double quotes (""). Return only the list
without explanation. Example: ["key_pii_1", ..., "key_pii_n"]

Please have your prompt follow the format below: (if there is only one entity, please out-
put ["key_pii_1"]):
### Thought: xxx
### Answer: ["key_pii_1", ..., "key_pii_n"]

Figure 15: Prompt of Self-CoT Method
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Auto Chain-of-Thought Query-related PII Detection Prompt with Examples

Please identify highly relevant PII (Personally Identifiable Information) entities from the
background description PII entities that directly address or relate to the user’s query.

Rules:
- Extract entities in their smallest possible span
- Exclude all person names
- Focus only on entities crucial for answering the query
- Return entities exactly as they appear in the text

### Background description:
{desc}
### Query:
{query}

You will be given 3 examples to help you understand the task.
Example 1:
## Background: "Hello, I’m Sarah. I work at Microsoft as a junior developer with 2 years of
experience. I live in Seattle."
## Query: "What skills should I focus on developing in my early tech career at a leading software
company to advance from my entry-level programming role?"
## Answer: ["Microsoft", "junior developer"]

[Additional examples omitted for brevity]

Your output will contain the following format:
### Thought: Explain your reasoning step by step for selecting the relevant PII entities.
### Answer: List the relevant PII entities, each enclosed in double quotes (""). Return only the list
without explanation. Example: ["key_pii_1", ..., "key_pii_n"]

Please have your prompt follow the format below: (if there is only one entity, please out-
put ["key_pii_1"]):
### Thought: xxx
### Answer: ["key_pii_1", ..., "key_pii_n"]

Figure 16: Prompt of Auto-CoT Method
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Self-Consistency Query-related PII Detection Prompt

Please identify highly relevant PII (Personally Identifiable Information) entities from the
background description PII entities that directly address or relate to the user’s query.

Rules:
- Extract entities in their smallest possible span
- Exclude all person names
- Focus only on entities crucial for answering the query
- Return entities exactly as they appear in the text

### Background description:
{desc}
### Query:
{query}

Your output will contain the following format:
### Thought: Generate 5 completely different perspectives of your reflections for selecting the
relevant PII entities.
### Summary: Output a summary of all your thinking.
### Answer: List the relevant PII entities, each enclosed in double quotes (""). Return only the list
without explanation. Example: ["key_pii_1", ..., "key_pii_n"]

Please have your prompt follow the format below: (if there is only one entity, please out-
put ["key_pii_1"]):
### Thought:
1. xxxxxx
2. xxxxxx
3. xxxxxx
4. xxxxxx
5. xxxxxx

### Summary:
xxxxx

### Answer: ["key_pii_1", ..., "key_pii_n"]

Figure 17: Prompt of Self-Consistency Method
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Plan-and-Solve Query-related PII Detection Prompt

Please identify highly relevant PII (Personally Identifiable Information) entities from the
background description that directly address or relate to the user’s query.

Rules:
- Extract entities in their smallest possible span
- Exclude all person names
- Focus only on entities crucial for answering the query
- Return entities exactly as they appear in the text

### Background description:
{desc}
### Query:
{query}

Your output will contain the following format:
### Thought: Please start with a general plan for selecting the relevant PII entities, and then think
step-by-step how to solve it based on the plan.
### Answer: List the relevant PII entities, each enclosed in double quotes (""). Return only the list
without explanation. Example: ["key_pii_1", ..., "key_pii_n"]

Please have your prompt follow the format below: (if there is only one entity, please out-
put ["key_pii_1"]):
### Thought: xxx
### Answer: ["key_pii_1", ..., "key_pii_n"]

Figure 18: Prompt of Plan and Solve CoT Method
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