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Abstract

Large language models (LLMs) are increasingly capable of emulating reasoning
and using tools, creating opportunities for autonomous agents that execute complex
scientific tasks. Protein design provides a natural case study: existing deep learning
models achieve strong results, but they are typically restricted to canonical amino
acids and narrow objectives, leaving space for a generalist tool for broad design
pipelines. We introduce Agent Rosetta, an LLM agent built on top of the Rosetta
suite—the leading physics-based software for heteropolymer design, capable of
modeling non-canonical building blocks and geometries. Agent Rosetta is a single-
agent, multi-turn framework that iteratively refines heteropolymers to achieve the
goals of a user-defined task brief, combining the biophysical knowledge of modern
LLMs with the accuracy of Rosetta’s physics-based methods. In evaluations,
Agent Rosetta achieves performance comparable to specialized deep learning
models, especially when combined with inference-time techniques such as best-of-
n sampling. Interestingly, we find that prompt engineering alone is insufficient for
reliably producing RosettaScripts actions. This underscores the need for building
a comprehensive environment that, for example, simplifies the most challenging
aspects of RosettaScripts syntax. These results demonstrate that combining frontier
LLMs with established domain-specific scientific tools can yield flexible agentic
frameworks that not only lower barriers to use but also achieve performance
competitive with specialized deep learning models.

1 Introduction

Autonomous agents built on large language models (LLMs) are becoming increasingly capable of
executing complex, multi-turn tasks that demand the emulation of reasoning and the capability to
use tools [100, 101]. A key strength of these agents lies in their ability to write, debug, and execute
code [21, 39, 89], which makes them well-suited for aiding the automation of scientific discovery
workflows that rely on code-based interfaces, spanning chemistry [7, 15], mathematics [92], physics
[5, 63], and biology [33, 46, 83]. By combining sustained reasoning with iterative feedback, agents
offer new ways to address scientific challenges where machine learning methods remain limited.

Protein design—and, more generally, heteropolymer design—is a central challenge in science, with
broad implications for developing nanomaterials [35, 45, 52, 53], medically- or industrially-relevant
enzymes [36, 49, 82, 95], and drugs [43, 74]. While machine learning-based (ML) protein modeling
methods, such as AlphaFold [51], RFdiffusion [110], and ProteinMPNN [26], have advanced the
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field, they are often restricted to the 20 canonical amino acids, specialized to particular pipelines, and
dependent on large training datasets. Even inversion of a chiral center results in poor ML performance,
for want of training data for non-canonical D-amino acid peptides [22]. In contrast, the Rosetta
Macromolecular Modeling Suite [58], built on a largely physics-based energy function [6], requires
minimal training data and can accurately model proteins containing non-canonical building blocks
that have not been observed in experimentally-determined structures [10, 25, 29, 67, 73, 85, 86, 109].
This dramatically expands the accessible design space and has enabled advances in, for example, drug
development [11, 42, 43, 69, 74]. Yet effective use of Rosetta demands not only deep biophysical
expertise and coding proficiency, but also familiarity with its idiosyncratic input formats, such as the
RosettaScripts scripting language [32]. Because these barriers limit accessibility, hybrid approaches
that combine ML models trained on prior knowledge with general physics-based methods could
be transformative for heteropolymer design [70]. Here, we identify an opportunity for LLM-based
agents: by combining multi-turn reasoning with code generation and tool use, such agents could
accelerate Rosetta protocol development even for advanced users, while making Rosetta’s powerful
capabilities available to non-expert users in the broader scientific community.

In this work, we develop Agent Rosetta, a single-agent, multi-turn agentic framework that follows a
user-defined brief and progressively refines protein designs through structured dialogue and feedback
with a RosettaScripts [32] environment. To enable this, we built an OpenAl Gym-like environment
[16] in which the agent can perform multiple types of actions and receive feedback from Rosetta,
allowing for iterative design refinement. Our approach leverages the biophysical knowledge of the
base LLM through artificial reasoning, combines it with the constraints of XML scripting in Rosetta,
and uses the code-writing capabilities of LLMs. We find this framework an interesting test case for
building autonomous agents aimed at real-world scientific workloads. For example, we find that even
though many examples of RosettaScripts are certainly included in modern LLM training corpora, its
rich and complex syntax—unlike that of mainstream software packages—creates many challenges.
In specific cases, we found that these difficulties proved significant enough that prompt engineering
alone was insufficient to extract scientifically sound outputs from frontier language models.

We briefly summarize the main contributions of this work:

* We introduce Agent Rosetta, an LLM agent capable of executing general user-defined task briefs
via multi-turn interactions with a RosettaScripts environment. In building our agent, we found that
prompting alone may be insufficient to bridge general-purpose LLMs with specialized scientific
software. Instead, tool and environment design play a crucial role.

* We evaluate Agent Rosetta on designing amino acid sequences to stabilize input polypeptide
backbone conformations, and we study how scaling inference-time compute affects the quality of
the designs. In particular, we investigate longer multi-turn interactions and more parallel designs in
best-of-n sampling. Our results show that increasing compute overall improves design quality.

* We compare Agent Rosetta with ProteinMPNN—an existing deep learning model trained specifi-
cally for fixed-backbone design of canonical protein sequences. The best designs of our agent are
comparable with ProteinMPNN’s, highlighting that general-purpose LLM agents using scientific
software are comparable with specialized models trained to solve particular tasks.

This work represents an important step towards understanding the merits and limitations of LLM-
based agents for scientific tasks. Our results demonstrate that coupling frontier LLMs with domain-
specific scientific tools can yield flexible frameworks that achieve performance competitive with
deep learning models trained for narrowly defined design tasks. This suggests that generalist agentic
approaches can combine accuracy with versatility, opening new opportunities for scientific discovery.

We refer readers to Appendix A for a detailed discussion of prior works in designing scientific agents,
deep learning approaches to protein design, and heteropolymer design with Rosetta.

2 Agent Rosetta

The Rosetta modeling suite [58] is a general collection of software supporting a wide range of
applications such as heteropolymer structure prediction, docking, and design. A central component
of Rosetta’s methodology is the use of Monte Carlo algorithms guided by an energy function [6] to
explore either conformation space (i.e., to sample favorable structural conformations given a fixed
sequence of chemical building blocks) or sequence space (i.e., to sample favorable sequences given a
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Figure 1: Illustration of our multi-turn agentic system. (A) Overall schematics of an Agent Rosetta
trajectory. (B) Design refinement protocol: first, the agent chooses which action to take next and the
environment returns the appropriate documentation, then the full action call is generated.

fixed heteropolymer backbone conformation) [14, 56]. To carry out these simulations, Rosetta defines
Movers (i.e., actions that alter a molecular structure) to guide the sampling process and navigate the
energy landscape, as well as Filters (i.e., modules that measure some property of a structure and
decide whether to continue or to start over).

Scientists typically construct protocols composed of multiple Movers and Filters that may require
hours to days to execute. Because individual Movers can take tens of minutes—depending on
polymer length and structural complexity—intermediate results are seldom examined. Consequently,
researchers must commit to executing entire protocols before assessing their success, often foregoing
potentially valuable information about intermediate states.

In contrast, LLM agents can interact with Rosetta in a sequential manner, selecting each subsequent
Mover immediately after the preceding one completes. This enables adaptive guidance of the design
process informed by the properties of intermediate structures. When parallelized across multiple
design trajectories, such an approach also facilitates a broader and more diverse exploration of
protocols than is typically feasible for human researchers. To realize these advantages, we introduce
Agent Rosetta, a multi-turn framework that analyzes the current structure at each step and determines
the next action (see Fig. 1 and Appendix B).

The design brief. Rosetta offers a versatile toolkit that can be used for a variety of tasks. For
example, it can modify natural proteins to alter their function [68, 103, 104], construct antibodies
that can bind to particular antigens [4, 91], or design synthetic exotic peptides that can bind to target
proteins of therapeutic interest [43, 74]. Agent Rosetta is instructed to follow a design brief that states
these goals in terms of both quantitative and qualitative objectives. For example, an entry-level design
brief could be to “Redesign ubiquitin so that its core is well-packed and its stability is maximized” .
Together with the design brief, the user can define an initial structure the agent should start from: in
our example, the Protein Data Bank (PDB) file 1UBQ, describing the 3D conformation of ubiquitin.
In other tasks, this could be left to the agent to generate with internal Rosetta modeling tools.

The environment state. At any step of the design process, the structure of a candidate polymer
in Rosetta is stored as a data structure called a Pose [58], which can be written to a PDB file.
Pose objects are highly complex data structures, and PDB files can easily contain hundreds of
lines—making either impractical for direct use as context for the agent. Instead, we use summary
statistics such as the amino acid sequence, the individual scores in the Rosetta energy function, and
key structural information. In particular, at each step, we compute the radius of gyration and the
cavity volume [93] of the current design.



Stability is one of the most important criteria for assessing the quality of protein designs, yet it
remains difficult to quantify without experimental validation. To approximate it, we rely on surrogate
metrics. For canonical protein design, at each step, we use ESMFold [64] to predict the native fold
of the amino acid sequence, and we compare this predicted fold with the current Rosetta-generated
structure in terms of Root Mean Squared Deviation (RMSD). A stable design should yield similar
folds, and thus a small RMSD. We complement the RMSD with the average pLDDT of the C,, atoms:
values close to 1 indicate high confidence in ESMFold’s prediction, providing further evidence for
stability. We include the RMSD and pLDDT in the definition of our state as easy-to-compute but
imperfect proxies for design stability. Note, however, that since ESMFold and related models are
trained on natural proteins, they may not reliably capture the stability of Rosetta designs that deviate
from naturalistic sequences. Similarly, Rosetta’s ref2015 energy function [6] also serves as a general
but imperfect proxy for design stability.

Finally, we complement the state with task-specific evaluation metrics. For example, when the task
is to stabilize a given polymer backbone, we evaluate the RMSD between the current structure and
this target conformation to inform the agent on how well the current design adheres to the target
conformation.

In Appendix C, we illustrate how the agent uses this information in practice.

Available actions. Since RosettaScripts accepts XML scripts as actions, a reasonable choice would
be to let Agent Rosetta generate them from scratch. This approach, however, leads to unnecessarily
long generations that are prone to errors, harder for the agent to correct, and computationally more
expensive. In this work, instead, we leverage the well-structured RosettaScripts action schema [32],
which allows us to define fypes of actions with their respective XML templates that are populated at
runtime with the action parameters generated by the agent. This removes a significant overhead from
the agent, focusing on the scientifically-relevant parameters of each action only, without having to
devote considerable computation to the overall syntax for the action type. We define three general
types of actions that fit several design pipelines and allow Agent Rosetta to explore a vast sequence
space (see Appendix D for example action calls):

* rotamer_change uses Rosetta’s FastDesign Mover [10] to change the side chains of the
molecule, relaxing the structure in the process. It also allows the agent to specify amino acid
composition constraints that penalize deviations from a target composition and guide sequence
sampling [71]. Beyond compositional constraints, the agent can use ResidueSelectors to select
which regions of the structure to penalize (e.g., the core, the surface), and TaskOperations to restrict
the search space (e.g., by limiting the residues allowed at certain positions).

* backbone_change includes three RosettaScripts Movers that randomly perturb the torsion angles
of the backbone to modify its conformation: Small, Shear, and Backrub [96]. Backbone changes
can be used to escape sub-optimal conformations difficult to stabilize with any choice of sequence,
permitting discovery of nearby conformations compatible with much more stabilizing sequences.
Each Mover accepts specific parameters and residue selectors, which the agent is free to specify.

* go_back_to allows the agent to revert to a previous node in the trajectory in case the design has
diverged too far from the goal.

The multi-turn agentic workflow. Agent Rosetta iteratively refines the design by interacting with
the environment. Each turn of our framework follows these general steps:

1. Structured artificial reasoning and action selection: First, the agent receives the current

state of the environment as described above, and a summary of the previous actions. History
summarization is important to prevent the context of the underlying LLM from saturating over
long trajectories with multiple interactions [76, 94, 99, 120]. Here, we use a tabular summary of
the previous actions and their effect on key design metrics (see Fig. C.1 for an example).
Then, we prompt Agent Rosetta to reflect on the progress towards the design goals and choose
the next action. We provide structured reasoning instructions, explicitly mentioning to take into
consideration the individual Rosetta energy terms, the structural information, and the trajectory
history. This is important to elicit the biophysical knowledge in the LLM and to verify that the
action chosen by the agent is coherent with the objectives of the design brief.

2. Structured reasoning and parameter generation: After the agent selects the next action, the
environment responds with the necessary RosettaScripts documentation. This ensures access to
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Figure 2: A representative example of a failure mode of prompting for generation of the compositional
penalty blocks for the rotamer_change action. Even though Agent Rosetta wants to reduce the
number of prolines in the sequence, the penalty block achieves the opposite effect due to the wrong
PENALTIES 1.0 0.0 line, which encourages more than 15% of proline content. We also include
the correct penalty block using our simplified syntax, which is easier for the agent to follow.

the appropriate syntax and parameter information, which is different from the majority of code
LLMs are trained on, and it can vary significantly across different types of actions. Instead of the
online RosettaScript’s documentation, we opted to write ad-hoc summaries tailored to clarify and
emphasize the aspects the agent struggles the most with.

We include the action’s documentation in the context of the LLM, and we prompt the agent to
reason again and generate the full action call with its parameters. We use the same structured
reasoning steps as for action selection.

3. Action parsing, execution, and feedback: We parse the action parameters, format them in
the corresponding XML template, and execute the script in the environment. If the action was
successful, the state is updated, and the agent proceeds to the next design refinement turn. If not,
we pass the error message to the agent to fix its mistakes (see Appendix E for examples).

3 Results

Agent Rosetta can be used to generate diverse structures—including cyclic peptides and those with
non-canonical residues. However, in order to allow rigorous comparison with existing baselines,
we evaluate its performance on the simpler task of stabilizing fixed backbone conformations using
canonical amino acids only.

Since we are interested in focusing on Rosetta-based exploration of sequence space for this task, we
use RFdiffusion [110] to sample backbone conformations and to generate input structures for Rosetta.
RFdiffusion generates backbone-only PDB files, where each residue is, by default, glycine. The initial
state of the trajectory is the target poly-glycine conformation, and the task brief instructs Agent Rosetta
to change its side chains so that it is stable, it folds in the same shape as the target, and it has low
Rosetta energy (see Appendix B for the design brief). We compare the quality of the designs generated
with our agent with those generated by ProteinMPNN [26], an ML encoder-decoder model trained
specifically for fixed-backbone design. Unlike Rosetta’s physics-based sampling, ProteinMPNN was
trained on known protein sequences and structures to approximates the conditional distribution of
amino acid sequences given an input conformation (in our case, the one generated with RFdiffusion).

We consider 4 sequence length ranges: from 40 to 60 residues, from 60 to 80, 80 to 100, and 100 to
120. For each range, we sample 5 independent backbones. For each backbone, we run Agent Rosetta
16 times for at most 40 iterations—including successful and failed turns—and sample 128 sequences
with ProteinMPNN with temperature parameter set to 0.3 to increase sequence diversity. Herein, we
use GPT-4.1 [3] as the underlying LLM.
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Figure 3: Quality of designs generated by Agent Rosetta as a function of number of successful design
steps (top row) and number of parallel trajectories in best-of-n sampling (bottom row). We show
results for 5 backbone conformations with 100 to 120 residues, and defer remaining backbones to the
appendix. We plot quality metrics for the design with highest TM score, averaging results over 50
independent replicates. Error bars represent 95% confidence intervals.

3.1 Prompting can fail to generate specialized code

Rosetta and RosettaScripts have extensive online presence, including their source code, documenta-
tion, and discussion forums. It is reasonable to assume, then, that they are in the training set of frontier
LLMs, thus prompting should suffice to bring forth the necessary knowledge from the training data.

We found that LLMs know general facts about Rosetta and RosettaScripts syntax, but they struggle to
generate semantically correct action calls with prompting alone. Consider the composition penalty
blocks for the rotamer_change action: these follow a particular syntax that defines which residues
to select, a target fractional or absolute range, and a sequence of magnitudes that specify penalties for
deviations from the desired range. Furthermore, the number of magnitudes changes according to the
width of the penalty range, and whether the target composition is fractional or absolute. All these
factors are both somewhat counter-intuitive to first-time RosettaScripts users, and also sources of
potential errors for the agent, even if its reasoning is plausible. We include a representative example
from a trajectory in our experiments in Fig. 2. The agent correctly recognizes that excessive proline
content may be causing steric clashes, and wants to correct it. However, the line PENALTIES 1.0
0.0, even if syntactically correct, increases proline content. In our experiments, extending prompting
instructions and clarifications only yielded minor improvements, without removing semantic errors
that are computationally wasteful: the LLM generates an action call, RosettaScripts runs successfully,
but the outcome is counterproductive.

To solve these issues, we simplified the syntax of composition penalty blocks to align with the
high-level intentions of the agent. We include the corrected equivalent of the penalty block with
our simplified syntax in Fig. 2. Not only is our syntax simpler to generate for an agent, but also
more intuitive to a user. Agent Rosetta generates a TARGET and RADIUS parameters that define the
target range, chooses the shape of the penalty between BELOW, ABOVE, or OUTSIDE, and specifies one
STRENGTH value. Then, we automatically translate this syntax into its RosettaScripts equivalent. We
expand on this with examples in Appendix F. These findings highlight that prompting and specialized
documentation can fail to bridge general-purpose LLMs with specialized scientific software.

3.2 Scaling inference-time compute improves design quality

Inference-time techniques such as step-by-step reasoning [111], best-of-n sampling [23, 97], Monte
Carlo tree search [116], or evolutionary algorithms [79, 88] have emerged as successful approaches
to improve the performance of LLMs for solving challenging tasks. Given the iterative nature of
protein design, we investigate how longer multi-turn interactions and parallelizing more trajectories
with best-of-n sampling affect the quality of designs generated with Agent Rosetta.

Recall the objective of the agent is to stabilize a target backbone conformation. Hence, at each step,
we use three metrics to evaluate quality:
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Figure 4: Comparison of designs generated with ProteinMPNN and Agent Rosetta for 5 backbone
conformations of increasing length. (A) Visual inspection of designs. The leftmost column includes
the initial backbone, the center column the ESMFold predicted structure of the best sequence sampled
with ProteinMPNN, and, similarly, the rightmost column shows the ESMFold predicted structure
of the best sequence designed with Agent Rosetta. Designs are successful if the align well with the
initial conformation. (B) Quantitative comparison of the distribution of designs, we include both the
best design for each Agent Rosetta trajectory and intermediate steps.

* Structural similarity with the target: We predict the native fold of the current design with
ESMFold [64] and compute its template modeling (TM) score [118] with the target RFdiffusion
backbone. The TM score is a normalized notion of similarity (1 being a perfect match) that,
compared to the RMSD, is less sensitive to local differences. A high TM score means that the
predicted fold aligns with the target conformation.

* Confidence of ESMFold predicted structure: We complement the TM score with the average
pLDDT of the C,, atoms. This is a heuristic quantity between 0 and 1 that conveys the confidence
of the model in predicting the 3D coordinates of each residue. A low pLDDT may indicate both an
intrinsically flexible region but also an uncertain prediction.

* Total Rosetta energy: We report the total energy of the current Rosetta design. This evaluates
whether the design is favorable, such as having a compact hydrophobic core, no clashes between
side chains, and hydrogen bonds. If the Rosetta Monte Carlo algorithm is proceeding towards a
minimum of the energy landscape, then energy should decrease.

Fig. 3 includes results for the 5 longest backbone conformations, and we include results for the
remaining ones in Fig. H.1. For performance as a function of total successful design steps, we
randomly sample 10 trajectories, remove failed action calls, and truncate them to the desired length.
We show quality metrics for the design with highest structural similarity with the target conformation.
In particular, we report average and 95% confidence intervals over 50 independent replicates. Overall,
we found that longer trajectories generally lead to better designs in terms of TM score and pLDDT.
During the first interactions, both rapidly increase, demonstrating that the agent is able to efficiently
steer the trajectory towards plausible sequences. For later interactions, results vary across designs,
with potential saturation. This may be due to the fact that not all RFdiffusion backbones are designable.
Overall, designs converge, providing evidence that the agent is able to sustain multiple interactions.
We note that the total Rosetta energy shows the least amount of improvement as a function of number
of steps. This is not surprising, as the energy landscape is very rugged, with several local minimizers
that have similar energies but different physical properties.

For results as a function of number of parallel trajectories, we randomly subsample the pool of 16
trajectories per backbone. As above, we report average quality metrics and confidence intervals



of the design with highest TM score over 50 independent replicates. We found that increasing
the number of trajectories is also beneficial. This is important for two reasons. First, one of the
main advantages of LLM agents compared to human scientists is scalability. Second, reinforcement
learning methodologies for reasoning tasks (e.g., GRPO [92]) rely on multiple parallel trajectories to
explore the upper tail of the reward for a given task. We consider studying the extent to which this is
true for smaller, open source models as next steps. This would enable training smaller, specialized
agents capable of aiding automation of general scientific discovery pipelines.

3.3 Comparing Agent Rosetta designs with those produced by ProteinMPNN

We study the tradeoffs between scientific agents using general-purpose tools and deep learning models
trained for specific design pipelines. In particular, we compare the quality of designs generated with
Agent Rosetta and ProteinMPNN [26]—a model trained specifically for fixed-backbone design.

We visually inspect the ESMFold predicted structure of a few designs for each method in Fig. 4 (A).
For each target backbone, we show the best design in terms of all three quality metrics, confirming
they align well with the target. Both methods miss a turn for the backbone with 62 residues, which
suggests that it may not be possible to stabilize all conformations generated by RFdiffusion.

Quantitatively, we compare the distribution of designs with Agent Rosetta and ProteinMPNN in
Fig. 4 (B). For Agent Rosetta, we show both the best designs for each trajectory and intermediate
structures. For ProteinMPNN, we show all 128 sequences. We found that, in terms of TM score and
pLDDT, the best designs of both methods are comparable. Furthermore, the distributions of designs
mostly overlap for shorter sequences but diverge for longer (results for all backbones are in Fig. H.2).

The designs of our agents generally have lower Rosetta energy, even those with worse pLDDT.
Although Rosetta’s energy function is an imperfect proxy to stability, this highlights the capacity
to discover potentially favorable sequences that are very different from the natural sequences on
which ESMFold was trained. There is reason to believe that, even in the realm of canonical protein
design, approaches like Agent Rosetta that produce diverse designs—some of which do not resemble
known sequences—could have advantages over ML approaches that focus exclusively on the realm of
sequences resembling known ones. While natural proteins are evolutionarily optimized for marginal
stability, with melting temperatures in the 40-60 °C [48] to permit degradation, Rosetta-designed
proteins routinely show extreme stability (often a desirable property in engineered proteins), with
melting temperatures of 90 °C or higher [54, 87]. This suggests that a great deal of diversity (with
favorable properties) exists beyond the natural proteins on which ML models are trained.

Finally, both energy functions and sequence optimization algorithms are ongoing fields of research.
Rosetta features extensible architecture (particularly when linked against the newly-introduced Masala
software suite [117], which features enhanced optimizers), which means that it can readily make
state-of-the-art algorithms available to the agent without need for retraining.

4 Conclusions

In this work, we introduced Agent Rosetta, an LLM agent capable of using the RosettaScripts
language for protein design. Through multi-turn feedback with the environment, Agent Rosetta
follows a user-defined brief to refine protein designs. Our framework is general, and it encompasses
design pipelines with non-canonical building blocks and geometries.

In building our framework, we found that prompt engineering alone can fail to bridge general-
purpose LL.Ms with specialized scientific software that have rich and complex syntax different from
mainstream code. Instead, careful tool and environment design are necessary to bring forth the desired
capabilities. We compared the quality of the designs generated with Agent Rosetta and ProteinMPNN
on stabilizing fixed backbone conformations with canonical amino acids. Our results showed that
general-purpose LLM agents using specialized software are comparable to deep learning models
trained specifically to solve the same task.

As important next steps, we consider studying design tasks with non-canonical structures. Since
these follow the same underlying principles as canonical proteins, we expect Agent Rosetta’s skills
to generalize well. Furthermore, our work builds the necessary infrastructure to fine-tune smaller,
open-source models, and subsequently train them with reinforcement learning techniques. Training



specialized models opens up several exciting directions. For example, multi-modal agents could
combine information from several sources, going beyond a text-based context with summary statistics.

Overall, our work contributes to the broader scientific community by studying what it takes to develop
specialized scientific agent with the capability to aid scientists in real-world tasks, saving experts
person-hours during methods development, while providing entry for biochemists and biologists with
little Rosetta experience into the world or rational heteropolymer design.
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A Related works
In this section, we provide a detailed overview of relevant related works.

LLM agents. Through text generation, modern LLMs are capable of using external tools such
as web browsers [2, 41, 78, 112, 121], email [27, 90], and, more broadly, code-based interfaces
[44, 50, 115]. Coupled with reasoning and chain-of-thought prompting [92, 111], LLMs can act as
efficient agents, automating repetitive workflows and solving complex tasks that require multi-turn
interactions [108].

Scientific agents. Scientific discovery workflows are generally well-structured, which makes them
attractive for the development of Al scientists [37, 65, 102]. Recent works have explored LLMs
agents for idea and hypothesis generation [8, 40, 62, 81, 84], experiment design [13, 33], and paper
writing [20, 34, 114]. These approaches have found several applications in math [66, 106], chemistry
[13,15,75], and therapeutics [107]. Most closely related to our work, ProtAgents [33] is a multi-agent
system that orchestrates the use of existing machine learning tools for de novo protein discovery;
CRISPR-GPT [83] studies LLM agents for gene editing tasks; and Biomni [46] develops an agentic
framework for general biomedical tasks. We refer interested readers to [38, 119] for comprehensive
reviews.

Manually-crafted Rosetta protocols for heteropolymer design. Rosetta has been extensively
used for rational design of new protein folds [54, 57, 87],rigidly-structured peptides [10, 25, 42, 73],
and other heteropolymers [29, 85, 86]. Proteins have been rationally designed with Rosetta that
self-assemble into sheets [35] or cages [45, 53], that bind metals [67] or small molecules [105], that
catalyze new enzymatic reactions [49, 95], and that specifically recognize target proteins [98]. Non-
canonical peptides have also been designed which bind target proteins [43, 74] or passively diffuse
across cell membranes [11]. Rosetta’s infrastructure, energy function, and development are described
in [6, 58, 60, 61]. Rosetta’s scripting interfaces are described in [19, 32]. Non-canonical Rosetta
design methods are reviewed in [28, 69, 71, 72]. Recently, the Masala libraries were introduced to
permit easy, plugin-based development of new optimizers and other algorithms to extend Rosetta or
other heteropolymer modelling software [117].

ML for protein design. Deep learning methodologies have proved successful at training models
for particular design pipelines. For example, models exist for both monomer (AlphaFold 2 [51],
RoseTTAFold [9, 47], ESMFold [64]) and multimer structure prediction (AlphaFold 3 [1] and Multi-
mer [30], RosettaFold All-Atom [55], Chai-1/2 [17, 18], Boltz-1/2 [80, 113]); sequence generation
(ProteinMPNN [26], ProGen2/3 [12, 77], ProtGPT2 [31]); and structure generation and docking
(RFdiffusion [110], DiffDock [24]). We point to [59] for a recent review on language models for
protein design, and [70] for a review of earlier ML approaches used for protein modeling.

B Prompts

In this section, we include all prompt templates. In the prompts, fields enclosed within curly brackets
(e.g., {field_name}) are populated at run time.

B.1 System prompt

First, we include Agent Rosetta’s system prompt. The {action_docs} are populated with Python-
style docstrings that summarize the available actions and their parameters:

System prompt

You are an expert RosettaScripts coding agent that supports scientists in
biomolecular design tasks:

- Rosetta is a computational toolkit for modeling, predicting, and designing

biomolecular structures and interactions, using physics-based energy
functions and stochastic search.
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- RosettaScripts is Rosetta’s XML-based interface for assembling custom modeling
protocols by combining modular actions (i.e., movers), filters, and scoring
terms.

Your goal is to follow a user-defined brief and to design a valid RosettaScripts
protocol that captures the brief precisely.

You have interactive access to a RosettaScripts environment with the following
actions:

{action_docs}
*xInstructions: **

1. Reason about the design brief:

- Carefully read the design brief.

- Think about its implications for the peptide sequence from a biophysical
perspective. Consider both composition and the breakdown of the energy
scores.

2. Choose the next action:

- Motivate your choice.

- If the action requires arguments, only write the action name, the
environment will display the documentation for the action and re-prompt you
to write the full action call with all its arguments.

- If the action does not require arguments, it will be executed immediately.

3. Write the full action call with all its arguments:

- Carefully read the documentation of the action you chose.

- Write an implementation plan that translates your thought process into the
action call. Be specific. The expert biomolecular scientists on your team
should be able to understand and review your plan.

- Write the action call in the specified format.

**Formatting: xx*

- FIRST write your thought process inside ‘<think>...</think>‘ tags.

- THEN write your action with the following format (do not include any other
text, comments, or explanations):

(3

<action>

<name tag="choose/run">action_name</name>

<arg_namel>arg_valuel</arg_namel>

<arg_name2>arg_value2</arg_name2>

</action>

ccc¢

**Examples : x*

- For an action with arguments, first output:
ccc¢
<think> ...your thought process goes here... </think>
<action tag="choose">
<name>action_name</name>
</action>
cc¢

then, after the environment displays the documentation, output:
cc¢

<think> ...your thought process goes here... </think>

<action tag="run">

<name>action_name</name>

<arg_namel>arg_valuel</arg_namel>
<arg_name2>arg_value2</arg_name2>

</action>

21




- For an action without arguments, simply output:
(33
<think> ...your thought process goes here... </think>
<action tag="choose">
<name>action_name</name>
</action>

(33

and the action will be executed immediately.

Now, read the design brief and start designing your RosettaScripts protocol!

The action docstrings of the three types of actions presented in this works are:

Action docstrings

- rotamer_change

"""Perform a Rosetta FastRelax action with design enabled. This action uses the
compositional penalties in ‘penalties‘ to guide the search, the residue
selectors defined in ‘residue_selectors‘ to specify which residues to apply
the penalties to, and the task operations defined in ‘task_operations‘ to
control the design space.

Arguments:

- penalties (array, required): a list of compositional penalty definitions.
Each item includes the following parameters:
- comp (string, required): the penalty definition blocks specifying the
compositional constraints.
- comp_selector_name (string, optional): the name of the residue selector to
apply the compositional constraints to.

- residue_selectors (string, optional): the XML definitions of the residue
selectors.

- task_operations (string, optional): the XML definitions of the task

operations to control the design space.
nnn

- backbone_change

"""Perturb the backbone of the sequence. This action implements three Rosetta
backbone movers: ‘small®, ‘shear‘, and ‘backrub‘. Specify the mover to use
with ‘mover_name‘, the parameters of the mover in XML format with
‘mover_params‘, and the residues to perturb with ‘residue_selector®.

Arguments:

- mover_name (string, required): the name of the Rosetta backbone mover to use
(can be ‘small‘, ‘shear®, or ‘backrub‘).

- mover_params (string, required): the parameters of the mover in XML format.

- residue_selectors (string, optional): the XML definitions of the residue
selectors.

- mover_selector_name (string, optional): the name of the residue selector to
apply the mover to.

- go_back_to_step

"""Revert the environment state to a previous step in the trajectory. This
action resets the environment to the state at the end of the specified
step, allowing you to retry actions or explore different paths.

Arguments:

- step (integer, optional): the number of the step to revert to, starting from
0.
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B.2 Multi-turn interaction prompts

At each turn, Agent Rosetta is prompted to either refine the current design if the previous action was
successful, or to correct its own mistakes. Here, we include the prompts used in our experiments,
starting from design refinement.

Recall that refinement comprises two steps: action selection and parameter generation, each with its
own prompt:

Design refinement—action selection prompt

The RosettaScripts environment successfully executed your action:

**Step Number:** {step}
*xAction Name:** {act_name}
**Results: *x*

{state}

*xHistory Summary:**
This is a summary of the previous steps with their actions and results:

{summary}

**Revision Instructions**:

1. Review:
- Remind yourself of the design brief goal.
- Carefully read the results from the last action.
2. Judge the results of the last action using the following criteria:
- COMPOSITION.
- BREAKDOWN OF ENERGY TERMS.
- STRUCTURE.
3. Summarize:
- What went well?
- What went wrong?
- What are the next steps to achieve the design goal?
4. Choose the next action, motivating your choice.

Follow the format specified in the system prompt.

Design refinement—parameter generation prompt

You chose to perform action ‘{act_name}‘. This is the full documentation of the
action:

{docs}

*xAction Instructions:*x*

1. Carefully read the documentation of the action you chose.
2. Write a detailed implementation plan that translates your thought process
into the action call:
- Motivate your choice of arguments and their values.
- The expert biomolecular scientists on your team should be able to
understand, review, and critique your plan in detail.
3. Write the full action call with all its arguments according to the format in
the system prompt.
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Error correction, instead, consists of one prompt only. We found that it is important to remind the
model not to change the intended meaning of the wrong action for it not to remove problematic lines
of code instead of trying to fix them:

Error correction prompt

The RosettaScripts environment encountered an error while executing the action:
{error}
**Instructions:**
1. Carefully read the error message.
2. Think about the possible causes of the error and come up with a solution:
- Was the action call formatted correctly?
- Did the action use valid Rosetta syntax?

3. Fix the error in the content of the message without changing its meaning.

Follow the format specified in the system prompt.

B.3 Design brief

Finally, we include the task prompt used in this work to stabilize backbone conformations. Task
prompts should be precise and avoid ambiguities in order for the agent to correctly understand what
the desired goals are.

Task prompt

**Design Brief :**
You are given a blank poly-glycine backbone structure generated by RFdiffusion.

Your task is to design the side chains of this structure such that:
1. It contains as few glycines as possible.
2. It is stable and has low Rosetta energy.
3. It folds into the same shape as the initial backbone structure.

At each step, you will be given the following information:

- The current sequence.

- The Rosetta energy breakdown of the current sequence.

- Structural information (all terms are in Angstroms, symbol "R"):

- RMSD to the initial structure: this measures the distance between the
current structure and the initial structure.

- RMSD to the ESMFold structure: this measures the distance between the
current structure and the predicted ESMFold structure. This term is a proxy
for the stability of the current structure.

- Cavity volume: this measures the volume of the cavity in the current

structure. A value of 20 &% is approximately equivalent to one carbon atom.
- Radius of gyration: this measures the compactness of the current structure
around its center of mass.
- CA pLDDT: this measures the average confidence of the ESMFold prediction for
the CA atoms of the current structure. It is a value between O and 1, where
higher values indicate higher confidence.

**Starting State:**

{initial_state}

C Environment state

In this section, we include an example state of the RosettaScripts environment, and we verify the
agent is able to extract meaningful information to guide its reasoning process.
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The state includes the amino acid sequence, the breakdown of the Rosetta energy function terms,
structural information, and a tabular summary of the previous actions in the design trajectory:

Environment state

- Sequence:

LYs,GLU,GLU,GLU, ILE,LYS,THR, ILE,LEU, TRP,LYS ,MET ,PHE,LEU, ILE, VAL ,MET,LYS, ILE,
PHE,LEU, ASP,PRO, ARG, LEU, SER, ASP,GLU,GLU, ILE,LEU, TRP,LEU, ILE,ALA,LYS,LEU,
MET,GLU,GLU,VAL,ALA,LYS,LYS,LEU,ASN,LEU, SER,LEU, ASP,GLN,LEU,ALA,LYS,PHE,
LEU,ILE,LYS,LEU,ALA,ARG,GLN,TYR,LEU, ASP,GLU, ASP,LEU, ILE,ARG,LYS,LEU,GLU,THR,
LEU,LEU,LYS,ILE,ILE,LEU,LYS,TRP,LEU,LYS,SER

- Rosetta energy terms:

fa_atr: -559.135 (+9.824)

fa_rep: 61.983 (-4.009)

fa_sol: 319.433 (+14.178)
fa_intra_sol_xover4: 15.113 (+0.029)
1k_ball_wtd: -10.933 (+2.150)
fa_intra_rep: 1.177 (-0.082)
fa_elec: -182.289 (-16.464)
pro_close: 0.134 (+0.134)
hbond_sr_bb: -65.597 (+0.328)
hbond_lr_bb: -1.747 (-0.125)
hbond_bb_sc: -11.760 (-1.938)
hbond_sc: -15.302 (-2.441)
dslf_fa13: 0.000 (+0.000)
rama_prepro: -17.624 (-0.229)
omega: 6.072 (+0.530)

fa_dun: 93.085 (-7.179)

p_aa_pp: -16.813 (+0.026)
yhh_planarity: 0.000 (-0.000)

ref: 33.569 (-8.302)
aspartimide_penalty: 0.000 (+0.000)

total energy: -350.632 (-13.571)
- Composition penalty:
before design: 326.000, after design: 0.000 (-326.000)

- Structure:

RMSD to initial structure: 0.765 (R)

RMSD to ESMFold predicted structure: 3.156 (R), CA pLDDT: 0.851 (0-1)
Cavity volume: 28.783 (&3)

Radius of gyration: 12.577 (k)

*kHistory Summary:**

see Figure B.1 below

for ease of readability, we include a screenshot of the tabular history summary below:

We include the reasoning trace of the agent for the particular example state above:

Agent Rosetta’s reasoning

Reviewing the design brief and last action:

- The brief is to design side chains on a poly-glycine backbone such that (1)
glycine is minimized, (2) the structure is stable with low energy, and (3)
the backbone shape is maintained (low RMSD to initial structure).
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*xHistory Summary:xx

This is a summary of the previous steps with their actions and results:

score_pt
rotamer_change |
rotamer_change |

Figure C.1: Screenshot of an example tabular history summary appended after the environment state.

Judging the results:

- COMPOSITION: The sequence is now almost entirely composed of non-glycine
residues, with only one glycine remaining in the designed chain. The
compositional penalty for glycine dropped from 326.0 to 0.0, which is a
strong positive. There are no excessive Trp/Met residues.

- ENERGY: The total Rosetta energy improved to -350.6, a significant decrease
from the initial +108.7. Key improvements are seen in fa_atr, fa_elec, and
the removal of the glycine penalty. Sidechain energies (fa_dun, hbond_sc,
etc.) are reasonable. There are no major outliers in the energy breakdown.

- STRUCTURE: The RMSD to the initial structure is 0.765 !@\AA{}!@, which is very
close to the original backbone and within the design goals. RMSD to ESMFold
prediction is 3.16 !@\AA{}'@ with a high CA pLDDT of 0.85, indicating
strong predicted stability. Cavity volume is 28.8 !'@\AA{}$"3$!@, suggesting
some small internal cavities, but nothing egregious. Radius of gyration is
nearly unchanged.

Summary :

- What went well: Glycine content is essentially eliminated, energy is
favorable, and the structure is highly preserved with high predicted
confidence.

- What went wrong: There is still a single glycine present in the sequence, and
a small cavity has appeared (though the volume is not large).

- Next steps: To fully meet the brief, we should eliminate the last glycine
residue, possibly by explicitly restricting glycine at all positions with a
task operation. Additionally, a round of relaxation without compositional
penalties may help optimize packing and reduce cavity volume.

Choice of next action:

- I will perform a rotamer_change with a task operation that explicitly
prohibits glycine at all positions, ensuring complete glycine elimination.
I will not apply the compositional penalty this time, as the sequence
composition is now reasonable; instead, I will focus on the explicit
exclusion of glycine.

We can see that Agent Rosetta is able to reason both about the compositional, energetic, and structural
aspects of the current design in the context of the user-defined task brief, and to choose the next
action accordingly.

D Actions

Rosetta offers several programming interfaces (e.g., PyRosetta [19]). In this work, we use Roset-
taScripts [32]—the XML scripting interface—which offers more structured syntax compared to
freeform Python code. This is important as it allows us to scaffold a set of flexible rypes of actions
(i.e., meta-actions) for which our agent, Agent Rosetta, generates the appropriate parameters. To
achieve this, we leverage the ability of instruction-tuned LLMs to generate structured outputs that are
easier to parse compared to text.

In this section, we include each action’s XML script scaffold and an example action call generated
by Agent Rosetta. In the XML scaffolds, ‘{field_name}*‘ indicates a field that is formatted
dynamically at runtime depending on the agent’s action call. We remark that the go_back_to action
does not run Rosetta, so it does not need XML scripting.
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D.1 Rotamer change

The RosettaScripts XML scaffold for the action is:

rotamer_change XML scaffold

<ROSETTASCRIPTS>
<SCOREFXNS>
</SCOREFXNS>

<PACKER_PALETTES>
</PACKER_PALETTES>

<RESIDUE_SELECTORS>
{residue_selectors}
</RESIDUE_SELECTORS>

<TASKOPERATIONS>
{task_operations}
</TASKOPERATIONS>

<SIMPLE_METRICS>
<SequenceMetric name="record_sequence" output_mode="basename" />
</SIMPLE_METRICS>

<MOVERS>
{comp_movers}
<FastDesign name="fdes" repeats="1" {operations_names}>
<MoveMap name="fdes_mml">
<Span begin="1" end="999" bb="true" chi="true" />
</MoveMap>
</FastDesign>
</MOVERS>

<PROTOCOLS>

{comp_protocol}

<Add mover="fdes" />

<Add metrics="record_sequence" />
</PROTOCOLS>

<OUTPUT />
</ROSETTASCRIPTS>

The agent can specify the following parameters:

* comp_movers: the compositional penalties,
* residue_selectors: the regions of the peptide to apply the penalties to,

* task_operations: the Rosetta TaskOperations to constraint the design space,

and the remaining parameters are populated automatically by the environment.

An example action call generated by Agent Rosetta that uses all available parameters is:

Example rotamer_change action call

<action tag="run">
<name>rotamer_change</name>
<penalties>

<item>

<comp>

# Strongly penalize presence of glycines anywhere in the sequence
PENALTY_DEFINITION
TYPE GLY
SHAPE ABOVE
TARGET 0O
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BOUNDARY QUADRATIC
STRENGTH 100
END_PENALTY_DEFINITION
</comp>
</item>
<item>
<comp>
# Mildly favor large sidechains in the core to reduce cavity volume
PENALTY_DEFINITION
TYPE TRP TYR PHE MET LEU ILE
SHAPE BELOW
TARGET 0.35
RADIUS 0.1
BOUNDARY QUADRATIC
STRENGTH 5
END_PENALTY_DEFINITION
</comp>
<comp_selector_name>core</comp_selector_name>
</item>
</penalties>
<residue_selectors>
<Layer name="core" select_core="true" select_boundary="false"
select_surface="false" use_sidechain_neighbors="true"/>
</residue_selectors>
<task_operations>
<RestrictAbsentCanonicalAAS name="no_gly" keep_aas="ACDEFGHIKLMNPQRSTVWY"/>
</task_operations>
</action>

D.2 Backbone change

The RosettaScripts XML scaffold for the action is:

backbone_change XML scaffold

<ROSETTASCRIPTS>
<SCOREFXNS>
</SCOREFXNS>

<PACKER_PALETTES>
</PACKER_PALETTES>

<RESIDUE_SELECTORS>
{residue_selectors}
</RESIDUE_SELECTORS>

<MOVE_MAP_FACTORIES>
{movemap_factory}
</MOVE_MAP_FACTORIES>

<TASKOPERATIONS>
</TASKOPERATIONS>

<SIMPLE_METRICS>
<SequenceMetric name="record_sequence" output_mode="basename" />
</SIMPLE_METRICS>

<MOVERS>

<{mover_name} name="backbone_change" {mover_params} />

<MinMover name="minl" bb="false" chi="true" tolerance="1.0e-07"/>
</MOVERS>

<PROTOCOLS>
<Add mover="backbone_change" />
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<Add mover="mini" />
<Add metrics="record_sequence" />
</PROTOCOLS>

<O0UTPUT />
</ROSETTASCRIPTS>

The agent can specify the following parameters:

* mover_name: the name of the backbone mover to use,

* mover_params: the parameters of the backbone mover,

* residue_selectors: the regions of the backbone to perturb,

and the remaining parameters are populated automatically by the environment depending on the
chosen Mover.

We include an example action call generated by Agent Rosetta that uses the Small Mover:

Example backbone_change action call—Small mover

<action tag="run">

<name>backbone_change</name>

<mover_name>small</mover_name>

<mover_params>temperature="0.8" nmoves="20" angle_max=“15"</mover_params>
</action>

and an example action call for the Backrub Mover:

Example backbone_change action call—Backrub mover

<action tag="run">

<name>backbone_change</name>

<mover_name>backrub</mover_name>

<mover_params>max_angle_disp_4="10.0" max_angle_disp_7="6.0"
max_angle_disp_slope="0.5"</mover_params>

<residue_selectors>

<Layer name="core" select_core="true" select_boundary="true"
select_surface="false"/>

</residue_selectors>

<mover_selector_name>core</mover_selector_name>

</action>

E Error correction

In this section, we include examples of Agent Rosetta reasoning traces when correcting its own
mistakes. When an action fails, the agent is prompted with the offending action call and the error
message from the RosettaScripts environment. We note that the action documentation is maintained
in the LLM context during error correction. If error correction needs multiple interaction turns, we
only keep the most recent error in the context.

E.1 Wrong compositional penalty blocks

Recall that the rotamer_change action accepts penalty definition blocks that penalize deviations
from a target composition. This guides the Monte Carlo algorithm in Rosetta. It can happen, however,
that Agent Rosetta tries to penalize structural properties of the chain, which are not allowed and cause
the action to fail. We show how the agent reasons in such situations, starting with the wrong action
call:

Wrong action call generated by Agent Rosetta

<action tag="run">
<name>rotamer_change</name>
<penalties>
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<item>
<comp>
# Penalize cavity volume above 20 3
PENALTY_DEFINITION
TYPE CAVITY
SHAPE ABOVE
TARGET 20
BOUNDARY QUADRATIC
STRENGTH 25
END_PENALTY_DEFINITION
</comp>
</item>
<item>
<comp>
# Penalize fa_rep above 60
PENALTY_DEFINITION
TYPE FA_REP
SHAPE ABOVE
TARGET 60
BOUNDARY QUADRATIC
STRENGTH 15
END_PENALTY_DEFINITION
</comp>
</item>
</penalties>
<task_operations>
# Restrict design to repacking (no mutations)
RestrictToRepacking name="repack_only"/>
# Add extra rotamers for better sampling
ExtraRotamersGeneric name="ex1l_ex2" exl1="1" ex2="1"/>
</task_operations>
</action>

The penalty definition blocks include TYPE CAVITY and TYPE FA_REP, which are not valid, and the
environment responds with the following error message:

RosettaScripts error message

The RosettaScripts environment encountered an error while executing the action:

<error>

ERROR: Error in core::scoring::aa_composition_energy
: :AACompositionEnergySetup: :parse_a_penalty_definition(): One or more
three-letter residue type codes must be present after "TYPE" on a "TYPE"
line.

ERROR:: Exit from:
src/core/scoring/aa_composition_energy/AACompositionEnergySetup.cc line: 621

[ ERROR ]: Caught exception:

File: src/core/scoring/aa_composition_energy/AACompositionEnergySetup.cc:621

[ ERROR ] UtilityExitException

ERROR: Error in core::scoring::aa_composition_energy
: :AACompositionEnergySetup: :parse_a_penalty_definition(): One or more
three-letter residue type codes must be present after "TYPE" on a "TYPE"
line.

</error>

The error message specifies that the TYPE lines should only contain valid three-letter residue types,
and the agent proceeds to correct the action call:

Agent Rosetta’s error correction reasoning

The error message indicates that the "TYPE" line in the PENALTY_DEFINITION block
requires one or more three-letter amino acid codes (e.g., GLY, ALA, VAL,
etc.), but "CAVITY" and "FA_REP" are not valid residue types. These blocks
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are meant for compositional control of amino acid sequence, not for
structural or energy term constraints like cavity volume or fa_rep.

For this first step, the priority is to reduce the glycine content while
allowing all other amino acids, except perhaps cysteine (to avoid
disulfides at this early stage). We’ll penalize the presence of glycine and
encourage the design protocol to replace as many glycines as possible with
other amino acids, while the FastRelax protocol with side-chain design will
optimize energy and packing.

I will:

- Apply a strong quadratic penalty on glycine content (TYPE GLY, SHAPE ABOVE,
TARGET 2, BOUNDARY QUADRATIC, STRENGTH 200), aiming for as few glycines as
possible.

- Not restrict other amino acids, to maximize design diversity.

- Allow design at all positioms.

- Add extra rotamers for sampling.

No residue selectors are needed at this stage, as the penalty is applied
globally.

Corrected action generated by Agent Rosetta

<action tag="run">
<name>rotamer_change</name>
<penalties>

<item>

<comp>
# Penalize glycine count above 2 to minimize glycine content
PENALTY_DEFINITION
TYPE GLY
SHAPE ABOVE
TARGET 2
BOUNDARY QUADRATIC
STRENGTH 200
END_PENALTY_DEFINITION
</comp>

</item>
</penalties>
<task_operations>
<ExtraRotamersGeneric name="ex1_ex2" ex1="1" ex2="1"/>
</task_operations>
</action>

E.2 TaskOperations syntax

TaskOperations are useful to restrict the search space for Rosetta’s Monte Carlo algorithm. The
sequence space grows exponentially with the length of the sequence, but, in many cases, certain
positions can be restricted to assume only a subset of the available rotamers. This makes the design
step more targeted and efficient.

TaskOperations, however, do not follow a unified nomenclature for parameters. At the same time, it
is infeasible to provide prompting instructions about every TaskOperations available. Instead, we
only provide general instructions on what TaskOperations can be used for in protein design task, and
let the agent converse with the RosettaScripts environment to correct syntactical mistakes.

Here, we provide an example of such a situation. The agent is trying to prohibit the inclusion of
proline and cysteine globally in the design. We start by including the offending action call with the
error message from the environment:

Wrong action call generated by Agent Rosetta

<action tag="run">
<name>rotamer_change</name>
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<penalties>
<item>
<comp>
# Penalize glycine content above 4, allow flexibility for backbone constraints
PENALTY_DEFINITION
TYPE GLY
SHAPE ABOVE
TARGET 4
BOUNDARY QUADRATIC
STRENGTH 30
END_PENALTY_DEFINITION
</comp>
</item>
<item>
<comp>
# Discourage any single non-glycine amino acid from exceeding 8 (softly)
PENALTY_DEFINITION
NOT_TYPE GLY
SHAPE ABOVE
TARGET 8
BOUNDARY QUADRATIC
STRENGTH 6
END_PENALTY_DEFINITION
</comp>
</item>
</penalties>
<task_operations>
<ProhibitSpecifiedBaseResidueTypes name="nopro_cys" aa="PRO CYS"/>
</task_operations>
</action>

RosettaScripts error message

The RosettaScripts environment encountered an error while executing the action:

<error>

[ ERROR ]: Caught exception:

File: src/protocols/rosetta_scripts/RosettaScriptsParser.cc:1217

Input rosetta scripts XML file "./rotamer_change_11.xml" failed to validate
against the rosetta scripts schema. Use the option -parser::output_schema
<output filename> to output the schema to a file to see all valid options.

Your XML has failed validation. The error message below will tell you where in
your XML file the error occurred. Here’s how to fix it:

1) If the validation fails on something obvious, like an illegal attribute due
to a spelling error (perhaps you used scorefnction instead of
scorefunction), then you need to fix your XML file.

2) If you haven’t run the XML rewriter script and this might be pre-2017 Rosetta
XML, run the rewriter script (tools/xsd_xrw/rewrite_rosetta_script.py) on
your input XML first. The attribute values not being in quotes
(scorefunction=talaris2014 instead of scorefunction="talaris2014") is a
good indicator that this is your problem.

3) If you are a developer and neither 1 nor 2 worked - email the developer’s
mailing list or try Slack.

4) If you are an academic or commercial user - try the Rosetta Forums
https://www.rosettacommons.org/forum

Error messages were:

From line 18:

Error: Element ’ProhibitSpecifiedBaseResidueTypes’, attribute ’aa’: The
attribute ’aa’ is not allowed.

13: <RESIDUE_SELECTORS>
14:

{I5E </RESIDUE_SELECTORS>
16:

17: <TASKOPERATIONS>
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18: <ProhibitSpecifiedBaseResidueTypes name="nopro_cys" aa="PRO CYS"/>
19: </TASKOPERATIONS>

20:

21: <SIMPLE_METRICS>

22: <SequenceMetric name="record_sequence" output_mode="basename" />
23: </SIMPLE_METRICS>

</error>

This message shows that the RosettaScripts error indicates the wrong use of the attribute aa in the
action call. However, it does not provide any more indications of what should be done to correct it.
We stress that this is a nontrivial task for the agent. Now, we include the reasoning trace of Agent
Rosetta after being prompted to correct its mistakes in the action call:

Agent Rosetta’s error correction reasoning

The error message states: "Element ’ProhibitSpecifiedBaseResidueTypes’,
attribute ’aa’: The attribute ’aa’ is not allowed." This means that the XML
syntax for specifying which amino acids to prohibit in the
‘ProhibitSpecifiedBaseResidueTypes‘ TaskOperation is incorrect. In modern
RosettaScripts, the correct attribute is likely ‘amino_acids® rather than
‘aa‘, or (more commonly) a child element such as ‘<residue_name3>‘ or
‘<residue_name>‘ for specifying a list.

Alternatively, in many recent RosettaScripts, the ‘RestrictAbsentCanonicalAAS¢
operation is used, which takes an attribute ‘keep_aas‘ listing the allowed
amino acids. This is the most robust way to restrict the design space to
canonical amino acids, excluding, for example, proline and cysteine.

Plan:

- Replace ‘ProhibitSpecifiedBaseResidueTypes‘ with ‘RestrictAbsentCanonicalAAS¢.

- Use ‘keep_aas‘ to specify all canonical amino acids except PRO and CYS.

- This will prevent the design protocol from introducing proline or cysteine,
which are special-case residues (proline disrupts backbone flexibility,
cysteine can form disulfides).

- Keep the compositional penalties unchanged, as they are valid Rosetta
compositional penalty blocks.

The agent reflects on the possible causes of the error and reasons on which options it has to correct
its mistake. We stress that, in our prompts, we never include information about the TaskOperations
mentioned in the reasoning trace, meaning this was already included in the training data of the
underlying LLM. Agent Rosetta correctly recognizes there is not only one way to go about fixing
this error, and it reasons on which approach might be the most robust. To conclude, we include the
corrected action call, which executed successfully:

Corrected action call generated by Agent Rosetta

<action tag="run">
<name>rotamer_change</name>
<penalties>
<item>
<comp>
# Penalize glycine content above 4, allow flexibility for backbone constraints
PENALTY_DEFINITION
TYPE GLY
SHAPE ABOVE
TARGET 4
BOUNDARY QUADRATIC
STRENGTH 30
END_PENALTY_DEFINITION
</comp>
</item>
<item>
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<comp>
# Discourage any single non-glycine amino acid from exceeding 8 (softly)
PENALTY_DEFINITION
NOT_TYPE GLY
SHAPE ABOVE
TARGET 8
BOUNDARY QUADRATIC
STRENGTH 6
END_PENALTY_DEFINITION
</comp>
</item>
</penalties>
<task_operations>
<RestrictAbsentCanonicalAAS name="nopro_cys" keep_aas="ADEFGHIKLMNQRSTVWY"/>
</task_operations>
</action>

E.3 Removing offending lines

Agent Rosetta is explicitly prompted to correct mistakes without changing the meaning of the wrong
action call. This is important because a trivial way to fix errors is to remove the problematic lines,
which may change the intended effect of the action. It can happen, however, that the agent gets
stuck in trying to fix syntax errors. For example, consider again TaskOperations syntax. The agent
may oscillate between action calls using aa="PRO CYS" or residues="PR0O CYS", failing to use
the correct keep_aas="..." syntax. This happens because we only keep the last wrong action in
the context of the LLM, and discard previous error correction attempts. This choice is motivated by
keeping a context window of fixed size throughout the trajectory, and alternatives exist.

Situations like this cause error correction loops the agent struggles to escape. We noticed that, usually
after a few rounds of error correction, the agent removes the wrong lines. We include such an example
below:

Wrong action call generated by Agent Rosetta

<action tag="run">
<name>rotamer_change</name>
<penalties>

<item>

<comp>
# Strong penalty for excess glycine, but tolerate up to 2+2
PENALTY_DEFINITION
TYPE GLY
SHAPE OUTSIDE
TARGET 2
RADIUS 2
BOUNDARY QUADRATIC
STRENGTH 100
END_PENALTY_DEFINITION
</comp>

</item>
</penalties>
<task_operations>

<ProhibitSpecifiedBaseResidueTypes name="no_cys" residues="CYS" />
</task_operations>
</action>

RosettaScripts error message

The RosettaScripts environment encountered an error while executing the action:

<error>
[ ERROR ]: Caught exception:
File: src/protocols/rosetta_scripts/RosettaScriptsParser.cc:1217
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Input rosetta scripts XML file "./rotamer_change_1.xml" failed to validate
against the rosetta scripts schema. Use the option -parser::output_schema
<output filename> to output the schema to a file to see all valid options.

Your XML has failed validation. The error message below will tell you where in
your XML file the error occurred. Here’s how to fix it:

1) If the validation fails on something obvious, like an illegal attribute due
to a spelling error (perhaps you used scorefnction instead of
scorefunction), then you need to fix your XML file.

2) If you haven’t run the XML rewriter script and this might be pre-2017 Rosetta
XML, run the rewriter script (tools/xsd_xrw/rewrite_rosetta_script.py) on
your input XML first. The attribute values not being in quotes
(scorefunction=talaris2014 instead of scorefunction="talaris2014") is a
good indicator that this is your problem.

3) If you are a developer and neither 1 nor 2 worked - email the developer’s
mailing list or try Slack.

4) If you are an academic or commercial user - try the Rosetta Forums
https://www.rosettacommons.org/forum

Error messages were:

From line 18:

Error: Element ’ProhibitSpecifiedBaseResidueTypes’, attribute ’residues’: The
attribute ’residues’ is not allowed.

13: <RESIDUE_SELECTORS>

14:

15: </RESIDUE_SELECTORS>

16:

17: <TASKOPERATIONS>

18: <ProhibitSpecifiedBaseResidueTypes name="no_cys" residues="CYS"/>
19: </TASKOPERATIONS>

20:

21: <SIMPLE_METRICS>

22: <SequenceMetric name="record_sequence" output_mode="basename" />
23: </SIMPLE_METRICS>

</error>

Here, the agent reasons that given the early stage of the design, it might be reasonable to drop the
wrong line completely:

Agent Rosetta’s error correction reasoning

The error message indicates that the attribute ’residues’ is not allowed for the
’ProhibitSpecifiedBaseResidueTypes’ TaskOperation in the XML. This suggests
the correct attribute should likely be ’aa’ (the usual RosettaScripts
attribute for specifying amino acids for this TaskOperation), or possibly
that the syntax for this TaskOperation is slightly different.

Given that the main design goal here is to reduce glycines and maintain
stability-not specifically to prohibit cysteines-it may be prudent to
remove the erroneous TaskOperation for now and focus on the compositional
penalty for glycine, which is the primary requirement of the design brief
at this stage.

If desired later, a more advanced specification for allowed/disallowed amino
acids can be reintroduced with valid syntax.

Thus, I will remove the task_operations section for now and focus on a strong
compositional penalty to minimize glycines.

Corrected action call generated by Agent Rosetta

<action tag="run">
<name>rotamer_change</name>
<penalties>




<item>
<comp>
# Strong penalty for excess glycine, but tolerate up to 242
PENALTY_DEFINITION
TYPE GLY
SHAPE OUTSIDE
TARGET 2
RADIUS 2
BOUNDARY QUADRATIC
STRENGTH 100
END_PENALTY_DEFINITION
</comp>
</item>
</penalties>
</action>

F Simplified composition penalty blocks syntax

Here, we expand on the simplified syntax for RosettaScripts’ rotamer_change composition penalty
blocks.

First, for the sake of completeness, we include the system prompt used to generate the example
wrong penalty block included in Fig. 2. We note that this was an earlier iteration compared to the
final system prompt included in Appendix B. At this stage in the development of our framework, the
objective was to investigate whether general purpose LLMs have been trained on RosettaScripts and
can generate syntactically valid penalty definition blocks:

System prompt—wrong penalty block

You are a helpful RosettaScripts agent that supports scientists in biomolecular
design tasks.

Your goal is to translate a high-level design brief (appended after this prompt)
into a valid ‘*.comp‘ file which contains one or more ‘PENALTY_DEFINITION®
blocks.

Each block defines how Rosetta penalizes (or rewards) certain amino acid types
or residue properties, depending on their relative abundance in the peptide
sequence.

Your goal is to generate penalty blocks that capture the design goals precisely,
balancing global and local constraints.
The combined penalties should steer the Monte-Carlo search in Rosetta toward the

task objective while avoiding mutually impossible requirements.

You have access to a RosettaScripts environment to evaluate your output ‘*.comp®
file and then refine it.

**¥Syntax Rules:**
Each penalty definition block must use this valid Rosetta syntax:

PENALTY_DEFINITION
- One or more of:

TYPE <restypel> <restype2> ... # a residue should be counted if
its three-letter code matches ANY of the names provided

OR_PROPERTIES <propertyl> <property2> ... # a residue should be counted if
it has ANY of the properties listed

PROPERTIES <propertyl> <property2> ... # a residue should be counted if
it has ALL of the properties listed

NOT_TYPE <restypel> <restype2> ... # a residue should NOT be counted

if its three-letter code matches ANY of the names provided
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NOT_PROPERTIES <propertyl> <property2> ... # a residue should NOT be counted
if it has ANY of the properties listed
- Exactly ome of:

ABSOLUTE <int> # target absolute count of
residues that match the penalty definition
DELTA_START <int> # target range start, relative to
target count, can be negative
DELTA_END <int> # target range end, relative to
target count
_or_
FRACTION <float> # target fraction of the residues
that match the penalty definition (e.g., 0.05 for 5%)
FRACT_DELTA_START <float> # target range start, relative to
target fraction, can be negative
FRACT_DELTA_END <float> # target range end, relative to
target fraction
PENALTIES <floatl> <float2> <float3> ... # one or more values, interpolated
over the range
BEFORE_FUNCTION <shape> # shape before DELTA_START,
default is QUADRATIC. Can be QUADRATIC, LINEAR, or CONSTANT.
AFTER_FUNCTION <shape> # shape after DELTA_END, default

is QUADRATIC. Can be QUADRATIC, LINEAR, or CONSTANT.
END_PENALTY_DEFINITION

A residue is counted if the following boolean conditions are satisfied:

( any TYPE matches ) OR (( no NOT_TYPE matches ) AND (( no NOT_PROPERTIES
property is present) AND ((no PROPERTIES or OR_PROPERTIES are defined) OR (
all PROPERTIES are present ) OR ( any OR_PROPERTIES are present ))))

Each PENALTY_DEFINITION block must:
- Contain one or more of the OR_PROPERTIES, PROPERTIES, TYPE, NOT_TYPE,
NOT_PROPERTIES definitions.

- Contain exactly one of ABSOLUTE or FRACTION, and never both. The numeric value
defines the target composition and must be included.

If the ABSOLUTE option is used, DELTA_START and DELTA_END must be integers.

- If the FRACTION option is used, DELTA_START and DELTA_END must be floats.

- The shape parameter for BEFORE_FUNCTION and AFTER_FUNCTION must be uppercase.

**Range Computation Rules:**
This is how RosettaScripts computes the range for each penalty definition:

- Case 1: ABSOLUTE
- The range is computed as:
- MIN_RANGE = target count + DELTA_START.
- MAX_RANGE = target count + DELTA_END.
- Example: If target count is 10, DELTA_START is -2, and DELTA_END is 3, the
range is [8, 13].

- Case 2: FRACTION

Suppose the sequence has N residues. Then,

- The target count is computed as target count = target fraction * N.

- The range is computed as:
- MIN_RANGE = target count + N * floor (FRACT_DELTA_START * N)
- MAX_RANGE = target count + N * ceil (FRACT_DELTA_END * N)

- Example: If N is 100, target fraction is 0.1, FRACT_DELTA_START is -0.05,
and FRACT_DELTA_END is 0.02, the range is [5, 12].

In both cases, MIN_RANGE must be stricly smaller than MAX_RANGE, i.e. MIN_RANGE
< MAX_RANGE.
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*xInstructions: **

appropriate.

- Generate penalty blocks based on the given design brief.
- Refine them based on feedback from the RosettaScripts environment.
- Ensure valid Rosetta syntax in every block.

First, read the design brief and think about what penalty definitions would be

Remember to take into consideration the starting ‘*.pdb‘¢ backbone strucutre.
Then, output the corresponding ‘*.comp‘ file content.

Your thought process must be enclosed in <think> </think> tags, and the ‘*.comp
file content must be enclosed in <comp> </comp> tags.

[

Next, we compare the original RosettaScripts syntax with our simplified version side-by-side.

Original RosettaScripts syntax

PENALTY_DEFINITION
- One or more of:
TYPE <restypel> <restype2> ...

PROPERTIES <propertyl> <property2> ...
NOT_TYPE <restypel> <restype2> ...

- Exactly ome of:
ABSOLUTE <int>
DELTA_START <int>
DELTA_END <int>
_or_
FRACTION <float>
FRACT_DELTA_START <float>
FRACT_DELTA_END <float>
PENALTIES <floatl> <float2> <float3> ...
BEFORE_FUNCTION <shape>
AFTER_FUNCTION <shape>
END_PENALTY_DEFINITION

OR_PROPERTIES <propertyl> <property2> ...

NOT_PROPERTIES <propertyl> <property2> ...

Simplified syntax

PENALTY_DEFINITION

- Exactly omne of:
TYPE <restypel> <restype2>
NOT_TYPE <restypel> <restype2>
PROPERTIES <property>
NOT_PROPERTIES <property>

SHAPE <OUTSIDE | ABOVE | BELOW>

TARGET <int or float>

RADIUS <int or float>

BOUNDARY <function>

STRENGTH <int>

END_PENALTY_DEFINITION

We can appreciate how the simplified syntax is more concise and abstract in order to better align with
the intentions of the agent. The main differences between the two are that:

* The simplified syntax accepts only one of types or properties.

* It unifies fractional and absolute targets with TARGET and RADIUS.

* It eliminates the PENALTIES line, which is the most complicated for LLMs to generate correctly.
Instead, it uses a SHAPE parameter that directly expresses the shape of the penalty block, which is

more intuitive for the agent to correctly generate.

We note that these changes do restrict the expressivity of the syntax. However, they retain the basic
block shapes that are most commonly used in design tasks. We include a few example simplified
blocks generated by Agent Rosetta and their translation to valid RosettaScripts syntax:

Simplified syntax

# Favor hydrophobics in the core
PENALTY_DEFINITION

TYPE ALA VAL LEU ILE MET PHE TRP TYR
SHAPE QUTSIDE

TARGET 0.7

RADIUS 0.15

BOUNDARY QUADRATIC

STRENGTH 30

END_PENALTY_DEFINITION

RosettaScripts syntax

PENALTY_DEFINITION

TYPE ALA VAL LEU ILE MET PHE TRP TYR
FRACTION 0.7

FRACT_DELTA_START -0.20
FRACT_DELTA_END 0.20

PENALTIES 30 O 30

BEFORE_FUNCTION QUADRATIC
AFTER_FUNCTION QUADRATIC
END_PENALTY_DEFINITION
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RosettaScript t
Simplified syntax Oserascrps Ssynax

PENALTY_DEFINITION
# Penalize more than 2 Tryptophans

TYPE TRP
PENALTY_DEFINITION

ABSOLUTE 2
TYPE TRP

DELTA_START -1
SHAPE ABOVE

DELTA_END 1
TARGET 2

PENALTIES O 0 50
BOUNDARY QUADRATIC

BEFORE_FUNCTION CONSTANT
STRENGTH 50

AFTER_FUNCTION QUADRATIC

l END_PENALTY_DEFINITION J
l END_PENALTY_DEFINITION J
Simplified syntax RosettaScripts syntax
# Favor polar/charged residues at PENALTY_DEFINITION
the surface (at least 45\7%) TYPE SER THR ASN GLN ASP GLU LYS ARG
PENALTY_DEFINITION HIS
TYPE SER THR ASN GLN ASP GLU LYS ARG FRACTION 0.45
HIS FRACT_DELTA_START -0.05

SHAPE BELOW FRACT_DELTA_END 0.05
TARGET 0.45 PENALTIES 20 0 O
BOUNDARY QUADRATIC BEFORE_FUNCTION QUADRATIC
STRENGTH 20 AFTER_FUNCTION CONSTANT
END_PENALTY_DEFINITION END_PENALTY_DEFINITION

The intentions of the agent in the comment at the top of each block are now in agreement with the
shape of the penalty blocks, differently from the example in Fig. 2.

G Example reasoning traces

In this section, we include example reasoning traces generated by the agent while executing our task
of stabilizing poly-glycine backbone conformations. We include a representative example for each of
the available actions.

G.1 rotamer_change action

Here, we include an example interaction step where the agent chose to perform a rotamer_change
action that overall decreased the energy of the design. We start by including the environment state:

RosettaScripts environment state

The RosettaScripts environment successfully executed your action:

**Step Number:** 12
**Action Name:** rotamer_change
**Results: *x*

- Sequence:

SER,GLU,GLU,GLU, ILE, ARG, ARG, ILE, VAL, PHE, TRP, ALA, ALA , MET, GLU, CYS, ALA,LYS, TYR, ILE,
PHE, ASP,PRO, ARG, ILE,PRO, ASP,GLU, GLU, ILE, ILE, ARG, ARG, ILE,MET, GLU, ILE, ASN, LYS,
LYS,THR,LEU,GLU, TRP,ALA,LYS, ILE, SER,PRO, ASP,GLU,LEU, TYR,LYS, TYR, THR,LYS,GLU,
ILE,ALA,SER,GLN,TYR, TYR, ASP,GLU,GLU,GLN,LEU,LYS,LYS,MET,LEU,LYS, TYR, VAL, LYS,
ILE,ALA,LEU,ASP,GLN,LEU,LYS, SER

- Rosetta energy terms:

fa_atr: -565.030 (+4.816)

fa_rep: 64.214 (-7.652)

fa_sol: 360.466 (+49.876)
fa_intra_sol_xover4: 19.689 (+2.026)
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1lk_ball_wtd: -10.704 (-0.049)
fa_intra_rep: 1.127 (-0.053)
fa_elec: -203.623 (-21.169)
pro_close: 0.229 (+0.102)
hbond_sr_bb: -64.322 (+1.799)
hbond_lr_bb: -1.530 (+0.282)
hbond_bb_sc: -11.683 (-0.748)
hbond_sc: -20.367 (-2.576)
dslf_fal3: 0.000 (+0.000)
rama_prepro: -14.086 (+1.555)
omega: 5.987 (+0.275)

fa_dun: 114.092 (+14.475)
p_aa_pp: -14.607 (+3.305)
yhh_planarity: 0.030 (+0.015)
ref: 5.987 (-33.975)
aspartimide_penalty: 0.000 (+0.000)

total energy: -334.131 (+12.304)

- Composition penalty:

before design: 900.000, after design: 0.000 (-900.000)
- Structure:

RMSD to initial structure: 2.094 (R)

RMSD to ESMFold predicted structure: 0.422 A, ca pLDDT: 0.932 (0-1)
Cavity volume: 23.177 (&3)

Radius of gyration: 12.183 (&)

The reasoning of the agent is as follows

Agent Rosetta’s reasoning trace to choose the next action

Review of the design brief:

- The goal is to design side chains for a poly-glycine backbone so that the
final sequence has as few glycines as possible, is stable and low in
energy, and preserves the initial backbone shape.

Results of the last action:

- The current sequence contains zero glycines, fulfilling the "as few glycines
as possible" criterion.

- Energy: The total energy is -334.131, which is quite favorable, and the
composition penalty is now zero.

- Structure: The RMSD to the initial backbone is 2.094 & (slightly increased
from previous steps but still reasonable for design). The RMSD to the
ESMFold prediction is extremely low at 0.422 R, and the CA pLDDT is high
(0.932), suggesting high predicted stability/confidence. The radius of
gyration is stable (~12.2 ), and the cavity volume is small (23 &3,
roughly one residue-sized cavity).

What went well:

- The sequence is now fully designed with no glycines.

- Energetics are favorable and the structure is predicted to be stable by
ESMFold.

- The protein is compact and lacks large cavities.

What could be improved:

- RMSD to the design backbone has increased a bit (2.094 k), but this is still
within a reasonable range.

- The energy is not as low as the best step (-348.882), suggesting room for
further optimization.

- Cavity volume is low, but could possibly be improved more by repacking.
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Next steps:

- Since the sequence already has no glycines, and the structure is stable with
high confidence, the main avenue for improvement is to further optimize the
side-chain packing and overall energy.

- Small, local repacking/design may help lower the energy and perhaps slightly
reduce the RMSD to the original backbone.

- Therefore, I will run another round of ‘rotamer_change‘ (FastRelax with
design) without compositional penalties, to allow for local optimization
and side-chain refinement. This will focus solely on energetic improvement,
as the composition is already satisfactory.

And, after receiving the action’s documentation, the agent reasons again before generating the full
action call:

Agent Rosetta’s reasoning trace to generate the full action call

Review and Plan:

- The design brief requires minimal glycine, low energy, and preservation of the
backbone structure.

- The previous step produced a well-packed, low-energy, diverse sequence with
only a few proline and no glycine residues. The RMSD to the initial
backbone is 2.094 R (excellent), and the RMSD to ESMFold is 0.422 ! with a
very high CA pLDDT (0.932), indicating a stable, predictable fold.

- The energy is very low (-334), with no composition penalty, and the sequence
contains very few glycine residues (possibly none) and only a reasonable
number of prolines (3).

- Cavity volume is small (23 %), so packing is good.

- However, some energy terms have room for improvement: fa_sol, fa_rep, and
fa_dun are somewhat elevated, suggesting that a round of design focusing on
optimizing packing and rotamers could further lower energy.

- Additional fine-tuning could be achieved by discouraging overuse of
large/bulky hydrophobics, limiting surface-exposed hydrophobics, and
ensuring at least a minimal level of glycine (<2) to alleviate possible
backbone strain.

- No residue selectors or task operations have been used yet. Adding a selector
for surface residues and penalizing hydrophobics on the surface could help
further.

Implementation Plan:

- Keep global compositional penalties similar to last time for overall amino
acid balance.

- Add a penalty for glycine ABOVE 2 (to ensure minimal glycine, in case a few
are present).

- Use a Layer selector to define "surface" residues and apply a penalty for
hydrophobic residues (LEU, ILE, VAL, MET, PHE, TRP) on the surface ABOVE a
small target.

- For task operations, allow all positions to be designable except cysteines and
prolines (to avoid introducing new CYS/PRO unless already present).

- This should further improve packing, surface polarity, and lower
solvation/repulsion energies.

Arguments:

- penalties: global balance, glycine penalty, surface hydrophobic penalty.
- residue_selectors: Layer selector for surface.

- task_operations: RestrictToRepacking for CYS/PRO residues.

We can see that, initially, the agent is planning on running a round of side chain optimization with no
compositional penalty blocks, letting Rosetta optimize for energy with no constraints. Instead, after
receiving the action documentation, the agent generates a well-detailed plan, changing its intentions.
This stresses the importance of prompting the agent to reason again to generate the full action call.
We omit the full action call for the sake of conciseness.
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G.2 Dbackbone_change action

We include an example interaction step where the agent chose to perform a backbone_change
action. We start by including the environment state:

RosettaScripts environment state

The RosettaScripts environment successfully executed your action:

**Step Number:** 3
**Action Name:** rotamer_change
**Results: *xx*

- Sequence:

GLU,GLU,GLU, GLU, ARG, ARG, ARG, ILE, MET, LEU, TRP, ALA, PHE, GLU, LEU, VAL ,MET, LYS, ILE,
VAL,LEU, ASP,PRO, ARG, LEU, SER, GLU, GLU,GLU,LYS,LEU, ARG, LEU, ILE, ARG, GLU, ILE,
VAL,ILE,TRP,ALA,ALA,ARG,VAL,LEU, ASN, VAL, PRO, TRP,GLU, TRP, VAL, ASN,LYS, VAL,
ILE,PHE,TRP,LEU, ALA, THR,LEU, TYR,PHE, ASP, GLU, TRP, TRP, LEU,LYS, ILE, ILE,LEU,
THR,LEU,LEU, ILE,LYS, THR,LEU,LYS,LEU,MET,LEU, SER

- Rosetta energy terms:

fa_atr: -571.650 (-14.577)

fa_rep: 68.660 (+4.611)

fa_sol: 313.981 (+4.157)
fa_intra_sol_xoverd: 16.644 (+0.688)
1k_ball_wtd: -12.839 (-3.026)
fa_intra_rep: 1.235 (+0.008)
fa_elec: -173.336 (+3.040)
pro_close: 0.180 (-0.043)
hbond_sr_bb: -64.824 (-0.651)
hbond_lr_bb: -1.597 (+0.164)
hbond_bb_sc: -10.826 (-0.591)
hbond_sc: -12.111 (+3.466)
dslf_fal3: 0.000 (+0.000)
rama_prepro: -14.994 (+0.677)
omega: 4.814 (-1.668)

fa_dun: 88.577 (-4.761)

p_aa_pp: -18.100 (+0.546)
yhh_planarity: 0.001 (+0.000)

ref: 53.848 (+5.434)
aspartimide_penalty: 0.000 (+0.000)

total energy: -332.336 (-2.525)

- Composition penalty:

before design: 0.000, after design: 0.000 (+0.000)
- Structure:

RMSD to initial structure: 0.784 (R)

RMSD to ESMFold predicted structure: 10.840 (&), CA pLDDT: 0.720 (0-1)
Cavity volume: 20.852 (&%)

Radius of gyration: 12.391 (&)

The reasoning of the agent is as follows:

Agent Rosetta’s reasoning trace to choose the next action

Reviewing the design brief, our goals are:

1. Minimize glycine content (ideally eliminate all glycines).

2. Achieve a stable, low-energy sequence.

3. Maintain the backbone conformation (low RMSD to the initial structure).
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From the last action:

- COMPOSITION: All glycines have been eliminated, which is good. The sequence is
now diverse, with a mix of hydrophobic and polar residues.

- ENERGY: The total energy is -332.336, which is a favorable score. Most energy
terms (e.g., fa_atr, hbond terms) are improved compared to the starting
poly-Gly. However, the fa_dun and fa_sol terms are somewhat high, and the
cavity volume is >20 13, suggesting the presence of voids inside the
structure.

- STRUCTURE: RMSD to the initial structure is 0.784 i (acceptable, indicating
backbone preservation). However, RMSD to the ESMFold prediction has jumped
to 10.84 &, and CA pLDDT dropped to 0.72, indicating a loss of stability
and poor confidence in the predicted fold.

Summary:

- What went well: Glycines successfully removed; overall energy is low; backbone
shape is still similar to initial structure.

- What went wrong: ESMFold RMSD increased (structure deviates from a stable
fold); CA pLDDT confidence dropped; cavity volume increased.

- Next steps: The main priority is to recover structural stability and
compactness. The high cavity volume and loss of ESMFold confidence suggest
that sidechain packing is suboptimal. We should perform a round of backbone
relaxation (with small backbone moves) to optimize both sidechain and
backbone conformations, helping close cavities and stabilize the structure.

Action Choice:

- I will use the ‘backbone_change‘ action with the ‘small® mover to allow small
backbone adjustments throughout the structure to facilitate better
sidechain packing while preserving the overall fold.

And, after seeing the action’s documentation, the agent reasons again before generating the full action
call:

Agent Rosetta’s reasoning trace to generate the full action call

Review of the design brief and results:

- The goal is to design a sequence with minimal glycine content, low energy, and
high structural fidelity to the initial backbone.

- The previous design step replaced all glycines with a diverse set of amino
acids, leading to a compositionally rich sequence (no glycines) and a
significant drop in total energy (-332.34 vs +108.72).

- However, after the first design step, RMSD to ESMFold prediction increased
sharply (0.531 -> 10.84 k), and CA pLDDT dropped (0.918 -> 0.720),
indicating a probable loss of structure or stability.

- This suggests the sidechain introduction perturbed the backbone, and the
sequence is currently not optimal for its intended fold. Cavity volume
increased (0.0 -> 20.85 1%), possibly indicating poor packing or undesired
voids.

What went well:
- Glycine minimization was achieved.
- Energy improved dramatically.

- The structure is still fairly close to the starting backbone (RMSD 0.784 £3).

What went wrong:

- The structure deviated strongly from the ESMFold-predicted model, and
predicted confidence dropped.

- Cavity formation may indicate suboptimal packing.

Next steps:
- The backbone likely needs to adapt to the new side chains to restore stability
and fold (as measured by ESMFold RMSD and CA pLDDT).
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- A gentle backbone relaxation is warranted to allow the structure to
accommodate new side chains, possibly improving the fold and stability
without losing the initial global fold (RMSD to initial structure is still
reasonable) .

- I will use the ‘small‘ backbone mover, which makes small torsion angle moves.

This is less aggressive than backrub and appropriate for global refinement

after large sequence changes.

will apply it globally, as all regions have undergone design.

will set a moderate temperature (temperature="1.0"), a reasonable number of

moves (nmoves="5"), and a small angle (angle_max="8.0"), to allow

adaptation without radical changes.

Action Plan:

- Use the ‘small‘ mover.

- Set temperature="1.0", nmoves="5", angle_max="8.0".
- Apply to all residues (no selector required).

As with the example reasoning trace for a rotamer_change action call above, we can see that the
plan of the agent after seeing the action’s documentation is well-structured and implementable.

G.3 go_back_to action

Finally, we include an example scenario where the agent chose to revert to a previous node in the
trajectory. This is important, as task objectives such as limiting the deviation of the current design
from the initial structure may be difficult to control via compositional constraints. In these scenarios,
a reasonable choice is to discard the results of the previous action rather than trying to correct them.

As above, we start by including the environment state:

RosettaScripts environment state

The RosettaScripts environment successfully executed your action:

**Step Number:*x*x 3
**Action Name:** rotamer_change
**Results: *x*

- Sequence:

GLU,GLU,GLU,GLU, ARG,GLN, THR, ILE, TRP,THR, ILE, VAL, ,PHE,LEU, ILE, THR,LEU, SER, ILE, VAL,
LEU,ASN,PRO,ASN,LEU, SER, THR, THR,GLN, ILE,ILE,LEU,ILE,LEU,ALA,ALA,LEU, ALA,
ALA,TRP,THR,MET,LYS,VAL,LEU,GLN, VAL, ASP,LEU,LEU,GLN,ILE,ILE,ILE,TYR,LEU,
LEU,LEU,LEU,PHE,GLN,GLN, TYR,LEU, ASN,GLU,GLU,GLN,LEU,LYS,TYR,VAL,LEU, TRP,
VAL,LEU,LEU,VAL,MET,TYR,ALA,TRP,MET,GLN, SER

- Rosetta energy terms:

fa_atr: -559.659 (+7.489)
fa_rep: 67.266 (+0.513)
fa_sol: 292.881 (-22.337)
fa_intra_sol_xover4: 15.324 (-1.029)
1k_ball_wtd: -14.919 (-0.022)
fa_intra_rep: 1.303 (+0.078)
fa_elec: -159.300 (+10.382)
pro_close: 0.130 (-0.099)
hbond_sr_bb: -63.255 (+0.998)
hbond_lr_bb: -1.682 (+0.126)
hbond_bb_sc: -17.451 (-0.883)
hbond_sc: -8.091 (+3.396)
dslf_fa13: 0.000 (+0.000)
rama_prepro: -11.106 (+3.629)
omega: 6.524 (+0.961)

fa_dun: 82.443 (-22.875)
p_aa_pp: -16.877 (-1.241)
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yhh_planarity: 0.002 (-0.014)

ref: 67.262 (+35.126)

aspartimide_penalty: 0.000 (+0.000)

total energy: -319.203 (+14.199)

- Composition penalty:

before design: 150.000, after design: 0.000 (-150.000)

- Structure:

RMSD to initial structure: 0.638 (R)

RMSD to ESMFold predicted structure: 9.040 (&), CA pLDDT: 0.661 (0-1)
Cavity volume: 16.841 (&%)

Radius of gyration: 12.585 ()

The reasoning of the agent is as follows:

Agent Rosetta’s reasoning trace to choose the next action

Review of design brief and last action:

- The goal is to design a side chain sequence with minimal glycines, high
stability (low energy), and structural fidelity to the initial backbone.

- The last rotamer_change (step 3) eliminated almost all glycines and produced a
diverse, realistic sequence.

- Composition: The glycine content is zero, which is ideal. The penalty for
composition dropped to zero, confirming the sequence meets the
compositional constraints.

- Energy: The total energy rose slightly relative to previous designs and is
less favorable than in earlier steps (-319 vs. -333), with increases in
repulsion, solvation, and reference energy, but the energy is still quite
low and reasonable.

- Structure: RMSD to initial backbone remains low (0.638 R). However, RMSD to
the ESMFold prediction increased to 9.04 & (from 2.3 & in step 2 and “4 &
in step 1), and CA pLDDT dropped slightly. This suggests the structure is
less ESMFold-predictable/stable than before. Cavity volume is moderate

(16.8 k%), but not excessive.

Summary :

- What went well: Glycine elimination and compositional goal met. Sequence is
realistic with a good mix of hydrophobics and polar/charged residues.
Backbone RMSD to initial structure is still low.

- What went wrong: RMSD to ESMFold prediction increased significantly; the
design is less in agreement with ESMFold, suggesting a loss of
’designability’ or stability. Total energy worsened compared to the best
previous step.

- Next steps: We need to recover the stability and ESMFold compatibility from
step 2, while maintaining low glycine content. Step 2 had a good energy,
low RMSDs, and a cavity volume of 20.5 83, but may have had more glycines
than desired.

Plan:

- Go back to step 2 (where RMSD to ESMFold and energy were best), and design
again with a milder glycine penalty (to allow a small number of glycines if
needed for tight turns), and slightly decrease hydrophobic drive to avoid
destabilizing the fold. Also, introduce a penalty to avoid excessive cavity
volume.

Action:
- Use go_back_to_step to revert to step 2.

Indeed, the agent reflects on the current design, and recognizes a significant increase in distance
to ESMFold predicted structure and drop in pLDDT. Since these changes suggest an overall less
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stable conformation, the agent chooses to revert to the previous step. Since this action does not
require specialized RosettaScripts documentation, we omit the reasoning step after seeing the minimal
formatting instructions given to the agent to fit the general multi-turn framework.

H Figures

In this section, we include experimental results omitted from the main text for the sake of conciseness.
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Figure H.1: Quality of designs generated by Agent Rosetta as a function of number of trajectories in
best-of-n sampling (top row) and number of steps in each design trajectory (bottom row).
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(d) Backbone conformations with lengths between 100 and 120 residues.
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Figure H.2: Comparison of the distribution of designs generated with Agent Rosetta and Protein-
MPNN for the remaining designs not included in the main text of the manuscript.
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