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Abstract

In the era of large language models (LLMs), high-quality, domain-rich, and contin-1

uously evolving datasets capturing expert-level knowledge, core human values, and2

reasoning are increasingly valuable. This position paper argues that OpenRe-3

view — the continually evolving repository of peer reviews, author rebuttals,4

meta-reviews, and decision outcomes — should be leveraged more broadly5

as a core community asset for advancing research in the era of LLMs. We6

highlight three promising areas in which OpenReview can uniquely contribute:7

enhancing the quality, scalability, and accountability of peer review processes; en-8

abling meaningful, open-ended benchmarks rooted in genuine expert deliberation;9

and supporting alignment research through real-world interactions reflecting expert10

assessment, intentions, and scientific values. To better realize these opportunities,11

we suggest the community collaboratively explore standardized benchmarks and12

usage guidelines around OpenReview, inviting broader dialogue on responsible13

data use, ethical considerations, and collective stewardship.14

1 Introduction15

The past years have witnessed an extraordinary shift in the role of data within machine learn-16

ing [1, 2], especially with the recent advances of large language models (LLMs) [3–5], which have17

progressed from task-specific tools to general-purpose reasoning engines [6–8]. As their capabilities18

expand across domains, the role of data for training, evaluation, and alignment becomes even more19

important [9–12]. The current wave of LLM development increasingly depends on high-quality,20

human-centered feedback [13–17], not only for fine-tuning and instruction adherence, but also for21

assessing model behavior, identifying failure modes, and aligning outputs with human expecta-22

tions [18–21]. Yet many of the datasets used for these purposes remain limited in coverage [22],23

synthetic in composition [23, 24], or static in structure [15]. As a result, they often fail to capture the24

complexity, disagreement, and subtle reasoning that characterize authentic human judgment [25–28].25

At the same time, the powerful capabilities of LLMs are beginning to reshape scientific workflows26

themselves [29–33]. Tools based on LLMs such as ChatGPT are making research communication,27

including literature reviews and even paper writing, more accessible [34–37], hence accelerating28

scientific output and contributing to a significant rise in the volume of submissions to top conferences.29

Such a transformation has intensified pressure on the peer review system [38, 39]. Conferences30

now receive more than 10 thousands of submissions per cycle, and the human effort required to31

maintain high-quality, fair, and constructive reviewing has become difficult to sustain. Given such32

high pressure, the need for scalable assistance tools, better evaluation data, and models that can33

understand or generate scholarly critique has grown [39–41]. However, large-scale, systematic34

exploration regarding both the datasets and methodologies that enable LLMs to capture the richness35

of peer review interactions is still missing [42–44].36
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Figure 1: Left: an overview of the OpenReview data generation process; mid: this position paper argues
OpenReview supports three main valuable applications — regulating peer review, empowering LLM and
Agentic open-ended task research, and post-training for alignment and reasoning; right: highlighted research
opportunities around those use cases.

OpenReview1[45], the public review platform widely used by conferences such as ICLR, NeurIPS,37

and others, offers a unique opportunity to meet the needs of both sides. Contributed by the community38

and continually expanding over time, OpenReview hosts large-scale, structured records of scientific39

discussion, typically including paper submissions, reviewer assessments, author rebuttals, meta-40

reviews, and final decisions. These interactions span multiple rounds and involve diverse expert41

perspectives, making OpenReview an invaluable living dataset grounded in real-world scientific42

research deliberation. And has the potential to enrich both data-centric LLM research and assist the43

peer review system.44

This position paper argues that OpenReview should be leveraged more broadly as a core45

community asset for advancing research in the era of LLMs. We elaborate on three areas where46

this dataset can provide immediate value:47

1. A data-driven approach to improve the quality and scalability of peer review. OpenReview48

provides a unique source of structured, expert-generated assessments that can be used to train49

machine learning models to analyze and support the peer review process. Machine learning50

models, including the state-of-the-art general purpose language models [46–49], may learn to51

assist reviewers in drafting constructive feedback, calibrating scores, and identifying argumentative52

gaps, as well as summarizing responses, checking code, or detecting unhelpful language. In the53

face of rising submission volumes and reviewer fatigue, such tools could support more consistent,54

fair, and informative evaluations. Equally important, improving and regularizing the review55

process is a prerequisite for sustaining the long-term development of LLM-based systems that56

depend on high-quality expert feedback [50].57

2. Providing expert-generated benchmarks for LLM open-ended task evaluation and post-58

training. Open-ended tasks such as academic writing, research evaluation, persuasion, or summa-59

rization are increasingly recognized as central to the development of general-purpose AI systems60

and the path toward superintelligence [51]. However, both training and evaluating models on61

such tasks remain challenging due to the open-ended nature and the lack of scalable, high-quality62

human feedback [8]. To this end, OpenReview offers a unique, high-quality resource: it contains63

expert-curated, multi-dimensional evaluations of research contributions grounded in real-world64

scientific progress. Its diverse content enables the design of benchmarks for open-ended tasks65

such as writing [52], research evaluation [40], persuasion [53–55], and summarization [16, 56],66

providing valuable data for both open-ended LLM and agentic post-training and evaluation [57].67

3. Supporting multi-dimensional alignment and reasoning research through scientific writing68

and discussion. Existing benchmarks for alignment and reasoning often rely on static, synthetic,69

or crowd-sourced datasets that lack the depth and nuance of real expert deliberation [15, 58–62].70

1https://openreview.net/
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Figure 2: Growth trends at ICLR (2017–2025) in submissions, authors, and reviewers. While the number of
reviewers has increased over time, it has not kept pace with the growth in submissions and authors, indicating a
growing strain on the peer review process. The reviewer number estimation is calculated according to the number
of submissions, the total number of reviews received, and the average reviewer workload of 3 per reviewer.

In contrast, OpenReview offers a setting that inherently involves alignment and reasoning through71

evidence-based debate, disagreement, revision, and consensus building. This setting enables rich72

evaluation tasks such as score justification via retrieval-based reasoning [63–66] and decision73

prediction grounded in free-form critique [67]. These tasks can serve as realistic testbeds for74

assessing how well LLMs can interpret, reason about, and align with expert judgments in the75

scientific research domain. Moreover, the dialogic nature of OpenReview — spanning rebuttals,76

conflicting views, and negotiated outcomes — offers a unique opportunity to study value pluralism,77

debate-style alignment in the wild [53, 68–71].78

To help realize the potential in and beyond those outlined use cases, we propose initial directions for79

community-driven benchmark development and responsible data stewardship. Finally, we reflect on80

alternative perspectives, aiming to spark productive dialogue on the challenges and risks of leveraging81

the OpenReview as a core community asset.82

2 The State of OpenReview Now: Scale, Opportunity, and Emerging Risks83

This section examines the OpenReview platform through three perspectives. We begin with a84

statistical overview of its scale and evolution, using ICLR as a case study. We then highlight its value85

as a unique community-curated dataset for machine learning research, before turning to the structural86

risks that threaten its long-term quality and integrity.87

2.1 The Scale and Structure of Conference Data on OpenReview88

OpenReview provides a centralized platform for peer review and community discussion at major89

machine learning conferences, including ICLR, NeurIPS, and others. It preserves structured records90

of submissions, reviews, rebuttals, and decisions, creating a longitudinal archive of real-world expert91

deliberation under consistent guidelines.92

To illustrate the scale of this platform, we focus on ICLR as a representative case. From 2017 to 2025,93

the number of submissions grew from fewer than 500 to over 11,600 annually. The corresponding94

number of authors increased from about 1,500 to 38,500, and the estimated number of reviewers95

rose from under 1,000 to more than 18,300. Each submission typically receives three or more expert96

reviews, resulting in tens of thousands of reviewer–author interactions each year. Figure 2 shows this97

growth trajectory in authorship, reviewing, and participation.298

2.2 A Rapidly Growing Community Asset for Learning99

Beyond its scale, OpenReview is distinguished by its unique data quality. Unlike synthetic or crowd-100

sourced datasets, it captures expert-authored evaluations tied to real submissions and decisions,101

2Data Source: ICLR 2021-2025 Fact Sheet [72–76], PaperCopilot [77].
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grounded in shared scientific norms. Each paper serves as a self-contained research scenario, typically102

accompanied by multiple reviews, optional rebuttals, meta-reviews, and final outcomes.103

Between 2017 and 2025, ICLR alone contributed over 36,000 such interaction threads, spanning both104

accepted and rejected submissions. These interactions provide rich examples of open-ended scientific105

exploration efforts. They illustrate how researchers conduct and evaluate solutions to open questions,106

respond to disagreement, clarify claims, and finally construct consensus, making them highly suitable107

for training and evaluating LLMs on scientific reasoning, argumentation, and alignment.108

Moreover, OpenReview is a continuously evolving dataset. Each year brings new topics, new papers,109

and new debates, reflecting both the state of research and the shifting consensus of the community.110

This ongoing refresh ensures its competence as a benchmark for real-world LLM deployment. In111

Table 1, we compare relevant tasks in the LLM post-training community to demonstrate the general112

potential of the OpenReview dataset.113

Table 1: Comparing datasets related to OpenReview. We will elaborate how to leverage OpenReview beyond
those tasks in Sec.3-5.

Dataset Task Size Expert Updates OpenEnded

See et al. [78] Summarization 310K ✓ × ✓
Narayan et al. [79] Summarization 226K ✓ × ✓
Yang et al. [80] Multi-hop QA 113K QA pairs × × ✓
Rajpurkar et al. [81] Comprehension 107K QA pairs × × ×
Fan et al. [82] Long-form QA 270K threads × × ✓
Ziegler et al. [83] Preference Modeling 60K comparisons ∼ × ✓
Bai et al. [15] Alignment / Dialogue 170K comparisons ∼ × ✓
Köpf et al. [84] Dialogue / Alignment 10K trees, 161K msg ∼ × ✓
Wang et al. [85] Argumentation 1K dialogues × × ✓
Kang et al. [56] Review, Decision 14.7K subs, 10.7K revs ✓ × ×
Bu et al. [86] Aspect Rating (zh) 46.7K reviews ∼ × ×
Purkayastha et al. [87] Argumentation 2.3K ∼ × ✓
Kennard et al. [88] Argumentation 506 threads ✓ × ×
Ruggeri et al. [89] Argumentation 41 dialogues ✓ × ✓

OpenReview [45] All above 36K subs, 100K+ revs ✓ ✓ ✓

2.3 Quality Under Pressure — The Compounding Risk of Rapid Growth114

While the growth of OpenReview presents significant opportunities, it also introduces structural115

risks. The rapid increase in submission volume has not been matched by a proportional increase in116

highly experienced reviewers. As conferences scale, an increasing fraction of reviews are written by117

newer or less engaged participants. This trend raises concerns about the consistency, reliability, and118

long-term stability of individual review signals, as well as the dataset quality and diversity [50].119

More precisely, the concern is not only that current reviewers may deviate from academic standards,120

but that a growing number of untrained reviewers may internalize and reproduce biased practices,121

gradually compounding the problem across generations. If evaluations are learned by imitation,122

biased or inconsistent norms can propagate, leading to long-term degradation of review quality.123

To formalize this concern, we present a Wright-Fisher model in Appendix A, which illustrates how124

misaligned reviewing behavior may propagate across generations.125

Take Action Now. Our analysis suggests that early intervention is critical: corrective action
taken before problematic patterns become institutionalized is significantly more effective than
attempting to reverse them later. Proactive steps are thus essential to preserve long-term
alignment between reviewing practice and community values. Taking action now in the
early stage of the field’s expansion is more effective than taking action later on when
substandard review practices become the norm.

For OpenReview to remain a robust and trustworthy resource, its quality must be actively protected.126

This includes better reviewer recruitment and training, as well as developing scalable, practical127

machine learning methods for auditing and mitigating quality drift. The data itself, while valuable, is128

only as good as the process that generates it.129
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In the following sections, we will discuss three use cases of the OpenReview dataset, starting from130

how to leverage the dataset to improve and regulate the peer review system, such that the long-term131

quality of such a community asset can be guaranteed. We then highlight the potential of leveraging132

such an asset in LLM post-training research, ranging from open-ended to alignment tasks.133

3 Assisting and Protecting the Peer Review with OpenReview134

3.1 Existing LLM-Assisted Peer Review in Conferences135

In the previous section, we highlighted structural risks to the quality and stability of peer review.136

These concerns have not gone unnoticed. In recent years, several major machine learning conferences137

and publishers have begun integrating LLMs into their review workflows in response.138

NeurIPS 2024 introduced a checklist assistant powered by LLMs to help authors ensure ethical139

and methodological compliance [90]. At ICLR 2025, a Review Feedback Agent was deployed to140

identify vague or unconstructive reviews and suggest targeted improvements [91]. AAAI 2026 will141

experiment with LLM-generated reviews and discussion summaries in the first stage of review [92].142

Meanwhile, several academic publishers have begun piloting AI-assisted tools for content checking143

and review drafting [93–95].144

While most current systems operate with limited, hand-curated inputs, OpenReview provides an ideal145

foundation for data-driven peer review research. In this section, we focus on concrete use cases where146

such data can support the review system.147

3.2 Practices and Opportunities for Data-Driven Support with OpenReview148

We organize existing literature and potential opportunities with OpenReview according to functional149

categories. In the following, we will use text boxes to highlight future work opportunities. The150

high-level motivation of those approaches is rooted in the previous success of human-centered LLM151

alignment research [17, 15, 16], and data-driven decision modeling and explanation [96–100].152

Principled Review Generation. Recent work has explored OpenReview for generating realistic peer153

reviews. Yuan et al. [101] and Wu et al. [102], for example, demonstrate that fine-tuning LLMs on154

large-scale review corpora can lead to critiques that are more calibrated and grounded than those155

produced by general-purpose models. These systems can be conditioned on paper content or specific156

review dimensions, enabling targeted and context-aware feedback. However, most current systems157

are designed to mimic human-written reviews without deeper integration with formal reviewing158

guidelines or accountability structures. The challenge remains to ensure that generated reviews159

uphold conference standards and provide actionable feedback in line with reviewer expectations.160

Opportunity for Future Work. LLMs should be task-specifically aligned, calibrated when
leveraged in the review process. Commercial LLMs are generally optimized for user-friendliness
and helpfulness, often deviating from rigorous academic review guidelines. Future work
should explore structured prompting, rubric conditioning, or alignment objectives tailored
for review generation [44]. In addition, LLM-generated reviews may support pre-submission
preparation [42], providing anticipatory critique to authors and supporting self-assessment
before formal peer review [92].

Review Quality Enhancement. Another line of research focuses on the quality of peer reviews161

themselves. Early work, such as Kang et al. [56], proposed metrics for review helpfulness and score162

prediction. More recently, classifiers trained on human preferences or meta-review feedback have163

been developed to detect vague, biased, or uninformative reviews [103, 104]. Studies have also164

examined hallucination and style inconsistencies in LLM-generated reviews [105–108]. Despite165

these advances, challenges remain in automatically evaluating review fairness, argument soundness,166

or reviewer calibration.167

Opportunity for Future Work. Inverse analysis techniques can help detect systematic deviation
from expected standards, including overconfidence, inconsistency, or subjective bias [97]. Future
efforts could explore calibration, value drift detection, and provide warning signals when the
value of reviews deviate significantly from guidelines [44].
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Enhancing Mutual Understanding between Reviewers and Authors. While much of the focus has168

been on generating or evaluating individual reviews, peer review is ultimately a dialogue. The rebuttal169

phase plays a crucial role in bridging perspectives between authors and reviewers. Recent datasets170

such as DISAPERE [109], Jiu-Jitsu [110], and ContraSciView [111] support tasks such as rebuttal171

generation, stance classification, and discourse structure prediction, highlighting the interactional172

nature of review.173

Opportunity for Future Work. LLMs can serve as mediators to enhance communication in
the rebuttal process. For authors, they may clarify reviewer concerns, highlight overlooked
critiques, and assist in crafting respectful and persuasive responses for effective communication.
For reviewers, they may help interpret rebuttals and assess whether key feedback has been
adequately addressed, and effectively stimulate the discussions.

Consistency and Calibration. Efforts to correct score inconsistency across reviewers have drawn on174

reviewer calibration and normalization techniques. For instance, Xu et al. [112] models reviewer-175

specific scoring functions and applies monotonic transformations to improve comparability. These176

methods aim to recover more faithful rankings than simple score averaging. Nonetheless, current177

approaches often lack interpretability or real-time applicability. There is limited support for helping178

reviewers understand their own biases or dynamically recalibrate scores based on peer context.179

Opportunity for Future Work. More importantly and effectively, efforts could be made
to use LLM-based systems to assist reviewers in providing consistent and calibrated feed-
back, including providing comparative context and relevant arguments drawn from reviewer
cohorts [42]. Technically, this may involve retrieval-based justification of scores and decision
explanation [63, 64, 113, 114], or in-context learning reference sample selection [115, 116].

Meta-Review Generation. Finally, meta-review generation has become a growing area of interest,180

with benchmarks such as PeerSum [104], ORSUM [117], and MOPRD [118] targeting summarizing181

and concluding from multiple reviews and rebuttals. These systems must integrate conflicting182

reviewer perspectives, identify dominant themes, and represent area chair judgment with fidelity. Still,183

current general-purpose LLMs may fail to capture the nuanced reasoning behind disagreements or184

the weight assigned to various critiques. There is also growing concern about the potential mismatch185

between generated meta-reviews and actual reviewer consensus [39].186

Opportunity for Future Work. Improved modeling of review disagreement and viewpoint
clustering [68, 70] could enable more reliable meta-review generation. Future systems may
incorporate hybrid workflows where LLMs co-author drafts with area chairs, flag unresolved
conflicts, or highlight potential biases (e.g., delayed or biased feedback, ungrounded critiques)
throughout the discussion period to support better decision making.

4 OpenReview for Open-Ended Task Evaluation and Post-Training187

4.1 Challenges for Open-Ended LLM and Agentic Tasks188

Recent progress in LLMs has enabled systems that attempt to perform complex, multi-step, and high-189

level tasks, often referred to as open-ended or agentic tasks [119, 120]. These tasks are characterized190

by the absence of a single correct answer, dependence on context, and the need for judgment,191

reasoning, and creativity [52]. Examples include research paper writing, paper reviewing, persuasive192

argumentation, hypothesis refinement, and code-based experimentation [121, 122]. Open-ended tasks193

are defined not by accuracy or success alone, but by depth, coherence, exploration, and alignment194

with human values and intentions.195

This task category has received increasing attention with the rise of agent-based systems such as196

DeepResearch, DeepSearch, and AutoDev, which aim to position LLMs as autonomous research197

assistants capable of conducting literature reviews, designing experiments, debugging code, and198

evaluating progress [8, 123, 124]. However, a major bottleneck in building and benchmarking such199

systems lies in the lack of scalable, high-quality supervision. It remains difficult to evaluate whether a200

model has conducted a "good" literature review or proposed a "promising" research idea, particularly201

when using crowd-sourcing judgment [52, 121].202
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Scientific research, especially in machine learning, is itself an open-ended task. The process involves203

formulating problems, iterating on designs, running experiments, interpreting results, engaging with204

criticism, and ultimately persuading a community of experts. Despite this, most benchmarks for205

evaluating LLMs remain synthetic, short-form, or not scalable, offering little insight into how models206

would perform under the standards and expectations of actual research communities [121, 122].207

This gap motivates our focus on OpenReview as a valuable, underutilized resource. The rich208

interactions on OpenReview suggest two distinct forms of supervision that are particularly suited for209

open-ended task development.210

4.2 Two Potential Supervision Streams from OpenReview211

Scientific Demonstrations: Training LLMs to Do Research. Each submitted paper on OpenRe-212

view can be viewed as a real-world demonstration of open-ended problem-solving. Papers span a wide213

range of topics and contain full narratives of how authors design and communicate their contributions.214

This includes technical framing, literature positioning, experimental results, and claim justification.215

In aggregate, these documents offer structured demonstrations of how research is conceived, executed,216

and defended [56].217

Such examples can be used to train LLMs to follow the cognitive workflow of scientific research. In218

particular, they can support training for complex capabilities such as multi-stage planning, tool use,219

fact retrieval, and hypothesis revision. These capabilities align closely with the demands of emerging220

agentic LLM frameworks [125]. While systems like ChatDev simulate these workflows [126], few221

are grounded in real, high-quality demonstrations of how experts actually perform these tasks —222

OpenReview offers a scalable source of such supervision.223

Opportunity for Future Work. OpenReview’s corpus of research demonstrations can support
training of LLM agents to perform multi-step scientific reasoning under real-world constraints.
Future work may consider enhancing the agentic research capabilities of LLMs [8] using expert
scientific research demonstrations.

Structured Evaluations: Training LLMs to Evaluate Research. In addition to research demon-224

strations, OpenReview also contains detailed records of how experts evaluate open-ended research225

work. Reviews provide constructive feedback, numerical scores, and qualitative assessments, while226

meta-reviews offer consensus summaries and rationales for decisions. Author responses further enrich227

the discourse, revealing how researchers engage with critiques and attempt to clarify or defend their228

contributions. These dual supervision signals are particularly valuable for developing and evaluating229

general-purpose models intended to reason about, participate in, and evaluate complex open-ended230

tasks given scientific standards. By learning from those debates, LLMs have the potential to gain the231

capability to comprehensively evaluate open-ended research.232

Opportunity for Future Work. OpenReview’s review traces can serve as supervision for
LLM-based evaluators trained to judge open-ended research quality. These include automated
meta-reviews, rebuttal critiques, and scoring models aligned with human preferences. With
those feedback-rich reward models for open-ended tasks, future work can better anchor and be
optimized for open-ended research.

5 OpenReview as High-Quality Dataset for Alignment and Reasoning233

5.1 Challenges for Alignment and Reasoning Supervision234

Alignment through Consensus-Seeking. Alignment research seeks to ensure that AI systems act235

according to human values, preferences, satisfy human intentions, and guarantee safety [22, 127].236

Recent advances in reinforcement learning from human feedback (RLHF) [14–16, 128–134] have237

contributed to the success of LLMs in conversational systems [14]. Yet many of these advances rely on238

limited forms of supervision: crowd-sourcing annotations [26], synthetic preferences [59], or binary239

votes [135]. These sources often fail to capture the complexity, depth, and disagreement inherent in240

the multi-perspective and deliberative consensus-seeking processes of experts [129, 131, 136].241
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Reasoning beyond Binary Tasks. On the other hand, reasoning ability has become the core in242

enhancing the models’ performance on more general assistant tasks [137]. Contributing to such243

progress, datasets such as GSM8K [138], MATH [139], and HotpotQA [80] have driven rapid progress244

in mathematical and multi-hop reasoning; techniques like (long-)chain-of-thought [66, 65, 140, 7]245

and retrieval-augmented methods [63, 64, 113] have significantly improved model performance on246

these structured tasks. However, many of these benchmarks are now nearly saturated by frontier247

models [141], focus on binary and verifiable tasks, and they predominantly focus on final answer248

correctness rather than the quality or interpretability of reasoning processes [142, 143].249

More fundamentally, current reasoning tasks are often limited by narrow scope, synthetic formulation,250

or rigid answer structures [144–146]. Most define a single ground-truth answer, which precludes251

exploration of ambiguity, disagreement, or multi-agent deliberation, which are central to human252

reasoning, but effective in eliciting deep thinking behaviors [147, 137]. Although emerging datasets in253

argumentative reasoning, such as DebateSum [148] and OpenDebateEvidence [149], have expanded254

the scope of evaluation to include summarization and contested claims, these resources remain rare255

and are typically not grounded in scientific domain expert-generated contexts.256

5.2 Opportunities with the OpenReview Dataset257

In contrast, OpenReview offers a fundamentally different alignment and reasoning testbed. The258

peer review process inherently involves dialogue in which multiple parties express values, critique259

reasoning, and negotiate consensus. More importantly, those dialogues, in principle, should be260

objective, centered around guidelines, and grounded in verifiable facts. Unlike existing alignment261

datasets, which are largely subjective, static, and one-shot, OpenReview captures multi-round, multi-262

agent interactions grounded in real, highly verifiable, and reproducible consequences. This makes it a263

uniquely rich environment for alignment and reasoning research.264

Learning to Reason from Expert Disagreement and Justification With OpenReview, models can265

be trained to infer about the logic behind review scores by learning from rationales, a form of inverse266

reasoning that links decisions to supporting arguments and context. The reviews themselves often267

present well-defined reasoning chains that connect experimental design, observed outcomes, and268

stated conclusions. These examples allow LLMs to practice multi-step reasoning, assess method-269

ological soundness, and trace causal explanations. Moreover, OpenReview enables modeling how270

reasoning develops through multiple rounds of interaction: authors respond to critiques, reviewers271

clarify concerns, and final evaluations synthesize evolving viewpoints, offering a natural setting for272

studying the rationale behind reasoning over time.273

Opportunity for Future Work. Using OpenReview in future works, it’s possible to improve
models’ reasoning abilities by justifying numerical assessments, verifying scientific claims
through factual evidence, and adapting reasoning across multi-stage interactions.

Learning to Critically Align with Individual Preferences OpenReview provides a valuable foun-274

dation for developing alignment strategies that move beyond superficial agreement. Unlike many275

alignment datasets that prioritize helpfulness or user-pleasing responses, peer review process demands276

that feedback remain grounded in correctness, rationality, and align with review guidelines, when277

given diverse research contexts.278

Each reviewer expresses their judgment through both numerical scores and detailed commentary,279

guided by criteria such as novelty, technical soundness, and significance. These preferences are280

dynamic and can shift in response to rebuttals and clarifications, offering supervision signals for281

modeling alignment as a contextual and adaptive process.282

Opportunity for Future Work. OpenReview enables the alignment of LLMs to offer diverse,
constructive, evidence-based critique. Rather than merely affirming user input, models can learn
to respectfully challenge flawed claims, explain counterarguments, and justify disagreement.
This supports the development of alignment systems that emphasize factual grounding, logical
reasoning, and responsible communication.
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6 A Call to Create Standardized Benchmarks Based on OpenReview283

In this section, we turn to the foundational infrastructure required to realize their full potential:284

standardized benchmarks and responsible community stewardship.285

Despite its scale and richness, OpenReview remains underutilized as a research asset, primarily due to286

the lack of well-defined tasks and shared evaluation pipelines. To address this gap, we propose that the287

community collaboratively develop benchmarks in critical areas such as review quality assessment,288

rebuttal generation, argument grounding, and meta-review summarization. And deploy developed289

methods to intervene in the peer review system and improve its quality as soon as possible. These290

tasks are directly tied to the health of the peer review process and, by extension, the integrity of the291

dataset itself.292

In parallel, more general tasks—including reviewer score prediction, open-ended task evaluation,293

post-training, alignment, and reasoning enhancement—can also be standardized to support long-term294

research. While these areas are essential to the development of LLMs, their delayed investigation is295

less likely to compromise the quality or sustainability of OpenReview as a resource.296

We call upon researchers, conference organizers, and practitioners—particularly those working297

at the intersection of machine learning and language models—to jointly define, refine, and adopt298

such benchmarks. This collaborative process must also engage with broader ethical considerations,299

including the protection of author and reviewer privacy, responsible anonymization of sensitive300

content, and the mitigation of representational biases. For example, research areas with more abundant301

data may inadvertently dominate the training signal, potentially skewing the learned priorities of302

evaluation models.303

Ultimately, the continued value of OpenReview as a shared academic asset depends on proactive,304

collective stewardship by the community it serves.305

7 Alternative Views306

LLM-based Review and Research. Some may argue that LLMs are becoming more and more307

capable of finishing scientific research and evaluation, and should eventually replace human reviewers.308

If models can predict review scores or generate critiques that approximate expert judgment, then309

preserving human oversight might appear unnecessary or even inefficient. Our view: We argue310

that peer review is not just a filtering mechanism, but a deliberative process that helps shape scien-311

tific values and standards [150, 151]. Over-reliance on automation risks eroding its collaborative312

and interpretive nature [152, 153]. LLMs, while powerful, are not reliable in reasoning with the313

same contextual grounding or responsibility as human experts [154, 155]. Human reviewers must314

remain responsible for interpreting and controlling LLM tools [154]. Interactions between authors315

and reviewers should stay dialogic and grounded in fairness, not reduced to rigid or opaque eval-316

uations [152]. Moreover, systems must guard against hallucination, adversarial misuse, and bias317

propagation [156–158]. Evaluation frameworks built on OpenReview should align with scientific318

values rather than model evaluation metrics [22, 106].319

Inconsistency of Peer Review Limits Its Usefulness for Alignment. One concern is that peer review320

data may be too noisy or inconsistent to serve as a reliable supervision signal [159]. Reviewers often321

disagree on paper quality, assign divergent scores, or emphasize different aspects of a submission.322

Given this subjectivity, it may be argued that using such data for alignment could reinforce inconsistent323

or unstable behaviors in LLMs. Our view: Rather than aiming for deterministic consensus, alignment324

in this context involves modeling disagreement, grounding claims, and reasoning for underlying325

conflicts. This perspective is increasingly emphasized in recent alignment literature [68, 70]326

Scientific Review Tasks May be Too Narrow to Generalize. Another possible objection is that327

scientific reviewing and paper writing are narrow, domain-specific tasks that do not generalize to328

broader LLM capabilities. Models trained on OpenReview may excel at research-related tasks but329

fail to transfer to everyday use cases, limiting their value as general-purpose assistants. Our view:330

Research tasks serve as high-complexity instances of structured human reasoning, with grounded331

stakes and verifiable outcomes. Learning from these tasks offers not only domain expertise but also332

training in core cognitive patterns that generalize across domains. Recent success of DeepResearch-333

type of products [8] explicitly aim to generalize research workflows into agentic LLM behaviors.334

9



References335

[1] Daochen Zha, Zaid Pervaiz Bhat, Kwei-Herng Lai, Fan Yang, Zhimeng Jiang, Shaochen336

Zhong, and Xia Hu. Data-centric artificial intelligence: A survey. ACM Computing Surveys,337

57(5):1–42, 2025.338

[2] Nabeel Seedat, Fergus Imrie, and Mihaela van der Schaar. Navigating data-centric artificial339

intelligence with dc-check: Advances, challenges, and opportunities. IEEE Transactions on340

Artificial Intelligence, 5(6):2589–2603, 2023.341

[3] Tom Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D Kaplan, Prafulla Dhari-342

wal, Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, et al. Language343

models are few-shot learners. Advances in neural information processing systems, 33:1877–344

1901, 2020.345

[4] Aakanksha Chowdhery, Sharan Narang, Jacob Devlin, Maarten Bosma, Gaurav Mishra, Adam346

Roberts, Paul Barham, Hyung Won Chung, Charles Sutton, Sebastian Gehrmann, Parker347

Schuh, Kensen Shi, Sasha Tsvyashchenko, Joshua Maynez, Abhishek Rao, Parker Barnes,348

Yi Tay, Noam Shazeer, Vinodkumar Prabhakaran, Emily Reif, Nan Du, Ben Hutchinson,349

Reiner Pope, James Bradbury, Jacob Austin, Michael Isard, Guy Gur-Ari, Pengcheng Yin, Toju350

Duke, Anselm Levskaya, Sanjay Ghemawat, Sunipa Dev, Henryk Michalewski, Xavier Garcia,351

Vedant Misra, Kevin Robinson, Liam Fedus, Denny Zhou, Daphne Ippolito, David Luan,352

Hyeontaek Lim, Barret Zoph, Alexander Spiridonov, Ryan Sepassi, David Dohan, Shivani353

Agrawal, Mark Omernick, Andrew M. Dai, Thanumalayan Sankaranarayana Pillai, Marie354

Pellat, Aitor Lewkowycz, Erica Moreira, Rewon Child, Oleksandr Polozov, Katherine Lee,355

Zongwei Zhou, Xuezhi Wang, Brennan Saeta, Mark Diaz, Orhan Firat, Michele Catasta, Jason356

Wei, Kathy Meier-Hellstern, Douglas Eck, Jeff Dean, Slav Petrov, and Noah Fiedel. PaLM:357

Scaling language modeling with pathways, 2022.358

[5] Hugo Touvron, Louis Martin, Kevin Stone, Peter Albert, Amjad Almahairi, Yasmine Babaei,359

Nikolay Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti Bhosale, et al. Llama 2: Open360

foundation and fine-tuned chat models. arXiv preprint arXiv:2307.09288, 2023.361

[6] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training362

of deep bidirectional transformers for language understanding. In Proceedings of the 2019363

conference of the North American chapter of the association for computational linguistics:364

human language technologies, volume 1 (long and short papers), pages 4171–4186, 2019.365

[7] Aaron Jaech, Adam Kalai, Adam Lerer, Adam Richardson, Ahmed El-Kishky, Aiden Low,366

Alec Helyar, Aleksander Madry, Alex Beutel, Alex Carney, et al. Openai o1 system card.367

arXiv preprint arXiv:2412.16720, 2024.368

[8] OpenAI. Introducing deep research, 2025. Accessed: 2025-04-16. Deep Research is a new369

agentic AI capability integrated within ChatGPT that autonomously conducts multi-step web370

research and synthesizes comprehensive reports.371

[9] Chunting Zhou, Pengfei Liu, Puxin Xu, Srinivasan Iyer, Jiao Sun, Yuning Mao, Xuezhe Ma,372

Avia Efrat, Ping Yu, Lili Yu, et al. Lima: Less is more for alignment. Advances in Neural373

Information Processing Systems, 36:55006–55021, 2023.374

[10] Samir Yitzhak Gadre, Gabriel Ilharco, Alex Fang, Jonathan Hayase, Georgios Smyrnis, Thao375

Nguyen, Ryan Marten, Mitchell Wortsman, Dhruba Ghosh, Jieyu Zhang, et al. Datacomp:376

In search of the next generation of multimodal datasets. Advances in Neural Information377

Processing Systems, 36:27092–27112, 2023.378

[11] Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B Brown, Benjamin Chess, Rewon379

Child, Scott Gray, Alec Radford, Jeffrey Wu, and Dario Amodei. Scaling laws for neural380

language models. arXiv preprint arXiv:2001.08361, 2020.381

[12] Jordan Hoffmann, Sebastian Borgeaud, Arthur Mensch, Elena Buchatskaya, Trevor Cai, Eliza382

Rutherford, Diego de Las Casas, Lisa Anne Hendricks, Johannes Welbl, Aidan Clark, et al.383

Training compute-optimal large language models. arXiv preprint arXiv:2203.15556, 2022.384

10



[13] Paul F Christiano, Jan Leike, Tom Brown, Miljan Martic, Shane Legg, and Dario Amodei. Deep385

reinforcement learning from human preferences. Advances in neural information processing386

systems, 30, 2017.387

[14] Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll Wainwright, Pamela Mishkin,388

Chong Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, et al. Training language models389

to follow instructions with human feedback. Advances in Neural Information Processing390

Systems, 35:27730–27744, 2022.391

[15] Yuntao Bai, Andy Jones, Kamal Ndousse, Amanda Askell, Anna Chen, Nova DasSarma, Dawn392

Drain, Stanislav Fort, Deep Ganguli, Tom Henighan, et al. Training a helpful and harmless393

assistant with reinforcement learning from human feedback. arXiv preprint arXiv:2204.05862,394

2022.395

[16] Nisan Stiennon, Long Ouyang, Jeffrey Wu, Daniel Ziegler, Ryan Lowe, Chelsea Voss, Alec396

Radford, Dario Amodei, and Paul F Christiano. Learning to summarize with human feedback.397

Advances in Neural Information Processing Systems, 33:3008–3021, 2020.398

[17] David Silver and Richard S Sutton. Welcome to the era of experience. Google AI, 2025.399

[18] Wei-Lin Chiang, Lianmin Zheng, Ying Sheng, Anastasios Nikolas Angelopoulos, Tianle Li,400

Dacheng Li, Banghua Zhu, Hao Zhang, Michael Jordan, Joseph E Gonzalez, et al. Chatbot401

arena: An open platform for evaluating llms by human preference. In Forty-first International402

Conference on Machine Learning, 2024.403

[19] Sebastian Farquhar, Jannik Kossen, Lorenz Kuhn, and Yarin Gal. Detecting hallucinations in404

large language models using semantic entropy. Nature, 630(8017):625–630, 2024.405

[20] Jack Lindsey, Wes Gurnee, Emmanuel Ameisen, Brian Chen, Adam Pearce, Nicholas L.406

Turner, Craig Citro, David Abrahams, Shan Carter, Basil Hosmer, Jonathan Marcus, Michael407

Sklar, Adly Templeton, Trenton Bricken, Callum McDougall, Hoagy Cunningham, Thomas408

Henighan, Adam Jermyn, Andy Jones, Andrew Persic, Zhenyi Qi, T. Ben Thompson, Sam409

Zimmerman, Kelley Rivoire, Thomas Conerly, Chris Olah, and Joshua Batson. On the410

biology of a large language model. Transformer Circuits Thread, 2025. URL https://411

transformer-circuits.pub/2025/attribution-graphs/biology.html.412

[21] Nathan Lambert, Valentina Pyatkin, Jacob Morrison, LJ Miranda, Bill Yuchen Lin, Khyathi413

Chandu, Nouha Dziri, Sachin Kumar, Tom Zick, Yejin Choi, Noah A. Smith, and Hannaneh414

Hajishirzi. Rewardbench: Evaluating reward models for language modeling, 2024.415

[22] Yuntao Bai, Saurav Kadavath, Sandipan Kundu, Amanda Askell, Jackson Kernion, Andy416

Jones, Anna Chen, Anna Goldie, Azalia Mirhoseini, Cameron McKinnon, et al. Constitutional417

ai: Harmlessness from ai feedback. arXiv preprint arXiv:2212.08073, 2022.418

[23] Yann Dubois, Chen Xuechen Li, Rohan Taori, Tianyi Zhang, Ishaan Gulrajani, Jimmy Ba,419

Carlos Guestrin, Percy S Liang, and Tatsunori B Hashimoto. Alpacafarm: A simulation420

framework for methods that learn from human feedback. Advances in Neural Information421

Processing Systems, 36, 2024.422

[24] Leo Gao, John Schulman, and Jacob Hilton. Scaling laws for reward model overoptimization.423

In International Conference on Machine Learning, pages 10835–10866. PMLR, 2023.424

[25] Daniel Kahneman, Olivier Sibony, and Cass R Sunstein. Noise: A flaw in human judgment.425

Hachette UK, 2021.426

[26] Guan Wang, Sijie Cheng, Xianyuan Zhan, Xiangang Li, Sen Song, and Yang Liu. Open-427

chat: Advancing open-source language models with mixed-quality data. arXiv preprint428

arXiv:2309.11235, 2023.429

[27] Yinhong Liu, Han Zhou, Zhijiang Guo, Ehsan Shareghi, Ivan Vulić, Anna Korhonen, and Nigel430
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A Long-lasting effect of low-quality reviews788

Here, we provide a simplistic population genetic model to capture our intuition that a fast-growing789

reviewer body’s lack of training can have a long-lasting effect even after the field matures by setting790

up precedent. Note that this is an extremely simplified model, and we acknowledge that reviewer791

quality is not binary and can depend on many factors.792

We follow the standard Wright-Fisher model in population genetics. For each review round t, there793

are Gt “good” reviews and Bt bad reviews (in total Nt = Gt +Bt reviews). In generation t+ 1, for794

Nt+1 new reviews, we model them as generated randomly, with some level of preference. Formally795

Bt+1 ∼ Binomial
(
Nt+1,

Bt

(1 + s(t))Gt +Bt

)
(1)

where s(t) is a factor for preference that could change over time, ideally s(t) > 0 so that one has a796

preference towards writing less bad reviews than simply replicating what was seen in the past cycle.797

We define Xt =
Bt

Nt
.798

We can take a diffusion limit of the model, and the proportion of bad reviews can be approximated as799

a Wright-Fisher SDE800

dXt = s(t)Xt(1−Xt)dt+

√
Xt(1−Xt)

N(t)
dWt (2)

where Wt is a one-dimensional Brownian motion.801

We numerically solve the corresponding Fokker-Planck equation for different N(t) and intervention802

s(t). We assume that N(t) follow a logistic growth representing the usual maturing of the field. The803

results are given in Fig.3. The takeaway message is that we need to act early in stopping the804

trend of preferring low-quality reviews to prevent the downgrade of overall quality and setup805

the precedent for the next generation to follow. The trend can still be reversed in a mid to late806

stage, but requires more efforts (cf. first and last row in Fig.3, we need a longer period of selection if807

we started late). It is useful even just to stop, instead of reverting, the current trend of preferring bad808

reviews (cf. second row of Fig.3). The intuition behind these results is that if a once rare bad review809

was fixed into the norm during the expansion of the field, it will be part of the norm and hard to be810

filtered out in the future when the field grows even larger.811
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Figure 3: Distribution of frequency of bad reviews under Wright-Fisher type of selection model. The three
stages of time are marked in red vertical lines in the first two panels. First column: model number of reviews,
Second: what selection we put at which time, Third-last: distribution of proportion of bad reviews.
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