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ABSTRACT

The Sinkhorn algorithm, based on Entropic Regularized Optimal Transport (OT),
has garnered significant attention due to its computational efficiency enabled by
GPU-friendly matrix-vector multiplications. However, vanilla OT primarily deals
with computations between the source and target nodes in a bipartite graph, limiting
its practical application in real-world transportation scenarios. In this paper, we
introduce the concept of Optimal Flow Transport (OFT) as an extension, where
we consider a more general graph setting and the marginal constraints in vanilla
OT are replaced by flow balance constraints. To obtain solutions, we incorporate
entropic regularization into the OFT and introduce virtual flows for individual
nodes to tackle the issue of potentially numerous isolated nodes lacking flow
passages. Our proposition, the OFT-Sinkhorn algorithm, utilizes GPU-friendly
matrix iterations to maintain flow balance constraints and minimize the objective
function, and theoretical results for global convergence is also proposed in this
paper. Furthermore, we enhance OFT by introducing capacity constraints on nodes
and edges, transforming the OFT problem into a minimum-cost flow problem. We
then present the Capacity-Constrained EOFT-Sinkhorn algorithm and compare
it with the traditional Minimum cost flow (MCF) algorithm, showing that our
algorithm is quite efficient for calculation. In particular, our EOFT-Sinkhorn is
evaluated on high-precision and integer-precision MCF problems with different
scales from one hundred to five thousand size, exhibiting significant time efficiency
and the ability to approximate optimal solutions.

1 INTRODUCTION

Optimal Transport (OT) has shown increasingly important role in solving various problems in
machine learning, including domain adaptation (Tzeng et al., 2017; |Cui et al., 2018), generative
models (Arjovsky et al., 2017; Li et al., 2022), self-supervised contrastive learning (Caron et al.,
2020; |Shi et al., 2023), and long-tail recognition (Peng et al., 2021; Shi et al., 2024b) etc. As an
efficient method for solving OT, the Sinkhorn algorithm relies on matrix-vector iterations to solve the
transportation problem, which is GPU-friendly with high-speed calculations. However, the Sinkhorn
algorithm’s applicability is limited to bipartite graphs, as it only involves computations between sets
of source and target nodes, which significantly deviates from real transportation scenarios. Naturally,
a question arises: can optimal transport with matrix iterations be extended to more general graphs?

Numerous researchers have made significant efforts in the field of optimal transport on graphs. For
instance, based on the graph structure, (Le et al., 2022) propose a variant of OT called Sobolev
transport, which provides a closed-form solution for efficient computation. Additionally, in a related
work, (Le et al., 2024) utilize a specific class of convex functions with an Orlicz structure to introduce
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(a) Vanilla OT (b) Optimal Flow Transport (c) Flow Balance

Figure 1: Illustration of our optimal flow transport and difference to vanilla OT. (a): Vanilla OT
focuses on solving the transportation within a bipartite graph, focusing on transportation between
source and target nodes. (b): Our OFT aims to solve transportation on a more general graph, focusing
on the flow between each pair of nodes. (¢): In our OFT, we consider the constraints on each node
satisfying the flow balance constraint.

the generalized form of Sobolev transport(ST). However, previous works have mostly overlooked the
flow balance constraints on nodes in graph transport. They indirectly compute the flow between two
nodes by calculating the shortest paths between source and target nodes , thus failing to incorporate
capacity constraints on nodes and edges, which are common in real-world transportation scenarios.

In this paper, we aim to fill this gap by proposing Optimal Flow Transport (OFT), in which the
constraints for marginals are replaced by flow balance constraints on nodes. As illustrated in Figure
we consider more complex transportation problems where the source nodes (blue) may not directly
transport to the target nodes (orange). Instead, it may pass through other nodes, such as transshipment
points (yellow). As a result, the original transportation problem is generalized into a broader min-cost
flow (MCF) problem where the marginal constraints are replaced by flow balance constraints as
shown in Figure However, in the current works, we are unable to derive a matrix-vector iterative
algorithm for flow balance satisfaction in OFT by introducing an entropic regularization (Benamou
et al., 2015) directly. This limitation can be attributed to the following reasons: 1) the marginals are
unknown in OFT, and we only have information about their differences; 2) the presence of isolated
points in the graph that do not carry any flow contradicts the non-sparse nature of matrix iteration.

To overcome these limitations, in this paper, we propose entropic optimal flow transport, in which we
do the following reformulation for the flow problem: 1) we introduce virtual transport flows from
each node to itself in the graph, allowing isolated points to participate in the iterations even if they do
not have any incoming or outgoing flows originally; 2) reformulating the flow balance constraints
with marginal-like constraints via adding a new marginal variable for the optimization; 3) Finally
adding the entropic regularization to get the relaxation for OFT. The above reformulations of OFT
enable us to iteratively update the coupling and marginals to compute an approximate solution for the
OFT problem, where we refer to this algorithm as the OFT-Sinkhorn algorithm, and the theoretical
guarantee is also proposed for convergence. Moreover, we can impose capacity constraints on nodes
and edges in our OFT-Sinkhorn algorithm, in which the proposed method can serve as a matrix
iteration-based solver for the minimum-cost flow problem, and experimental results demonstrate the
efficiency of our algorithm with minimal computational errors. Finally, this paper contributes:

* We extend the vanilla OT within a bipartite graph to a more general graph case, and thus propose
optimal flow transport, in which the marginal constraints are replaced by flow balance constraints.

* We propose the entropic OFT to derive the GPU-friendly OFT-Sinkhorn algorithm to get the
approximate solution of the OFT problem. The global convergence is theoretically guaranteed.

* We incorporate node and edge capacity constraints into the OFT, and in this case our OFT is
equivalent to the minimum-cost flow problem. By considering these constraints, we modify the
OFT-Sinkhorn algorithm to ensure that the output satisfies capacity constraints. Experimental
results on the minimum-cost flow problem showcase the superiority of our algorithm.

2 RELATED WORKS AND BACKGROUND

Entropic Optimal Transport. The Optimal Transport (OT) theory can be traced back to (Monge,
1781) where the objective is to seek a mapping that minimizes the total cost of transporting mass
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from a source measure to a target measure, which has various applications in visual matching (Wang
et al., 2013), long-tailed learning (Shi et al., 2024b:c), time series analysis (Zhang et al., 2020; Shi
et al., 2020), multi-modal learning (Shi et al., 2024a; Wang et al., 2024), and etc. Specifically, given
the cost matrix C and two marginals (a, b), Kantorovich’s OT (Kantorovich, |1960) with entropic
regularization involves solving the coupling P by:

o I[r}%nb) <C,P>—cH(P), where U(a,b)={PecR/} [P1,=a,P'1,,=b} (1)
eU(a,

Note that H(P) = — < P,log P — 1,,«, > represents the entropic regularization, and € is the
coefficient. When e = 0, the entropic OT degenerates to vanilla Kantorovich, and when € > 0, the

objective in Eq. [T)is e-strongly convex. Consequently, it possesses a unique solution that can be
determined using Sinkhorn algorithms, as discussed in (Cuturi, 2013; Benamou et al., 2015).

Proposition 1 (Solution Form of Entropic OT (Peyre & Cuturil, [2019)). The solution to Eq. |l|is
unique and satisfy P = diag(u)Kdiag(v), where K = e~C/¢ is the Gibbs kernel associated to the
cost matrix C and (u, v) are two (unknown) scaling variables.

With the solution form of entropic OT, Sinkhorn algorithms (Cuturi, 2013; Benamou et al., 2015)
were proposed to obtain the solution of Eq. [} where one can iteratively update u = a/(Kv) and
v = b/(K"v) to approximate the solution of the transportation problem. However, research on
solving operational research problems using GPU-friendly matrix iteration algorithms seems to be
focused only on transportation problems or matching problems, rather than other complex problems
in operation research. In this paper, we propose to use matrix-vector iterative algorithms to solve a
more generalized transportation problem, i.e. MCF. To the best of our knowledge, our algorithm is
the first GPU-friendly matrix iterative method specifically designed for solving MCF.

Optimal Transport on the Graph. The concept of optimal transport on graphs can be attributed
to (Feldman & McCann, |2002), who initially compute the shortest distances between source and
target nodes to establish a cost matrix. This matrix is then used to calculate the 1-Wasserstein
distance, transforming the problem into a linear program, specifically a min-cost flow problem. This
methodology has been applied and expanded to formulate and analyze traffic congestion models.
Recently, (Le et al., |2022) introduced a new variation named Sobolev transport (ST), tailored
for measures supported on graphs, enabling a closed-form expression for quicker computation.
Furthermore, (Le et al., 2024) extended Sobolev transport with an Orlicz structure (Orlicz, 1932).
They need to first calculate shortest paths before solving the optimal transport between source and
target and they can’t handle capacity constraints at nodes. In this paper, we introduce optimal flow
transport and its entropic regularized case, which calculate the flow in the graph via matrix iterative
methods without the need for precomputing the shortest distances on the graph.

Minimum Cost Flow. Machine learning has been leveraged to handle optimization problems (Bengio
et al., 2021). Minimum-cost flow (MCF) (Goldberg, 1997) is one of the optimization problems
from the network flow theory (Iri,|1996), which involves finding the minimum-cost transportation
of the specified amount of a commodity from a set of supply nodes to a set of demand nodes in a
directed network, considering capacity constraints and linear cost defined on the arcs. The MCF
problem arises in diverse applications, including transportation (Ahmady & Eftekhari Yeghaneh,
2022), logistics (Krile, 2004), and many other industrial scenes (Choi et al., 1988). Efficient
algorithms have been developed to solve the MCF problem. For instance, Fulkerson’s out-of-kilter
algorithm (Fulkerson, |1961) takes advantage of the special structure of MCF and adjusts the arcs that
do not satisfy optimality properties. The cycle canceling algorithm is proposed by Klein (Klein, 1967),
which focuses on maintaining feasible flow at each iteration. Recent years, advancements in the MCF
problem have been marked by several pivotal studies. However, most of the previous methods is
based on CPU calculations and also make an assumption that all the data is integers (de Vos, 2023),
which limits the solution of the MCF problem when dealing with high-precision data. In this paper,
we solve MCF by using a GPU-friendly matrix iterative method to get the approximate solutions.

3 METHDOLOGY

3.1 OpTIMAL FLOW TRANSPORT

In this subsection, We give the definition of Optimal Flow Transport and its exact methods for solving.
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Formulation of OFT We begin by defining the OFT as follows. Consider « = ), a;dy, and
B =", b;dy, are two measures on the graph G(V, £), where N = |V| and (a, b) are two balanced
vectors satisfying < a — b, 1 >= 0. The formulation of OFT can be specified as:

min<D,P> st Ply—PTly=s 2)
P>0

where D > 0 is the distance matrix and s = a — b. Note for each node v; € V, if s; > 0, we refer to
node v; as a supply node with a supply value of s, > 0. If s; < 0, it is a demand node with a demand
of —s;. If —s; = 0, we categorize node v; as a transshipment node. Besides, considering each edge
e;; € &€, Dy; is the distance of the edge e;; and we set D;; — 400 to prevent self-transportation
of nodes here. In comparison to traditional vanilla OT, our OFT considers flow balance constraints
Ply — PT1y = sinstead of the marginal constraints in U (a, b) in Eq.

Exact Solving for OFT For solving the optimization in Eq. 2] in the field of OT, solutions are
typically obtained indirectly. Specifically, one can first define the cost matrix using the geodesic
distance (or shortest path metric):

K—1
Ci = KZ()’lf(l;_lii:i_}j { ; Dipini1 0< k<K, €y ipirce} 3

where ¢ — j indicates i, = ¢ and ¢x = j, which is the path starts at ¢ and ends at j. The primary
formulation of OT, or called the 1-Wasserstein distance can be formulated as

min<C,7> st rwly=a,7 ly=b @)
>0

where pi represents the final transportation results between the source and target nodes, which can

be equivalent to P given the routing of the shortest path in Eq.[3] Then one can adopt the Network
Simplex (Dantzig, 1951) or Sinkhorn Algorithms (Cuturi, 2013) to get the solutions. However, these
shortest path-based approachs have some notable limitations because the routes in the graph are fixed,
and there is no way to impose constraints on the flow of any arbitrary edge or node, which limits the
potential for real applications such as real traffic scenarios. Another line of approaches (Li et al.,
2010; Mohammad Ebrahim & Razmi, 2009) is to use heuristic algorithms based on minimum cost
flow. However, different from the algorithms of transportation problems, most of these algorithms
assume that all data are integers (e.g. (de Vos, 2023)) and aim to find an integer-valued flow with the
minimum total cost while meeting the supply-demand constraints for the graph. This severely limits
the algorithms’ applications on high-precision data.

3.2 OPTIMAL FLOW TRANSPORT WITH ENTROPIC REGULARIZATION

In this subsection, we propose the definition of entropic OFT and corresponding OFT-Sinkhorn to get
the approximate solution for OFT.

Formulation for Entropic OFT Differing Nodes of {k} Nodes of {j}

from previous CPU-based algorithms, in this
paper, following (Cuturi, 2013), we consider
the entropic OFT and employ a GPU-friendly
matrix-vector iterative algorithm to speed up
the computations for OFT. However, directly
adding entropy regularization cannot derive
an algorithm to obtain an approximate solu-
tion as directly as vanilla OT. The reason is
that: 1) there are many isolated points that do
not have any flow passing through them in
the exact solution, while under entropy regu-
larization, flows are necessarily channeled
through them, causing significant bias; 2)
the flow balance constraint cannot directly
form an alternating iterative algorithm like

Zpk.i:Cﬁ si+d Zpi.j =q+d
k i

Figure 2: Illustration of our constraints in Entropic
OFT. The flow constraints satisfied by Eq.[5] where
each node includes virtual flow(d), input flow(q;),
and output flow(q; — s; + d).
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Figure 3: Visualization of network flow results by varying the regularization coefficient € for OFT.
We observe that as e decreases, our approximate solution calculated by EOFT-Sinkhorn approaches
closer to the exact solution computed by Gurobi.

the marginal constraint. To address the issues mentioned above, we have modified the optimization
objectives and constraints:

rlgin <D,P>—-€eH(P) st. Ply=q+d,P'1y=q—-s+dDiagP)=d (5

q

where d = d - 1 represents the virtual flow from each node to itself, given the constant d. Here,
D is the distance matrix and we set D;; = 0 for every node ¢ and increase the constraint P;; = d,
ensuring that each node, including the isolated nodes mentioned earlier, carries at least d units of
flow, which reduces the impact of isolated points for the solutions. Additionally, q represents the
flow out of the nodes (excluding the virtual flow). Then given the net outflow s, we can infer the flow
into each node as q — s. The purpose of these transformations above is to establish a form similar to
the marginal constraints in line with vanilla OT, thereby enabling the derivation of a Sinkhorn-like
algorithm to obtain an approximate solution for OFT. Based on the method of Lagrange multipliers,
we can derive the following proposition (see the proof in Appendix [C.1), which aids us in further
understanding the prosperity of the solution for OFT.

Proposition 2. The solution to Eq. 5\is unique and has the form:

2\ 2
P = Diag(u)KDiag(v) and q= g + < (Kv) - (K"u) + S4) —d (6)

Here u, v are two (unknown) scaling variables satisfying u ®v = 1 and K = e(=Ctdias(m)/e ypepe
h is defined as:
h = ¢(logd — logu — log v) @)

Similar to the entropic OT, the solution P still satisfies P = diag(u)Kdiag(v). However, the output
flow q needs to be calculated, and the Gibbs kernel K is no longer a fixed matrix. Therefore, the
iteration process appears more complex compared to the vanilla Sinkhorn algorithm, which we will
discuss in detail next.

OFT-Sinkhorn Algorithm Here we propose - - -
the OFT-Sinkhorn algorithm [3.2} in which we Algorithm 1 OFT-Sinkhorn: Sinkhorn-based Al-

aim to get the optimal solution of Eq.[5|through gorithm for Entropic Optimal Flow Transport
matrix-vector iterations. An intuitive idea is to Input: Distance Matrix D, Marginal Difference

iteratively update P, q, and K to obtain the s, maximum iteration number L, Virtual-flow d.

optimal solution. For the coupling P, based on Output: The Flow Matri]):() p* )
the solution form P = Diag(u)KDiag(v) and ~ Initialize K = exp (—72) element-wise.
the marginal constraints in Eq.[5] we derive the for [ = 0to %1:1)1 do (1+1) .
following iterations for u” and v(V) with the Update u (l +1)and v according to Eq.[§
(I + 1)—th iteration: Update K by Eq.
Update q(“t1) according to Eq. E]
O +d ) d
ISV W (1) _ 4 —s+ end for

KOovo® Y - (KO)Tul+y Compute P = Diag(u) - K - Diag(v)
®) returnP*=P-PT
—D/e

where we initialize v(9 = 1, KO = ¢ ,and q(¥ = max{7, 7 + s} where 7 is a sufficiently
small positive value. By initializing in this manner, we can ensure that the two marginals of the
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Figure 4: Visualization of the coupling and marginals by varying the regularization coefficient € for
EOFT. As e decreases, the solutions of the coupling and marginals calculated by EOFT-Sinkhorn
become increasingly sparse, approaching the exact solution.

coupling are positive (q(®) > 7 and q® — s > 7), making both u and v positive, thereby
guaranteeing that P is positive. Regarding the calculation of q, following Eq.[6] we can update it as:

1
s §2\ 2
q+ = - T <(K(l+1)v(z+1)) (KD 4 4> _d 9)

In fact, for the iteration of (1), we would need to apply a truncation operation as done for q(°) to
ensure q(”l) > 7 and q(”l) — s > 7. However, in practical iterations, we find that the computed
result for q(“+1) typically naturally satisfies these conditions. Furthermore, for the iteration of K, we
can utilize the constraints Diag(K) = d in Eq.[5]to obtain:

d
; (I+1)y —
Diag(K"™") = a0 @ v+

(10)
and the remaining matrix elements still maintain Kng) = e Dii/c fori # j. By iterating | =
1,2,... until convergence, we can obtain the optimal solution P* for entropic OFT. Similar to how
the Sinkhorn algorithm for entropic OT often serves as an activation layer to ensure that the output
of neural networks is a doubly stochastic matrix (Wang et al., 2019), our OFT-Sinkhorn algorithm
can also serve as a layer to ensure that the output matrix satisfies flow balance constraints, which are
typically enforced using loss functions in previous works (Bengio et al., 2023)). Furthermore, since
the matrix P* exhibits backflow (i.e., P; > 0 and P; > 0 for any node indices i and j), we can

perform a backflow removal operation P* + max{0, P* — (P*) T}, which results in a P* closer to
the exact solution of OFT.

Global Convergence Then we give the convergence discussion. Following (Franklin & Lorenz,
1989), we adopt the Hilbert projective metric to prove our global convergence which is defined as:

!/
def. u;u;
dy (u,u’) = log max —2

/
1,7 ujui

Then we can get the theoretical results that our OFT-Sinkhorn algorithm has linear convergence and
the proof are given in Appendix [E]

Theorem 1. The iterative scheme for OFT-Sinkhron algorithm has linear convergence. More
precisely: one has (u(l),v(l), K(l),q(l)) — (u*,v*,K*,q*) and

dy (u(@,u*) = OK)2) and dy (v“),v*) = O(\(K)?) (11)

where

(12)

dy (KD)v, KO)')
AMK) max A(KY) sup{ D (v <1

Additionally, we further discuss the numerical convergence of our OFT-Sinkhorn algorithm by
varying the iterations in the experimental section.
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3.3 CAPACITATED OPTIMAL FLOW TRANSPORT WITH ENTROPIC REGULARIZATION

To align with the minimum cost flow problems, in this subsection, we consider adding constraints
to our OFT so that our algorithm can address the minimum cost flow problem with matrix-vector
iterations. The detailed algorithm is shown in Alg. 2] in Appendix [B] Next, we will categorize
the capacity constraints into node constraints and edge constraints, and subsequently refine our
OFT-Sinkhorn algorithm accordingly.

Capacitated Constraints on Nodes Initially, we consider Capacitated constraints on nodes, which
involve imposing constraints on the optimization in Eq.[5} q < r and q — s < r, where r represents
the maximum capacity for incoming or outgoing flows at nodes. To address these capacity constraints
in the OFT-Sinkhorn Algorithm modification, we perform a truncation operation, specifically setting

q't! « min (r, min(r — s, ql+1)), where 't is defined in Eq. @for the (I + 1)-th iteration within
the OFT-Sinkhorn Algorithm.

Capacitated Constraints on Edges Then we examine the capacitated constraints on edges, which
replace the constraints diag(P) = d in Eq. with the constraints P < S, where S;; = d represents
the constraints of virtual flow and S;; denotes the capacity for edge e;;. By employing the Lagrangian
method, we can derive the following proposition, with the proof provided in the Appendix [C.2}

Proposition 3. The solution of entropic OFT with edge capacity is unique and has the form:
1

2.1
P* = Diag(u)KDiag(v) and q* = % + ((Kv) (K u) + SZ) ‘-d (13)

Here u, v are two (unknown) scaling variables satisfying u © v = 1 and K = e("P+&)/¢ ywhere G
is defined as
G = min (D + ¢ - log (Diag(u™"')SDiag(v™')),0) (14)

For the Capacitated Edges Constraints in the OFT-Sinkhorn algorithm, we will modify the iteration
for K in Eq.[10]as follows:

K1) = min (K, Diag(u(l+1))_1Sdiag("a+l))_1) (15)

By iteratively applying Eq.[8] Eq. [0l and Eq. [I3] until convergence, we can derive the modified
OFT-Sinkhorn algorithm based on edge capacity constraints.

Capacitated constraints on nodes and edges are typically meaningful in practical scenarios. For
instance, in transportation problems where edges represent roads and nodes denote intersections at
either end of the roads, node capacity constraints can effectively express the limit of vehicles passing
through intersections. Meanwhile, edge capacity constraints can depict the maximum flow allowed
on each road, thereby enabling our capacitated OFT to more accurately model transportation issues
within a traffic road network.

4 EXPERIMENT

4.1 DATASETS AND EXPERIMENT SETTINGS

We conduct experiments using an NVIDIA GeForce RTX 4090 GPU, with programs implemented in
Python and PyTorch. We evaluate our approach on three graph datasets: Uniform-MCF , NETGEN-
MCEF and Vision-MCEF. For all experiments except the ablation study, we use the same settings to
demonstrate our method’s robustness. Since only our matrix iteration algorithm can run efficiently on
GPU, the other three comparison methods were tested on the Intel i9-10920X CPU.

Datasets We adopt the following datasets in our experiments:

* Uniform-MCF (Double-precision): We consider the symmetry between source and target
nodes(i.e., 10% of nodes designated as sources and targets), constructing four synthetic datasets
accordingly(w/o constraint, w/edge constraint, w/node constraint, w/edge+node constraint). We
utilizes Gaussian function to generate double-precision point within Euclidean space. The initial
flow of source and target nodes are generated by Uniform function which is also double-precision.
The edge capacity are set to the same value on the same set of parameters. For more details, please
refer to Appendix [D]
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Table 1: Evaluation Results on Uniform-MCF-500, Uniform-MCF-5k and Uniform-MCF-10k. We
compared our matrix-vector iterative algorithm (EODT-Sinkhorn) with classical MCF algorithms
(such as Real and ZKW) and commonly used general solver Gurobi. One can find that our algorithm
is significantly more efficient than traditional algorithms when computing large-scale Maximum Flow
instances, all while maintaining low computational errors. The fastest solution time is bolded.

Size Methods w/o constraint w/ edge constraint w/ node constraint  w/ edge+node constraints
| obj time | obj time | obj time | obj time

o Real 10.02 14.8s 10.067 101s 10.065 101s 10.066 101.9s

2 ZKW 10.02 184 s 10.067 129 s 10.065 139.4 s 10.066 120.8 s

x Gurobi 10.02 768 s 10.067 4254 s 10.066 4314 s 10.067 4052 s

=)

3 ours | 10.11 4.18s | 10.137 34s | 10.67 434s | 10.138 72.8s
Real 10.059 1843 s 10.071 1036 s 10.071 899 s 10.064 868 s

s ZKW 10.059 2034 s 10.071 977s 10.071 1200 s 10.064 1015 s

X Gurobi - > 3 hours - > 3 hours - > 3 hours - > 3 hours

2

b ours | 10.311 33s | 1018 814s | 10431 316s | 10.186 656 s

< Real 10.08 3363 s 10.0898 2032s 10.0898 1842 s 10.0898 1425 s

S ZKW 10.08 3781s 10.0898 2396 s 10.0898 2543 s 10.0898 1961 s

X Gurobi - > 3 hours - > 3 hours - > 3 hours - > 3 hour

e

S ours | 10.728 47s | 10.1496 1352s | 10.18 1021s | 10.147 1462 s

* NETGEN (Integer-precision): Note that NETGEN (Klingman et al., 1974) is a well-established
generator that produces integer-precision instances for the Minimum Cost Flow (MCF) problem and
other network optimization problems. It is designed to generate minimum-cost flow problems based
on a set of parameters including node size, arc costs, and arc capacities. In our data generation
process, we utilize PYNETGEN , a Python implementation of NETGEN. For further details, please
refer to Appendix

* Vision (Real Scene): This family(Goldberg, 2008) consists of MCF instances based on large-scale
maximum flow problems arising in computer vision applications(with over one million nodes).
These data files were made available by the Computer Vision Research Group at the University of
Western Ontario. The detail of the data is given in Appendix

Baselines. To demonstrate the feasibility and effectiveness of our OFT-Sinkhorn method, we compare
it with representative MCF algorithms (including classic and SOTA algorithms). We consider the
following five methods as our baselines: 1)Real( (Papadimitriou & Steiglitz)) is an exact algorithm
that combines SPFA (Ahuja et al., 1995) and augmenting paths which is particularly suitable for
solving minimum cost flow problems in graphs of fixed distribution of capacity; 2)ZKW( (Goldberg
et al.)) is a variant of Successive Shortest Path Algorithm based on augmenting paths and DFS to
efficiently find the shortest path. It is particularly suitable for solving minimum cost flow problems
in graphs of random distribution of capacity. 3)Gurobi( (Gurobi Optimization, LL.C, 2021)) is a
powerful optimization solver that can efficiently handle a wide range of mathematical optimization
problems, including the minimum cost flow problem. However, as the number of nodes and instances
increases, Gurobi’s computational efficiency decreases. 4)pns( (Kara & Ozturan, 2022))is one of
the SOTA Parallel network simplex algorithm for the MCF problem. 5)lemon( (Kiraly & Kovacs,
2012)) is a is a Highly optimized CPU based solver for MCF problems. Here we test on lemon-ns
which is the network simplex version of lemon.

4.2 EXPERIMENTAL RESULTS

In this section, we discuss the overall performance of various methods on uniform , NETGEN and
Vision datasets which is presented in Table[I], Table[2]and Table

Evaluation on Uniform Data. Uniform-MCF is a double-precision MCF instance with predefined
edge capacities. In terms of Obj across each dataset, both Real and ZKW consistently achieve the
optimal solution, while Gurobi gave a tight approximate solution with a gap of less than 0.1% as
shown in Table[I} This might be attributed to the fact that the MCF problem is solvable in polynomial
time, where exact algorithms can always provide the optimal solution. However, their efficiency
significantly decreases with larger datasets. Notably, Gurobi struggles with problems exceedomg
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Table 2: Evaluation of MCF on Small to medium-sized NETGEN dataset.

Methods 100 x 100 500 x 500 1k x 1k 5k x bk
obj time obj time obj time obj time
Real( Papadimitriou & Steiglitz) 64.58 421ms 20418 1028s 23.365 2340's 15.652 18592 s
ZKW( Goldberg et al.) 64.58 504ms 20418 706s  23.365 1639 s 15.652 7491 s
Gurobi(/Gurobi Optimization, LLC|(2021)) 64.58 77.3s 2042  4572s - > 3 hours - > 10 hours
EOFT-Sinkhorn 65.05 222s 20.548 82s 24.696 420's 16.41 1261 s
Table 3: Evaluation of MCF on very large sparse graph.
Netgen_8 Netgen_lo_8 Vision
Methods obj time obj time obj time
pns(k=1,p=1) (Kara & Ozturan| 2022) 1833 335s 12.88 89s 30.16 1774s
pns(k=4,p=4) 1833 261s 12.88 71s  30.16 2579s
pns(k=16,p=16) 18.33 286s 12.88 91s 30.16 25125
lenmon-ns (Kirdly & Kovdcs, 2012) 18.33 186s 12.88 51s 30.16 2805s
EOFT-Sinkhorn 18.83 50.4s 13.08 593s 3204 1802s

5,000 nodes, which we indicate with a symbol. On w/o constraints, there are only flow balance
constraints mentioned in Eq.[5] For problems that incorporate both capacity and node constraints,
the objective (obj) of the problem slightly increases (e.g., from 10.02 to 10.06) due to the additional
constraints, and the computational time increases almost linearly with the problem size. In contrast,
our entropy regularization method, specifically the Sinkhorn algorithm (Cuturi, 2013), offers faster
solving speeds due to its GPU-friendliness. The results demonstrate that our algorithm significantly
outperforms traditional algorithms in terms of efficiency when computing large-scale MCF instances,
while maintaining low computational error gap. For further details and parameters regarding the
Uniform-MCF , please refer to Tabled]in Appendix

Evaluation Results on small to medium-size NETGEN. The experimental details of NETGEN
datasets are given in Table [5] and the results are given in Table For smaller problems, Real
((Papadimitriou & Steiglitz)) and ZKW ((Goldberg et al.)) achieve the best solution quality and
computational time. However, as the dataset size |D|, the total number of nodes |V| and the
total number of edges |E| increase, our method demonstrates superior solution speed over former
3 methods. Lemon achieve best solution and speed under all-cases, demonstrated outstanding
performance in solving small to medium-scale MCF problems as a SOTA method." Appendix
shows the parameters and details about NETGEN experiments.

Evaluation Results on very large sparse graph. The experimental details for large sparse datasets
are presented in Table[6] while the corresponding results are summarized in Table[3] To efficiently
solve these three exceptionally large sparse MCF problems, we tailored our algorithm to better
leverage the triplet structure inherent in sparse graphs. As the pioneering work applying entropic
regularization to the MCF problem and developing a GPU-friendly algorithm, our approach effectively
tackles the minimum cost flow problem on extremely large sparse graphs. In certain cases, it even
surpasses state-of-the-art algorithms in obtaining high-quality approximate solutions.

4.3 ABLATION STUDY

Then we will analyze the convergence, effect of regularization, and numerical stability in depth.

Convergence of EOFT In Figure 5] we illustrate how the marginal distribution evolves with
the number of iterations for an instance with 5000 nodes. The marginal difference is computed
as P1y — P71y (denoted as Ssoft), while the Ground Truth (GT) marginals are represented by
s. Initially, we generate the flow for the source and target separately using a one-dimensional
Gaussian function, denoted as Sgource and Sgarget- 10 estimate the distribution of the source and
target marginals, we employ Gaussian Kernel Density Estimation (KDE) (Parzen, |1962), defined as
K(u) = \/#276‘%“2. The marginal difference at transshipment nodes is obtained by computing the

difference between the estimated distributions of the source and target marginals, i.€. Ssource —Starget -
The results demonstrate that as the number of iterations increases, EOFT progressively converges to
the GT marginals, validating the accuracy and stability of our algorithm. (e.g., the red dotted line
(EOFT-200 iterations) in Figure [5|almost overlaps with the solid black line which is GT marginals).
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Figure 5: Visualization of the marginals by varying iterations for EOFT. As iterations increase, the
marginals calculated by the OFT-Sinkhorn algorithm (dotted line) gradually approach Ground Truth
(black solid line).

Sparsity of the Coupling In domains such as logistics planning, an exact and sparse transport plan is
desired. In this section, we conduct tests on the sparsity of the transport plan for EOFT-Sinkhorn
methods with different regularization coefficients e. We uniformly sample a network of 60 nodes,
designating 15 as sources and 15 as targets. Figure 3] visualizes the transportation plan generated by
the EOFT method. The dotted green lines represent potential node connections, whereas the red solid
lines signify the actual transportation routes. The color intensity along these paths is indicative of the
flow volume, offering a clear visual illustration of the plan’s density. The results reveal that as the
of € decrease, the approximate solution from the EOFT-Sinkhorn method converges more closely
to the optimal solution achieved using Gurobi. Similarly, Figure @ illustrates the transformation of
the coupling matrix and marginals as the regularization coefficient e decreased. With a decreasing e,
the optimal coupling matrix exhibits increased sparsity, and the transportation plan P progressively
aligns with the solution delivered by Gurobi.

Numerical Stability Note the
stability is critical in algorithm
design and Figure[f]evaluates the
numerical stability of the OFT- o 1e2
Sinkhorn algorithm. Each data -

point reflects the mean perfor- o5 mo o no ae ne res -
mance of four random instances,
with all other parameters kept
constant to ensure fair compar-

ison. The heatmap displays both 1 Covergence threshold "2 Converaence threshold

cost and time, where NaN rep-  Fijgyre 6: Visualization of the cost and time by varying the € and
resents a computational failure Error(convergence threshold) for EOFT. Under most cases, EOFT

at that particular parameter COM-  exhibits a smooth changing process. Each point is obtained by the
bination. The horizontal axis average of 4 instance

shows the progressively reducing

Err (the algorithm’s convergence threshold, defined as P1y — P71y — s) and the vertical axis
illustrates the gradually decreasing €. The findings reveal that as either the convergence threshold or e
diminishes, the EOFT algorithm requires more time to converge, yet it achieves a solution of higher
quality. Our algorithm exhibits remarkable stability across a wide range of parameters, notably when
e range from 5 x 107! to 1 x 10~* and convergence threshold ranges from 1 x 1072 to 1 x 107°.

Heatmap of Cost

521 521 522 522 522 Se-1

Heatmap of Time

7.76 883 10.47 10.54 10.58 10.59 Se-4 255 406 47.1 . 20

864 838 10.41 10.53 NAN NAN le-44 200 30.0

5 CONCLUSION AND FUTURE WORK

This paper has formulated the optimal flow transport problem beyond the vanilla discrete OT, to
improve its applicability in real-world problems. We also present new time-efficient methods OFT-
Sinkhorn algorithm to solve the problem and its variants, which is solved by GPU-friendly matrix
iterations. Experiments show that our method is more efficient than general solvers in solving the
minimum cost flow problem, which proves that our EOFT algorithm can be effectively used to solve
the minimum cost flow problem. For future work, we will combine our approach with other OT
variants, such as partial transportation Phatak et al. (2023)), robust optimization Raghvendra et al.
(2024), or explore parallel computation of OFT (Lahn et al., 2023)).

10



Published as a conference paper at ICLR 2025

REFERENCES

Mahmuod Ahmady and Yones Eftekhari Yeghaneh. Optimizing the cargo flows in multi-modal freight
transportation network under disruptions. Iranian Journal of Science and Technology, Transactions
of Civil Engineering, 46(1):453-472, 2022.

Ravindra K Ahuja, Thomas L. Magnanti, and James B Orlin. Network flows: theory, algorithms and
applications. Prentice hall, 1995.

M. Arjovsky, S. Chintala, and L. Bottou. Wasserstein gan. /CML, 2017.

Jean-David Benamou, Guillaume Carlier, Marco Cuturi, Luca Nenna, and Gabriel Peyré. Itera-
tive bregman projections for regularized transportation problems. SIAM Journal on Scientific
Computing, 37(2):A1111-A1138, 2015.

Yoshua Bengio, Andrea Lodi, and Antoine Prouvost. Machine learning for combinatorial optimization:
a methodological tour d’horizon. European Journal of Operational Research, 2021.

Yoshua Bengio, Salem Lahlou, Tristan Deleu, Edward J. Hu, Mo Tiwari, and Emmanuel Bengio.
Gflownet foundations, 2023. URL https://arxiv.org/abs/2111.09266.

Mathilde Caron, Ishan Misra, Julien Mairal, Priya Goyal, Piotr Bojanowski, and Armand Joulin.
Unsupervised learning of visual features by contrasting cluster assignments. Advances in neural
information processing systems, 33:9912-9924, 2020.

Wonjoon Choi, Horst W Hamacher, and Suleyman Tufekci. Modeling of building evacuation
problems by network flows with side constraints. European Journal of Operational Research, 35
(1):98-110, 1988.

Yin Cui, Yang Song, Chen Sun, Andrew Howard, and Serge Belongie. Large scale fine-grained
categorization and domain-specific transfer learning. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pp. 4109—-4118, 2018.

Marco Cuturi. Sinkhorn distances: Lightspeed computation of optimal transport. Advances in neural
information processing systems, 26, 2013.

George B Dantzig. Application of the simplex method to a transportation problem. Activity analysis
and production and allocation, 1951.

Tijn de Vos. Minimum cost flow in the congest model, 2023. URL https://arxiv.org/abs/
2304.01600.

Mikhail Feldman and Robert J. McCann. Uniqueness and transport density in monge’s mass
transportation problem. Calculus of Variations and Partial Differential Equations, 15:81-113,
2002. URLhttps://api.semanticscholar.org/CorpusID:63289309.

Joel Franklin and Jens Lorenz. On the scaling of multidimensional matrices. Linear Algebra and its
applications, 114:717-735, 1989.

Delbert R Fulkerson. An out-of-kilter method for minimal-cost flow problems. Journal of the Society
for Industrial and Applied Mathematics, 9(1):18-27, 1961.

Andrew V Goldberg. An efficient implementation of a scaling minimum-cost flow algorithm. Journal
of algorithms, 22(1):1-29, 1997.

Andrew V Goldberg. The partial augment—relabel algorithm for the maximum flow problem. In
European Symposium on Algorithms, pp. 466—477. Springer, 2008.

Andrew V Goldberg, Eva Tardos, and Robert Tarjan. Network flow algorithm. Technical report,
Cornell University Operations Research and Industrial Engineering.

Gurobi Optimization, LLC. Gurobi Optimization, LLC,2021. URL https://www.gurobi.com.

Masao Iri. Network flow—theory and applications with practical impact. In System Modelling and
Optimization: Proceedings of the Seventeenth IFIP TC7 Conference on System Modelling and
Optimization, 1995, pp. 24-36. Springer, 1996.

11


https://arxiv.org/abs/2111.09266
https://arxiv.org/abs/2304.01600
https://arxiv.org/abs/2304.01600
https://api.semanticscholar.org/CorpusID:6328939
https://www.gurobi.com

Published as a conference paper at ICLR 2025

Leonid V Kantorovich. Mathematical methods of organizing and planning production. Management
science, 6(4):366-422, 1960.

Gokgehan Kara and Can Ozturan. Parallel network simplex algorithm for the minimum cost flow
problem. Concurrency and Computation: Practice and Experience, 34(4):¢6659, 2022.

Zoltan Kirdly and Péter Kovacs. Efficient implementations of minimum-cost flow algorithms. arXiv
preprint arXiv:1207.6381, 2012.

Morton Klein. A primal method for minimal cost flows with applications to the assignment and
transportation problems. Management Science, 14(3):205-220, 1967.

Darwin Klingman, Albert Napier, and Joel Stutz. Netgen: A program for generating large scale
capacitated assignment, transportation, and minimum cost flow network problems. management
science, 20(5):814-821, 1974.

Srecko Krile. Application of the minimum cost flow problem in container shipping. In Proceedings.
Elmar-2004. 46th International Symposium on Electronics in Marine, pp. 466—471. IEEE, 2004.

Nathaniel Lahn, Sharath Raghvendra, and Kaiyi Zhang. A combinatorial algorithm for approximating
the optimal transport in the parallel and mpc settings. Advances in Neural Information Processing
Systems, 36:21675-21686, 2023.

Tam Le, Truyen Nguyen, Dinh Phung, and Viet Anh Nguyen. Sobolev transport: A scalable metric
for probability measures with graph metrics. In International Conference on Artificial Intelligence
and Statistics, pp. 9844-9868. PMLR, 2022.

Tam Le, Truyen Nguyen, and Kenji Fukumizu. Generalized sobolev transport for probability measures
on a graph. arXiv preprint arXiv:2402.04516, 2024.

XY Li, Yash P Aneja, and F Baki. An ant colony optimization metaheuristic for single-path
multicommodity network flow problems. Journal of the Operational Research Society, 61(9):
1340-1355, 2010.

Yang Li, Yichuan Mo, Liangliang Shi, and Junchi Yan. Improving generative adversarial networks
via adversarial learning in latent space. Advances in Neural Information Processing Systems, 35:
8868-8881, 2022.

R. Mohammad Ebrahim and J. Razmi. A hybrid meta heuristic algorithm for bi-objective
minimum cost flow (bmcf) problem. Advances in Engineering Software, 40(10):1056-1062,
2009. ISSN 0965-9978. doi: https://doi.org/10.1016/j.advengsoft.2009.03.003. URL https:
//www.sclencedirect.com/science/article/p11/5S0965997809000635.

Gaspard Monge. Mémoire sur la théorie des déblais et des remblais. Mem. Math. Phys. Acad. Royale
Sci., pp. 666-704, 1781.

W. Orlicz. Ueber eine gewisse klasse von rdumen vom typus. Bulletin International de I’Académie
Polonaise des Sciences et des Lettres, pp. 8-9, 1932.

Christos H Papadimitriou and Kenneth Steiglitz. Combinatorial optimization: algorithms and
complexity. Courier Corporation.

Emanuel Parzen. On estimation of a probability density function and mode. Annals of Mathe-
matical Statistics, 33:1065-1076, 1962. URL https://api.semanticscholar.org/
CorpusID:122932724.

Hanyu Peng, Mingming Sun, and Ping Li. Optimal transport for long-tailed recognition with learnable
cost matrix. In International Conference on Learning Representations, 2021.

Gabriel Peyre and Marco Cuturi. Computational optimal transport. Foundations and Trends in
Machine Learning, 11(5-6):355-607, 2019.

Abhijeet Phatak, Sharath Raghvendra, Chittaranjan Tripathy, and Kaiyi Zhang. Computing all optimal
partial transports. In International Conference on Learning Representations, 2023.

12


https://www.sciencedirect.com/science/article/pii/S0965997809000635
https://www.sciencedirect.com/science/article/pii/S0965997809000635
https://api.semanticscholar.org/CorpusID:122932724
https://api.semanticscholar.org/CorpusID:122932724

Published as a conference paper at ICLR 2025

Sharath Raghvendra, Pouyan Shirzadian, and Kaiyi Zhang. A new robust partial p-wasserstein-based
metric for comparing distributions. In International Conference on Machine Learning, 2024.

Liangliang Shi, Peili Lu, and Junchi Yan. Causality learning from time series data for the industrial
finance analysis via the multi-dimensional point process. Intelligent Automation & Soft Computing,
26(5), 2020.

Liangliang Shi, Gu Zhang, Haoyu Zhen, Jintao Fan, and Junchi Yan. Understanding and generalizing
contrastive learning from the inverse optimal transport perspective. International conference on
machine learning, 2023.

Liangliang Shi, Jack Fan, and Junchi Yan. Ot-clip: Understanding and generalizing clip via optimal
transport. In Forty-first International Conference on Machine Learning, 2024a.

Liangliang Shi, Zhaoqi Shen, and Junchi Yan. Double-bounded optimal transport for advanced
clustering and classification. In Proceedings of the AAAI Conference on Artificial Intelligence,
volume 38, pp. 14982-14990, 2024b.

Liangliang Shi, Haoyu Zhen, Gu Zhang, and Junchi Yan. Relative entropic optimal transport: a
(prior-aware) matching perspective to (unbalanced) classification. Advances in Neural Information
Processing Systems, 36, 2024c.

Eric Tzeng, Judy Hoffman, Kate Saenko, and Trevor Darrell. Adversarial discriminative domain

adaptation. In Proceedings of the IEEE conference on computer vision and pattern recognition, pp.
7167-7176, 2017.

Guolong Wang, Xun Wu, Zheng Qin, and Liangliang Shi. Routing evidence for unseen actions
in video moment retrieval. In Proceedings of the 30th ACM SIGKDD conference on knowledge
discovery and data mining, pp. 3024-3035, 2024.

Runzhong Wang, Junchi Yan, and Xiaokang Yang. Learning combinatorial embedding networks
for deep graph matching. In Proceedings of the IEEE/CVF international conference on computer
vision, pp. 3056-3065, 2019.

Wei Wang, Dejan Slepcev, Saurav Basu, John A Ozolek, and Gustavo K Rohde. A linear optimal
transportation framework for quantifying and visualizing variations in sets of images. International
Jjournal of computer vision, 101(2):254-269, 2013.

Zheng Zhang, Ping Tang, and Thomas Corpetti. Time adaptive optimal transport: A framework of
time series similarity measure. IEEE Access, 8:149764-149774, 2020.

13



Published as a conference paper at ICLR 2025

A APPENDIX

B DETAILS ALGORITHM OF EOFT WITH NODE AND EDGE CONSTRAINTS

Algorithm 2 OFT-Sinkhorn: Iterative Sinkhorn-based Algorithm for (capacitied) Entropic Optimal
Flow Transport with Edge and Node Constraints
Input: Distance Matrix D, Edge Capability S, Node Capability r, Marginal Difference s, maximum
iteration number L, Virtual-flow d.
Output: The Allocation Matrix P;; for¢,7 =1,..., N
Initialize K = exp (—2) element-wise.
for/=0toL —1do
Update ul*+1) | v(+1) according to Eq.
Update q“*1) according to Eq.
Update G(+1) according to Eq.
Update K(+1) by exp (M>

€

end for
Compute P = Diag(u) - K - Diag(v)
returnP* =P - P

C PROOF FOR ALGORITHEM EOFT-SH, EOFT-SH-C
Here we provide the Mathematical proof for Proposition [I]and 2]in main text.

C.1 WITHOUT CONSTRAINS

min <D,P > —eH(P)
P>0,
q>0
- T (16)
subjectto Ply=q+d,P' 1y =q—-s+d

Diag(P) =d
Adding dual variables f, g, h, the lagrange equation is then:

L=<D,P>—eH[P)- <f,Ply—q-d>— <g,P'1y—q+s—d > — < h,Diag(P)—d >

7)
We can get partial differential of lagrange equation with respect to P:
oL .,
a?ij:Dij'FdOg(Pij)_fi_gj:O(Z#]) (18)
Then we can get :
P;j = efi/ceDi/<esile, (19)
Similarly:
oL =Dji +elog(Pi;) —fi—gi —h; =0 (20)
aPii — ii € Og ii i gl i—
Then we can get :
P, = efi/cem(Du—hi)/ccei/e 1)
Thus for the whole matrix P, we can get :
P = Diag(ef/€)e PHPias(®)/eDjag(e8/€). (22)

Letting u = ef/¢, v = ¢8/5, K = ¢ P+Diag(h)/¢ e can get the optimal solution from P =
Diag(u)KDiag(v).
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We can get partial differential of lagrange equation with respect to q:

oL
—=f =0.
0q te

Thuswecangetf = —g ie:uGv=1

Knowing P1y =q+dand PT1y = q — s + d, we can get:

@ u_q—i—d V_q—s—f—d
- Kv '’ ~ KTu
Thus we have :
q+d q—s+d_1
Kv (K)Tu

Then we can get the solution of q as :

2

=

@ a=;+(EoEw+%) -a

Knowing Diag(P) = d, we can get that :

Diag(P) = u; - e("PutDiaghi))/e .y — g

So the solution of d is :

(3) h=¢ex (logd —logu — log v) + Diag(D)

From the above derivation, we can know:
@ K — o—D+Diag(h)/e

By iterating through @, @, @, and @, we obtain the final Proposition

C.2  WITH CONSTRAINS

min <D,P > —eH(P)

subjectto Ply =q+d,P'1ly=q—s+d

P<S,q<r

Adding dual variables f, g, H(H > 0), the lagrange equation is then:

(23)

(24)

(25)

(26)

L=<D,P>—-eHP)- <f,Ply—q-d>-<gP'ly—q+s—-d>-<HP-S>

The partial differential of lagrange equation with respect to P:

oL
8Pij

Thus we get :

P;; = efi/ce(-DutHi)/ecgi/e — Diag(u)KDiag(v)

where u = ef/¢, v = 8/, K = ¢(-D+H)/¢
We can get partial differential of lagrange equation with respect to q:

oL
q +g=0

Thus we can get f = —g  i.e: u® v = 1 Similar to the Section 3.1:

15
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_q+d q—s-i—d_1
- Kv (K)Tu

u®v

Due to the constraint on q:

q* = min E—i—((Kv)@(KTu)—&—i)%—d r 31)
2 4 ’
Due to P < S ,we can get that :
P = Diag(u)e"P™H)/“Diag(v) < S (32)

Thus: H < D + € - log (Diag(u~!)SDiag(v~")) Thus we can get that :
H = min (D + ¢ - log (Diag(u™')SDiag(v™")), 0) (33)

D DETAILS ABOUT EXPERIMENTS

D.1 DETAILS ABOUT PARAMETERS
Table [d] show the parameters of MCF experiments at Table[I]in main text ,including the Batch size,

Regularization coefficients, Split of the node set, d (Virtual-flow), Node_C (Capacity for flows at
nodes), Edge_C (Capacity for edges)), and err (Convergence threshold of the iterations).

Table 4: The parameters for experiments on synthetic dataset

Instance Instance_Num € Node_Split dO | Edge_C | Node_C | Convergence threshold
Node_500_w/o constraint 64 Se-4 50_400_50 Te-3 - - Te-6
Node_500_w/edge constraint 256 le-4 50_400_50 le-4 0.05 - le-5
Node_500_w/node constraint 256 5e-4 50_400_50 le-4 - 0.1 le-5
Node_500_w/ edge+node constraints 256 le-4 50_400_50 le-4 0.1 0.5 le-5
Node_5k_w/o constraint 16 Se-4 500_4000_500 le-4 - - le-6
Node_5k_w/edge 16 Se-4 | 500_4000_500 le-4 0.05 - le-5
Node_5k_w/node 8 le-3 | 500_4000_500 le-4 - 0.1 le-5
Node_5k_w/ edge+node constraints 8 Se-4 | 500_4000_500 le-4 0.1 0.5 le-5
Node_10k_w/o constraint 4 5e-4 | 1000_8000_1000 | le-6 - - le-6
Node_10k_w/ edge constraints 2 5e-4 | 1000_8000_1000 | le-4 0.05 - le-5
Node_10k_w/ node constraints 2 Se-4 | 1000_8000_1000 | le-4 - 0.1 le-5
Node_10k_w/ edge+node constraints 2 Se-4 | 1000_8000_1000 | le-4 0.1 0.5 le-5

Similarly, Table [5] show the parameters of MCF experiments at Table [2] in main text, including
the Batch size, Regularization coefficients, Split of the node set, d (Virtual-flow), Cap_Range
(Capacity range for NETGEN to randomly generate), Arc_Num (Totak arc number)), and err
(Convergence threshold of the iterations).

The Convergence threshold err is defined as the average differance of the marginals:

Z?a:tclh_SiZC leln - P;rlm, - S7,H

err = -
batch_size

Table 5: The parameters for experiments on NETGEN dataset

Instance Instance_Num € Node_Split dO0 | Cap_Range | Arc_Num | err
Node_100_NETGEN 128 Ie-3 10_80_10 le-4 [0.5,1] 800 le-5
Node_500_NETGEN 256 Se-4 50_400_50 le-4 [0.5,1] 64k le-4
Node_1k_NETGEN 128 Se-4 | 100_800_100 | le-4 [0.5,1] 80k le-4
Node_5k_NETGEN 8 Se-4 | 500_4000_500 | le-4 [0.5,1] 10000k | le-4

Table [7]shows the Sparsity degree of the Table[T]including the Cost Matrix, Guroobi and EOFT.The
results shows that the Uniform-dataset is sparse graph, and both Gurobi and EOFT have obtained
nearly equally sparse solutions across various constraint scenarios and problem sizes. The arc number
of NETGEN dataset is about O(n?) on 500/1k/5k instances, which means they are Dense graph.
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Table 6: The parameters for very large sparse graph. For netgen generator, netgen_8 is a sparse graph
with a degree 8, and netgen_lo are variants with lower supplies. Vision we adopt the Vision_inv_05
instance mentioned in Kara & Ozturan (2022)

Instance Instance_Num | Node Num | Arc Num | Total Supply | Capacity_Range | Cost_Range | err € do

Netgen_8 1 1048576 8388608 1024000 [1,1000] [1,10000] le-3 | le-2 | le4
Netgen_lo_8 1 1048576 8388608 10240 [1,1000] [1,10000] le-3 | le-2 | le-4
Vision 1 3899394 | 23091149 10000 0,100] 0001000 | 1e-3 | 1e2 | le-4

Table 7: The sparsity degree of the solutions

Instance Cost_Mat | Gurobi_Sol | EOFT_Sol
Node_500_w/o constraint 0.02 0.998 0.996
Node_500_w/ edge+node constraints 0.02 0.999 0.992
Node_5k_w/o constraint 0.002 0.998 0.997
Node_5k_w/ edge+node constraints 0.002 0.982 0.951
Node_10k_w/o constraint 0.002 0.999 0.999
Node_10k_w/ edge+node constraints 0.002 0.962 0.934

D.2 DETAILS ABOUT DATASET

Uniform-MCF: The average out-degree of this dataset is 16, indicating that Uniform-MCF is a
high-precision and sparse graph dataset. The Distance matrix here is generated by gaussian function
within [0, 1]? Euclidean space

NETGEN (Klingman et al.,|1974) was used to generate random minimum-cost flow, maximum flow,
and assignment problems, exported in DIMACS graph format. We use PyNETGEN as a Python
implementation of NETGEN in our data generating process.

PyNETGEN are capable of generating minimum-cost network flows problems according to a set of
tuneable parameters that control things like the size of the network and the acceptable ranges of arc
costs and capacities. It begins by defining source and sink nodes and randomly distributing supply
among them. It then generates a set of "skeleton arcs" to create paths from the sources to the sinks.
Skeleton arcs are guaranteed to have enough capacity to carry all required flow, ensuring that the
problem instance is feasible. After the skeleton is defined, arcs are randomly generated between pairs
of randomly-selected nodes until the desired density is reached The main parameters used for the
NETGEN are as follows:

¢ nodes — number of nodes (default 10)

¢ sources — number of source nodes (default 3)

* sinks — number of sink nodes (default 3)

* density — number of arcs (shown in Table @)

* mincost — minimum arc cost (we set as 10)

* maxcost — maximum arc cost (we set as 100)

* supply — total supply (we set as 10000)

* capacitated — percent of skeleton arcs (0-100) that are capacitated (we set as 100)

* mincap — minimum arc capacity (shown in Table [4)

* maxcap — maximum arc capacity (shown in Table

E CONVERGENCE OF OFT-SINKHRON ALGORITHM.

Based on the OFT-Sinkhorn algorithm, the corresponding iterative scheme is as follows,
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w+n — q? +d
KOv®’
(O
Gy - 947 —s+d
(KO)Tul+D)’
d
ul+1 @ y(+1)’

(34)
Diag(K(+1) =

1
"
¢Hn:Z+OKWﬂwH%@«KUW”¢””+Z>2‘¢

for! =0,1,..., M. The stopping criteria are chose as max |q*") — g™ ~1| < § with a small error

criteria 0. Before analyzing the global convergence of OFT-Sinkhorn algorithm, we introduce the
Hilbert projection metric, which is defined as,

, u; v’
dy (u,u’) = log max —. (35)
R
Lemma 1. For matrix K, vector v and V', the following inequality holds
dy (Kv, Kv") < AM(K)dyg (v, V') (36)

with
AMK) = VB
(K) = Jmaom <1 37)

_ KirKje
n(K) = max; j ke g1

The above theoretical results are given in Theorem 4.1 in the paper (Peyre & Cuturi, 2019) and we
use it to prove the following theorem to show our convergence.

Theorem 2. The iterative scheme Eq.|34|for OFT-Sinkhron algorithm has linear convergence. More
precisely: one has (u(l),v(l), KO q7) = (u*,v*,K*,q*) and

dy (u(é), u*)

ONK)™),

(38)
du (v, ) = ONK)Y),
where
d (K(l))v K(l))v')
_ O _ H ’ <
AMK) mlax)\(K ) sup{ oy (V) <1 (39)
Proof. For any v and v/, we have
dy(V,V/):dH(V/V/,].N):dy(lN/V,lN/V/). (40)
Then,
D 4d q*—s+d
(1+1) %) _ q"’ +d q° —s+
i (“ o ) = du (Kmvuw K
KOvD)  Kry*
4 @)

_ )\Kl )\K* d V(l) V*
< max(A(K"), A(K")) H<q(l)+d’q*s+d>

(1) *
v v
< AMK)d 5 ’
<A )H<q(l)+d q*s+d)
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. . S 0 *

Lemma |lis used in Eq. 41| which implies u® — u*, Y7 — ¥
q® a

Furthermore,

O+d q"—s+d
I+1) ) _ q + qQ —s+
dq.[ (V( ),V ) = dH (K(l)u(lJrl)a K u* >

K(l)u(l-‘rl) K*u*
o )

¥ +d "q* —s+d

(I+1) *

u u

< AMK)d

= ( )H(q(l)—i—d’q*—s—kd)

*

Lemmal|l|is used again in Eq.42{which shows that v() — v*, % — %.
Substituting u* and v* into Eq.[34] which deduces to
d

Diag(K*) = TV q =

| »
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+ ((K*v*) o (KT u®) + 2) ' 4

(42)

(43)
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