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ABSTRACT

Some neurons in deep networks specialize in recognizing highly specific percep-
tual, structural, or semantic features of inputs. In computer vision, techniques
exist for identifying neurons that respond to individual concept categories like
colors, textures, and object classes. But these techniques are limited in scope, la-
beling only a small subset of neurons and behaviors in any network. Is a richer
characterization of neuron-level computation possible? We introduce a procedure
(called MILAN, for mutual-information-guided linguistic annotation of neurons)
that automatically labels neurons with open-ended, compositional, natural lan-
guage descriptions. Given a neuron, MILAN generates a description by searching
for a natural language string that maximizes pointwise mutual information with
the image regions in which the neuron is active. MILAN produces fine-grained
descriptions that capture categorical, relational, and logical structure in learned
features. These descriptions obtain high agreement with human-generated feature
descriptions across a diverse set of model architectures and tasks, and can aid in
understanding and controlling learned models. We highlight three applications of
natural language neuron descriptions. First, we use MILAN for analysis, character-
izing the distribution and importance of neurons selective for attribute, category,
and relational information in vision models. Second, we use MILAN for auditing,
surfacing neurons sensitive to human faces in datasets designed to obscure them.
Finally, we use MILAN for editing, improving robustness in an image classifier by
deleting neurons sensitive to text features spuriously correlated with class labels.1

1 INTRODUCTION

A surprising amount can be learned about the behavior of a deep network by understanding the indi-
vidual neurons that make it up. Previous studies aimed at visualizing or automatically categorizing
neurons have identified a range of interpretable functions across models and application domains:
low-level convolutional units in image classifiers implement color detectors and Gabor filters (Erhan
et al., 2009), while some later units activate for specific parts and object categories (Zeiler & Fer-
gus, 2014; Bau et al., 2017). Single neurons have also been found to encode sentiment in language
data (Radford et al., 2017) and biological function in computational chemistry (Preuer et al., 2019).
Given a new model trained to perform a new task, can we automatically catalog these behaviors?

Techniques for characterizing the behavior of individual neurons are still quite limited. Approaches
based on visualization (Zeiler & Fergus, 2014; Girshick et al., 2014; Karpathy et al., 2015; Ma-
hendran & Vedaldi, 2015; Olah et al., 2017) leave much of the work of interpretation up to human
users, and cannot be used for large-scale analysis. Existing automated labeling techniques (Bau
et al., 2017; 2019; Mu & Andreas, 2020) require researchers to pre-define a fixed space of candidate
neuron labels; they label only a subset of neurons in a given network and cannot be used to surface
novel or unexpected behaviors.

This paper develops an alternative paradigm for labeling neurons with expressive, compositional,
and open-ended annotations in the form of natural language descriptions. We focus on the visual

1Code, data, and an interactive demonstration may be found at http://milan.csail.mit.edu/.

1

http://milan.csail.mit.edu/


Published as a conference paper at ICLR 2022

Figure 1: (a) We aim to generate natural language descriptions of individual neurons in deep networks.(b)
We �rst represent each neuron via anexemplar setof input regions that activate it.(c) In parallel, we collect a
dataset of �ne-grained human descriptions of image regions, and use these to train a model ofp(descriptionj
exemplars) andp(description). (d) Using these models, we search for a description that has high pointwise
mutual information with the exemplars, ultimately generating highly speci�c neuron annotations.

domain: building on past work on information-theoretic approaches to model interpretability, we
formulate neuron labeling as a problem of �ndinginformativedescriptions of a neuron's pattern
of activation on input images. We describe a procedure (calledMILAN , for mutual-information-
guidedlinguistic annotation ofneurons) that labels individual neurons with �ne-grained natural
language descriptions by searching for descriptions that maximize pointwise mutual information
with the image regions in which neurons are active. To do so, we �rst collect a new dataset of
�ne-grained image annotations (MILANNOTATIONS , Figure 1c), then use these to construct learned
approximations to the distributions over image regions (Figure 1b) and descriptions. In some cases,
MILAN surfaces neuron descriptions that more speci�c than the underlying training data (Figure 1d).

MILAN is largely model-agnostic and can surface descriptions for different classes of neurons, rang-
ing from convolutional units in CNNs to fully connected units in vision transformers, even when the
target network is trained on data that differs systematically fromMILANNOTATIONS ' images. These
descriptions can in turn serve a diverse set of practical goals in model interpretability and dataset
design. Our experiments highlight three: usingMILAN -generated descriptions to (1) analyze the
role and importance of different neuron classes in convolutional image classi�ers, (2) audit mod-
els for demographically sensitive feature by comparing their features when trained on anonymized
(blurred) and non-anonymized datasets, and (3) identify and mitigate the effects of spurious cor-
relations with text features, improving classi�er performance on adversarially distributed test sets.
Taken together, these results show that �ne-grained, automatic annotation of deep network models
is both possible and practical: rich descriptions produced by automated annotation procedures can
surface meaningful and actionable information about model behavior.

2 RELATED WORK

Interpreting deep networks MILAN builds on a long line of recent approaches aimed at explain-
ing the behavior of deep networks by characterizing the function of individual neurons, either by
visualizing the inputs they select for (Zeiler & Fergus, 2014; Girshick et al., 2014; Karpathy et al.,
2015; Mahendran & Vedaldi, 2015; Olah et al., 2017) or by automatically categorizing them accord-
ing to the concepts they recognize (Bau et al., 2017; 2018; Mu & Andreas, 2020; Morcos et al.,
2018; Dalvi et al., 2019). Past approaches to automatic neuron labeling require �xed, pre-de�ned
label sets; in computer vision, this has limited exploration to pre-selected object classes, parts, ma-
terials, and simple logical combinations of these concepts. While manual inspection of neurons has
revealed that a wider range of features play an important role in visual recognition (e.g. orientation,
illumination, and spatial relations; Cammarata et al. 2021)MILAN is the �rst automated approach
that can identify such features at scale. Discrete categorization is also possible fordirectionsin rep-
resentation space (Kim et al., 2018; Andreas et al., 2017; Schwettmann et al., 2021) and for clusters
of images induced by visual representations (Laina et al., 2020); in the latter, an off-the-shelf im-
age captioning model is used to obtain language descriptions of the unifying visual concept for the
cluster, although the descriptions miss low-level visual commonalities. AsMILAN requires only a
primitive procedure for generating model inputs maximally associated with the feature or direction
of interest, future work might extend it to these settings as well.
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