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Abstract

In-context learning (ICL) in Large Language001
Models (LLMs) has shown remarkable perfor-002
mance across various tasks without requiring003
fine-tuning. However, recent studies have high-004
lighted the risk of private data leakage through005
the prompt in ICL, especially when LLMs are006
exposed to malicious attacks. While differential007
privacy (DP) provides strong privacy guaran-008
tees, it often significantly reduces the utility009
of in-context learning (ICL). To address this010
challenge, we incorporate task-related public011
data into the ICL framework while maintaining012
the DP guarantee. Based on this approach, we013
propose a private in-context learning algorithm014
that effectively balances privacy protection and015
model utility. Through experiments, we demon-016
strate that our approach significantly improves017
the utility of private ICL with the assistance018
of public data. Additionally, we show that our019
method is robust against membership inference020
attacks, demonstrating empirical privacy pro-021
tection.022

1 Introduction023

With the emergence of Large Language Models024

(LLMs), in-context learning (ICL) has demon-025

strated remarkable performance across various026

tasks by enabling models to infer from provided027

examples without modifying internal parameters028

(Brown et al., 2020; Min et al., 2022; Wei et al.,029

2022). This flexibility allows LLMs to adapt to di-030

verse domains without explicit training, leading to031

its widespread adoption (Dong et al., 2022).032

Meanwhile, concerns about privacy leakage have033

been raised regarding the deployment of ICL in034

LLMs (Li et al., 2023a; Kandpal et al., 2023; Li035

et al., 2024). For a concrete example, consider the036

ICL scenario depicted in Figure 1, where private037

patient treatment records are used as demonstration038

examples. A malicious attacker aiming to access039

private clinical record data may provide a deceptive040

Figure 1: An illustration of a prompt leakage attack,
where a malicious user attacks a prompt composed of
public and private examples retrieved from the database.
By leveraging the tuned prompt, the attacker can extract
private information from the in-context examples.

prompt to the LLM. The LLM with an ICL algo- 041

rithm, without privacy protection, could potentially 042

expose sensitive clinical data to attackers. One sim- 043

ple defense against malicious attacks is removing 044

personally identifiable information (PII) (Gardiner 045

et al., 2024; Staab et al., 2024). Unfortunately, em- 046

pirical studies have shown that removing PII is not 047

sufficient to protect privacy, as malicious attackers 048

can leverage external knowledge to infer missing 049

information from documents where PII has been re- 050

moved (Ganta et al., 2008; Kumar and Karthikeyan, 051
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2012). This motivates the application of a rigorous052

privacy-protection framework.053

Differential privacy (DP) has emerged as the054

gold standard for rigorous privacy protection across055

multiple domains, including computer vision, rec-056

ommendation systems, natural language process-057

ing, and census data (Dwork, 2006). The essence058

of differential privacy is to ensure that the output of059

an algorithm is minimally influenced by the inclu-060

sion or exclusion of any individual’s data, thereby061

reducing the risk of privacy leakage. Additionally,062

the level of privacy protection can be adjusted by063

tuning the privacy protection parameter ε. Differen-064

tial privacy is often employed in conjunction with065

sample and aggregate techniques, where multiple066

noisy outputs are combined to enhance privacy.067

However, when DP is integrated into ICL algo-068

rithms, two main challenges arise. First, the per-069

formance of the ICL algorithm deteriorates signifi-070

cantly under strong privacy protection, where sub-071

stantial noise negatively impacts the model’s utility.072

To mitigate this degradation, we incorporate public073

data into our ICL framework to minimize utility074

loss. The second challenge is to design a privacy-075

preserving aggregation method for language gener-076

ation outputs. Given the near-infinite output space077

of LLM responses, it is essential to transform them078

into a lower-dimensional representation while en-079

suring that they remain reconstructable in the orig-080

inal response space. To achieve this, we project081

LLM-generated responses into semantic embed-082

dings and form semantic groups for private aggre-083

gation.084

We evaluate our private ICL framework with DP085

guarantees on question-answering tasks (ChatDoc-086

tor, (Li et al., 2023b)) and a document summariza-087

tion task (SAMsum, (Gliwa et al., 2019)). The ex-088

perimental results show that our private ICL frame-089

work performs comparably to non-private baselines090

at a strong privacy protection level (ε = 1) and out-091

performs the private data-only counterpart at the092

same privacy protection level. We further demon-093

strate that using out-of-distribution (OOD) public094

data, as well as in-distribution (ID) public data, is095

beneficial for minimizing utility degradation. More-096

over, we show that our private ICL framework is097

robust against empirical privacy attacks by simulat-098

ing membership inference attacks on the model. In099

summary, our main contributions are the following:100

1. We propose a novel private ICL framework101

with DP guarantees for the private dataset. To102

address the challenge of adopting DP, we in- 103

corporate the public data into our algorithm 104

and propose a semantic group aggregation 105

method to handle the high-dimensional output 106

space. 107

2. We demonstrate that our private ICL frame- 108

work achieves the effective utility-privacy 109

tradeoff by experiments on two tasks, ques- 110

tion answering and document summarization 111

task. Additionally, we show that using out- 112

of-distribution (OOD) public data, not only 113

in-distribution (ID) public data, is also benefi- 114

cial for minimizing utility degradation. 115

3. We demonstrate that our private ICL frame- 116

work is also robust against empirical privacy 117

attacks by conducting experiments with mem- 118

bership inference attacks. 119

2 Related Work 120

Private Text Generation Differentially private 121

text generation methods can be broadly categorized 122

into differentially private fine-tuning approaches 123

(Yu et al., 2021; Li et al., 2021; Yu et al., 2023) and 124

differentially private prediction approaches (Maj- 125

mudar et al., 2022; Ginart et al., 2022; Flemings 126

et al., 2024). Fine-tuning methods fine-tune LLMs 127

using the DP-SGD algorithm (Abadi et al., 2016). 128

However, private fine-tuning methods suffer from 129

high computational costs and cannot be applied 130

to black-box LLMs. Moreover, private fine-tuning 131

does not allow for flexible data replacement. 132

In prediction methods, many works build upon 133

the PATE framework (Papernot et al., 2018), where 134

each teacher model is trained on a subset of the 135

private dataset, and the aggregate of the teacher en- 136

semble is used for prediction. Apart from methods 137

with differential privacy guarantees, text sanitiza- 138

tion methods (Albanese et al., 2023; Papadopoulou 139

et al., 2022) and unlearning methods (Kassem et al., 140

2023) have also been proposed to protect individual 141

privacy. 142

Differentially Private In-Context Learning 143

Duan et al. (2023) propose PromptPATE, where 144

unlabeled public data is privately annotated by a 145

teacher ensemble trained on the private dataset, and 146

the annotated public data is then used as demon- 147

stration examples in the prompt for ICL. Tang 148

et al. (2023) propose a token-level differentially 149

private ICL framework that generates synthetic 150

texts as demonstration examples for subsequent 151
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queries. However, the output space of this ICL152

framework is limited to the label space and does153

not cover long-text responses. Wu et al. (2024) de-154

velop an ICL framework with DP guarantees that155

can handle long-text responses. To address the high-156

dimensionality issue of the output text space, they157

propose embedding space aggregation and keyword158

space aggregation. However, the performance with159

strong privacy protection is not satisfactory com-160

pared to the non-private counterpart.161

Differential Privacy with Public Data As a sem-162

inal work, Wang and Zhou (2020) addresses an163

empirical risk minimization problem with limited164

public data and proposes a private-public stochas-165

tic gradient descent (SGD) method that uses public166

data to adjust training parameters. Subsequently,167

variants of DP-SGD that leverage public data have168

demonstrated the efficiency of public data by show-169

ing improvements in utility (Nasr et al., 2023) and170

have shown that public data can be used to learn in-171

formative priors for efficient private learning (Tang172

et al., 2023). While earlier works primarily applied173

public data during the fine-tuning stage, our ap-174

proach integrates public data during the inference175

stage. With careful incorporation of public data, our176

ICL framework demonstrates a superior privacy-177

utility trade-off compared to baseline methods.178

3 Preliminaries179

3.1 In-Context Learning180

To respond to the user query Q, the demonstra-181

tion examples (Q1, A1), . . . , (Qn, An) are concate-182

nated with the user query to assist in generation.183

The LLM can learn from the demonstration exam-184

ples by identifying the relevant mapping from each185

(Qi, Ai) in the examples. Given the query and the186

demonstrations, the LLM selects the next token187

using various sampling algorithms or greedy de-188

coding. The objective of our work is to ensure that189

the algorithm remains private, such that an attacker190

cannot infer the presence of specific target data191

within the demonstration examples in in-context192

learning (ICL).193

3.2 Differential Privacy194

Differential privacy (Dwork, 2006) is considered195

the gold standard for protecting the privacy of ma-196

chine learning algorithms. The formal definition is197

as follows:198

Definition 1 (Differential Privacy) A randomized199

mechanismM : D → O is said to satisfy (ε, δ)- 200

differential privacy if for any neighboring datasets 201

D and D′, which differ in only a single element, it 202

holds that 203

Pr[M(D) ∈ S] ≤ eε Pr[M(D′) ∈ S] + δ 204

for any set S of possible outputs in O. 205

As ε decreases, the probabilities Pr[M(D) ∈ 206

S] and Pr[M(D′) ∈ S] become closer, making 207

it more difficult for an attacker. The parameter δ 208

represents the failure probability, where the DP 209

guarantee may not hold. 210

Post-processing Property The post-processing 211

property allows for arbitrary transformations of the 212

output of a DP algorithm, enabling the development 213

of DP algorithms that exploit public data. 214

Definition 2 (Post-processing of DP) Let M 215

be an (ε, δ)-differentially private algorithm, and 216

let f be any transformation function. Then 217

f(M(D);Dpub) also satisfies (ε, δ)-differential 218

privacy, where Dpub is auxiliary public data. 219

4 Private ICL with Public Data 220

In this section, we present our private ICL frame- 221

work. We first explain each stage of the private ICL 222

framework and then present the DP privacy anal- 223

ysis of the framework. The schematic diagram of 224

our private-ICL framework is presented in Figure 225

2 and the algorithm is described in Algorithm 1. 226

4.1 Private ICL 227

Step 1: Dataset Subsampling and Partition Be- 228

fore providing the demonstration dataset to the 229

LLMs, we randomly subsample a fraction of p% 230

from the dataset. Subsampling offers two key ad- 231

vantages: (1) Privacy Amplification: For an (ε, δ)- 232

DP algorithmM, subsampling can amplify privacy, 233

effectively reducing the privacy loss. Specifically, 234

under certain subsampling techniques, the privacy 235

parameter ε can be reduced to approximately pε, 236

where p is the subsampling rate1. (2) Memory Cost 237

Reduction: By using a subset of the dataset instead 238

of the entire set of demonstration examples, we can 239

significantly reduce the memory load on the API. 240

In the n-shot, m-ensemble setting, we uniformly 241

subsample mn demonstration examples from both 242

1For stability of the algorithm, we choose the uniform
sampling without replacement. The details of privacy amplifi-
cation are explained in Theorem 1.
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Figure 2: Overview of public data-assisted differentially private in-context learning. In Step 1, the public and
private data are partitioned and used to create demonstration examples. In Step 2, the generated responses of the
LLMs are embedded into a semantic space and then clustered privately. Finally, in Step 3, the top-k candidates
closest to the centroids are selected, and the LLM chooses the final answer from among them with a public ICL
example.

the private and public datasets. Each n-shot exam-243

ple is formatted into a task-specific prompt with244

the user query and fed to the LLM. After inference,245

we obtain m responses for each dataset.246

Algorithm 1 Public-data assisted In-Context Learn-
ing

Require: LLM, private dataset Xpri, public
dataset Xpub, number of ensemble N , query
Q, privacy parameter ε

1: Subsample and partition each dataset:
2: {Dpri

i }Ni=1 ← Dpri, {Dpub
i }Ni=1 ← Dpub

3: for i = 1 . . . N do
4: Construct a few-shot prompt for each

dataset:
5: P s

i ← Prompt(Ds
i , Q), s ∈ {pri, pub}

6: Os
i ← LLM(P s

i ), s ∈ {pri, pub}
7: end for
8: Privately estimate cluster centres using DPM

(Algorithm 2 of Appendix):
9: C,weights← DPM({Opri

i }Ni=1 ∪ {O
pub
i }Ni=1, ε)

10: Sort cluster centers C by member count in de-
creasing order.

11: Choose the representative for each cluster:
12: S ← ∅
13: for C ∈ C do
14: i← argminj∥C −Opub

j ∥
15: S ← S ∪

{
Opub

i

}
16: end for
17: Generate answer using top-k candidates with

a public 1-shot example:
18: a← LLM({Sj}kj=1 , Dpub)
19: return a

Step 2: Private Aggregation of Responses After247

generating multiple responses from the ensemble,248

we need to aggregate them privately to prevent at- 249

tackers from inferring information about the private 250

examples. However, direct aggregation results in a 251

highly sparse histogram due to the nearly infinite- 252

dimensional output space of LLMs. 253

To address this, we adopt private clustering from 254

Li et al. (2024) (DPM of line 9 in Algorithm 1). First, 255

we obtain embeddings for each response using a 256

text embedding model. Then, we apply private k- 257

means clustering to both private and public em- 258

beddings, generating privatized cluster centers and 259

the number of members (weights) in each clus- 260

ter. For class representatives, we select the closest 261

public element to each cluster center (as shown in 262

line 14 of Algorithm 1). As a baseline aggregation 263

method, we employ a modified version of Keyword 264

Space Aggregation (KSA) from (Wu et al., 2024), 265

in which sentences are projected into a keyword 266

space, and responses are reconstructed using the 267

most frequent keywords. 268

Step 3: Final Response Generation A straight- 269

forward approach to response generation is to select 270

the representative of the cluster with the highest 271

count. However, under strong privacy protection, 272

the cluster with the second-highest count may in- 273

correctly surpass the true highest-count cluster, po- 274

tentially degrading model performance. To obtain 275

more reliable responses while leveraging public 276

data as guidance, we pass the class representatives 277

of the top-k clusters to the selection stage. At this 278

stage, we construct the prompt as: Select the 279

most correct answer for the question from 280

<candidates>, with a public one-shot example 281

prepended to the prompt (template in Appendix 282

F), as illustrated in Figure 2. 283
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4.2 Privacy Analysis284

In this section, we give analysis for calculating DPM285

parameter for the algorithm 1 to be (ε, δ)-DP. As-286

suming that the private clustering DPM Algorithm287

is (ε, δ)-differentially private, Algorithm 1 is also288

(ε, δ)-differentially private. This follows from the289

post-processing property (definition 2), as lines290

13–18 in the algorithm do not use any additional291

private data.292

In addition, since the model releases privatized293

output for each query, the privacy risk accumu-294

lates, which necessitates an accurate privacy loss295

tracking mechanism. In Algorithm 1, the private296

algorithm DPM employs exponential and Gaus-297

sian mechanisms for private clustering. Accurately298

tracking the privacy loss from these mechanisms299

requires careful accounting. To achieve tighter pri-300

vacy guarantees for the exponential mechanism, we301

leverage Rényi Differential Privacy (RDP). Specif-302

ically, we first express its privacy loss in terms of303

RDP using Bun and Steinke (2016), then compose304

the privacy guarantees under RDP, and finally con-305

vert the result back to (ε, δ)-DP using the theorem306

from Balle et al. (2019) for the exponential mecha-307

nism. For the Gaussian mechanism in DPM, we use308

DPSGDAccount from the prv_accountant library,309

ensuring tight privacy tracking.310

5 Experiments and Results311

In this section, we present the privacy-utility trade-312

off of our private ICL models in question answer-313

ing and summarization tasks. We begin by evaluat-314

ing model performance using In-Distribution (ID)315

public data and Out-Of-Distribution (OOD) public316

data. Finally, we assess the empirical effectiveness317

of private ICL through a membership inference318

experiment.319

5.1 Experiment Setting320

Task We evaluate the performance of the pri-321

vate ICL model on question-answering and dia-322

logue summarization tasks. We conduct the ICL323

task with 100 test queries using a 4-shot and 100-324

ensemble setting, where the ensemble method is325

applied along with 100 private and 100 public ex-326

amples. For the question-answering task, we use327

the OpenAI GPT-3.5-turbo model and the Davinci-328

002 model model for summarization.329

Dataset For the question-answering task, we330

use the ChatDoctor benchmark (Li et al., 2023b),331

which consists of questions and answers collected332

from dialogues between patients and doctors on 333

icliniq.com. We sample 3,900 data examples from 334

the dataset, using 2,600 examples as the private 335

dataset and 1,300 examples as the public dataset. 336

For the OOD public dataset, we use the Health- 337

CareMagic subset of ChatDoctor which comes 338

from a different platform. 339

For the dialogue summarization task, we use the 340

SAMSum dialogue summarization dataset (Gliwa 341

et al., 2019). From the training dataset, we also 342

use 2,600 examples as the private demonstration 343

dataset and 1,300 examples as the public demon- 344

stration dataset. For the OOD public dataset, we 345

use dialogsum benchmark (Chen et al., 2021). 346

Models We consider four models, including the 347

baselines: SGA (top-k), our private ICL model 348

with private clustering on semantic space; SGA 349

(top-1), which applies private clustering on seman- 350

tic space but directly selects the top-1 element with- 351

out candidate selection; KSA, a baseline private 352

ICL model with keyword space aggregation; and 353

KSA w/o public, which performs keyword space 354

aggregation using only private data. 355

We evaluate the models at three privacy levels: 356

ε = 1, 3, 8, corresponding to strong, moderate, and 357

weak privacy protection, respectively. We also in- 358

clude two non-private baselines and one fully pri- 359

vate baseline: a 4-shot model with sampled pri- 360

vate examples (ε =∞), a 4-shot model using non- 361

private aggregation (ε = ∞ (Agg)) and a 4-shot 362

model using OOD public (ε = 0). 363

Hyperparameters For privacy analysis, we set 364

the delta value as δ = 2.56× 10−4 for both tasks. 365

For the k value in SGA, we use k = 3 for both 366

tasks. The hyperparameter settings are summarized 367

in Table 2 of the Appendix. 368

5.2 Private ICL with ID public 369

Question Answering Task The results for the 370

question answering task are presented in Table 1a, 371

evaluated using BLEU, METEOR, and ROUGE- 372

1 metrics. From the experiment, we observe the 373

following: (1) For the SGA method, performance 374

drops between non-private baselines are smaller 375

compared to other baselines. (2) Candidate selec- 376

tion guided by public examples leads to better re- 377

sults. For all privacy levels ε, SGA with top-k se- 378

lection outperforms the SGA top-1 method, demon- 379

strating the usefulness of public data. (3) The SGA 380

method outperforms the KSA method across all pri- 381

vacy levels. We assume that the KSA method strug- 382
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Method Metrics ε = 1 ε = 3 ε = 8 ε = ∞ (Agg) ε = 0 ε = ∞ (4-shot)

SGA (top-k)
BLEU ↑ 22.210.32 23.370.18 23.670.09 26.01 19.93 23.43

METEOR ↑ 16.650.34 17.130.21 18.240.28 20.15 16.80 18.81
ROUGE-1 ↑ 25.910.24 25.750.33 27.010.14 30.67 28.02 28.98

SGA (top-1)
BLEU ↑ 19.570.24 21.870.14 21.240.21 23.77 19.93 23.43

METEOR ↑ 14.790.29 15.870.17 15.620.23 16.85 16.80 18.81
ROUGE-1 ↑ 23.120.34 24.730.16 24.220.31 22.85 28.02 28.98

KSA
BLEU ↑ 15.980.56 16.530.20 17.410.26 24.89 19.93 23.43

METEOR ↑ 13.380.43 13.350.09 14.110.22 18.80 16.80 18.81
ROUGE-1 ↑ 19.050.44 19.250.22 20.930.15 29.16 28.02 28.98

KSA w/o public
BLEU ↑ 15.650.45 16.360.21 16.130.52 24.03 19.93 23.43

METEOR ↑ 12.800.36 13.350.10 13.230.41 18.15 16.80 18.81
ROUGE-1 ↑ 18.230.39 19.610.32 20.930.15 27.38 28.02 28.98

(a) Private ICL results in the QA task. The best results are highlighted: BLEU, METEOR, ROUGE-1.

Method Metrics ε = 1 ε = 3 ε = 8 ε = ∞ (Agg) ε = 0 ε = ∞ (4-shot)

SGA (top-k)
ROUGE-1 ↑ 36.580.59 40.790.22 39.900.71 41.39 32.47 37.24
ROUGE-2 ↑ 13.340.50 14.030.54 15.930.21 16.49 10.72 12.86
ROUGE-L ↑ 29.360.83 29.170.69 31.620.12 32.91 25.50 28.85

SGA (top-1)
ROUGE-1 ↑ 36.480.56 37.880.57 37.320.75 41.59 32.47 37.24
ROUGE-2 ↑ 12.180.32 13.340.21 13.020.64 16.26 10.72 12.86
ROUGE-L ↑ 27.930.47 29.460.33 28.570.31 32.10 25.50 28.85

KSA
ROUGE-1 ↑ 35.060.73 39.860.59 39.630.34 41.10 32.47 37.24
ROUGE-2 ↑ 14.520.31 16.950.48 16.630.41 18.06 10.72 12.86
ROUGE-L ↑ 27.480.25 32.080.67 31.410.35 32.47 25.50 28.85

KSA w/o public
ROUGE-1 ↑ 33.450.88 35.900.59 38.100.54 39.24 32.47 37.24
ROUGE-2 ↑ 12.880.78 14.780.48 15.710.58 16.45 10.72 12.86
ROUGE-L ↑ 26.640.63 28.690.54 30.590.62 31.21 25.50 28.85

(b) Private ICL results in the summarization task. The best results are highlighted: ROUGE-1, ROUGE-2, ROUGE-L.

Table 1: Private ICL methods run for each ε = 1, 3, 8. ε =∞ denotes ensemble non-private methods, ε = 0 denotes
4-shot with OOD public, and ε =∞ denotes 4-shot prediction with private demonstration examples. Results for
DP algorithms are averaged over 5 runs with different seeds. SGA top-1 denotes the top-1 selection without the
candidate selection. KSA w/o public denotes the KSA method with only private data.

gles with reconstructing entire answers with noisy383

keywords, as the answer length in the ChatDoc-384

tor benchmark is typically more than 3 sentences.385

(4) Private aggregation with public data improves386

performance. The KSA method with public data387

outperforms the KSA method without public data388

across all privacy budgets ε. Finally, we observe389

that ε =∞with aggregation outperforms the direct390

4-shot method.391

Summarization Task The summarization results392

are presented in Table 1b with ROUGE-1, ROUGe-393

2 and ROUGE-L metrics. From the results, we394

observe the following: (1) Both SGA and KSA395

show reasonable performance with a strong pri-396

vacy budget (ε = 1), with comparable performance397

to 4-shot ε = ∞ without aggregate. (2) Using 398

public data for candidate selection and aggrega- 399

tion improves performance. The SGA method with 400

top-k selection outperforms the top-1 SGA, and 401

the KSA method outperforms KSA without pub- 402

lic data. (3) KSA shows strong performance in the 403

ROUGE-2 metric, whereas the SGA method ex- 404

cels in ROUGE-1. This pattern suggests that SGA 405

performs better on ROUGE-1 by capturing key- 406

words well while KSA excels on ROUGE-2 by bet- 407

ter bigram coherence. (4) SGA shows more robust 408

performance at a strong privacy regime (ε = 1). 409

The robustness of SGA may be attributed to the fact 410

that KSA reconstructs the summary from noisy key- 411

words, whereas SGA generates a summary from 412

previously generated summaries. 413
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(a) Question answering task.

(b) Summarization task

Figure 3: Results for SGA model with OOD public dataset OOD public refers to private ICL with out-of-
distribution public data and ID public to private ICL with in-distribution public data.

5.3 Private ICL with OOD public414

We use the best-performing model, SGA, to evalu-415

ate private ICL with an OOD public dataset. The416

evaluation results for question answering and sum-417

marization tasks are presented in Figure 3. Across418

all metrics, ID public data consistently achieves419

higher scores than OOD public data, indicating420

that models benefit more from in-distribution (ID)421

data when fine-tuning for private ICL.422

However, private ICL with OOD public data still423

demonstrates comparable performance, particularly424

in the question-answering task, where the gap be-425

tween ID and OOD settings remains small. In the426

summarization task, the performance gap is more427

noticeable but diminishes in the low-privacy budget428

regime, suggesting that OOD public data remains429

useful when privacy constraints are tighter.430

Figure 4: AUROC results for repeat attacks. "Balanced"
denotes the MIA setting where the ratio between mem-
bers and non-members is 1 : 1, and "Unbalanced" de-
notes a ratio of 1 : 4.

5.4 Membership Inference Attack 431

For the empirical evaluation of privacy protection, 432

we adopt a widely used membership inference at- 433

tack (MIA) against the ICL framework (Shokri 434

et al., 2016). The attacker’s goal is to determine 435

whether a target example is part of the demonstra- 436

tion examples used for ICL. We implement the re- 437

peat attack method (Wen et al., 2024). The intuition 438

behind this attack is that the model tends to com- 439

plete the training sentence when provided with only 440

the first few words of the target example. The in- 441

ference attack procedure works as follows: (1) The 442

attacker selects a target example and attempts to 443

determine whether it is part of the training dataset. 444

(2) The attacker truncates the target example and 445

inputs it into the model, which generates a com- 446

pletion. (3) The attacker calculates the semantic 447

similarity between the model’s completion and the 448

target example. If the similarity exceeds a threshold 449

τ , the attacker concludes that the target example 450

was part of the training set. 451

We experiment with two different member-to- 452

non-member ratios: (1) Balanced scenario: The 453

number of member and non-member examples is 454

equal, with a ratio of 1 : 1. (2) Unbalanced sce- 455

nario: The ratio is 1 : 4, reflecting a more realistic 456

environment. For the balanced setting, we use 40 457

member examples and 40 non-member examples. 458

For the unbalanced setting, we use 40-member ex- 459

amples and 160 non-member examples. We use a 2- 460
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shot, 10-ensemble setting for the private model and461

apply SGA with ε = [1, 3, 8]. For the non-private462

baselines, we consider the non-private aggregation463

model (ε =∞, agg) and a 20-shot model (ε =∞),464

since the effective number of shots for the private465

model is 2 × 10 = 20. The AUROC is computed466

over member and non-member examples, with the467

results shown in Figure 4.468

From the results, we observe that, at all ε levels,469

the private models are robust to the repeat attack,470

keeping the AUROC around or below 0.6, indicat-471

ing low attack success. Notably, the non-private472

aggregation model also provides some defense,473

achieving an AUROC of 0.592 for the unbalanced474

setting. This suggests that non-private aggregation475

introduces a degree of empirical privacy, possibly476

due to the aggregation process reducing the influ-477

ence of individual examples, even though it lacks478

formal differential privacy (DP) guarantees.479

Figure 5: ROUGE-L score with augment public dataset
referred as "AUG public" in the summarization task.

6 Discussion480

6.1 How to Enhance Public Data Quality?481

In many domains, high-quality public datasets may482

be unavailable or inferior to the private datasets at483

hand, making it challenging to apply our frame-484

work. To address this issue, we allocate a small485

privacy budget to augment the public dataset. Our486

augmentation follows a simple approach: first, we487

collect public examples that are closest to priva-488

tized centroids with a budget of ε = 1. Then, we in-489

struct the GPT-Turbo model to generate additional490

data based on these filtered public examples.491

The performance of the proposed augmentation492

technique on the summarization task is reported in493

Figure 5. The results show that even with a small494

privacy budget, the augmentation method is effec-495

tive, showing about 1 ∼ 2 ROUGE-L score differ-496

Figure 6: Average running time of SGA k = 1, 3 and
KSA.

ence compared to ID public setting and outperform- 497

ing the baseline that relies solely on OOD public 498

datasets. Finally, when no public data is available, 499

a private generator can be an effective solution by 500

synthesizing samples for augmentation. 501

6.2 How to Boost Up the Speed of Private ICL 502

Inference? 503

The computation time of private ensemble scales 504

nearly linearly with the number of ensembles (Fig- 505

ure 6). Yet, even a small ensemble achieves compet- 506

itive performance (Figure 7 in Appendix), reducing 507

computation time for larger ensembles remains an 508

important challenge. To address this, corset sam- 509

pling and determinantal point process (DPP) sam- 510

pling can be applied to select a diverse and repre- 511

sentative subset of in-context learning examples, 512

improving efficiency while maintaining strong per- 513

formance. In addition, parallelization and batch 514

processing across GPUs or TPUs can help accel- 515

erate inference by running multiple computations 516

simultaneously. Additionally, knowledge distilla- 517

tion can train a smaller model that approximates 518

the ensemble’s performance while reducing latency. 519

520

7 Conclusion 521

We propose a private in-context learning (ICL) 522

framework that leverages public data. To address 523

high dimensionality, we project the LLM output 524

into a semantic group space. Public data is used 525

in ensemble aggregation and selection to mitigate 526

utility degradation from differential privacy. Exper- 527

iments show an effective privacy-utility tradeoff, 528

with notable improvements from public data. Addi- 529

tionally, empirical tests demonstrate strong defense 530

against privacy and membership inference attacks 531

across all privacy levels. Finally, we show that even 532

out-of-distribution (OOD) public data enhances pri- 533

vate ICL performance, offering a practical solution 534

for real-world applications. 535
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Limitations536

One limitation of the private ICL framework is that537

the privacy risk accumulates over multiple queries.538

While we attempt to mitigate utility degradation539

caused by accumulated query outputs by leveraging540

public data, this approach may not entirely prevent541

privacy leakage in long-running or high-volume542

query settings. We also believe that this privacy543

accumulation issue could be alleviated by updat-544

ing private demonstration examples once a query545

budget threshold is reached.546

Another limitation is that the private ICL frame-547

work requires extensive computation due to the548

use of multiple ensembles. Although this ensures549

strong privacy guarantees, it can be computation-550

ally expensive, especially for large-scale applica-551

tions. Future work could explore more computa-552

tionally efficient differential privacy mechanisms553

or optimized ensemble methods to reduce the com-554

putational burden without sacrificing privacy.555

Lastly, effective results in our framework rely556

on the availability of high-quality public data. This557

may not always be accessible in certain domains,558

particularly in secured areas where public data is559

scarce for the task. This problem can be partially al-560

leviated by synthesizing new examples by investing561

a small privacy budget.562
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A Details of Differential Privacy728

A.1 DPM algorithm729

For the private clustering algorithm, we use DPM730

from (Liebenow et al., 2024). DPM recursively731

splits a dataset into clusters by identifying sparse732

regions while preserving differential privacy (DP).733

We allocate the privacy budget for the Gaussian734

mechanism with εavg and for the exponential mech-735

anism with εexp. For ease of analysis, unlike the736

original paper, we assume that the size of the737

dataset and the size of the interval are public. By738

excluding them from the privacy budget, we can739

focus on protecting more sensitive aspects of the740

data while simplifying the analysis.741

A.2 Privacy Accounting742

As privacy accounting involves composition, we743

utilize the following theorems for tight accounting.744

Theorem 1 (Balle et al. (2018)) Let Uniform de-745

notes sampling m elements from n data points with-746

out replacement LetM′ =M◦ Uniform. For any747

ε ≥ 0 we have δM′(ε′) ≤ (m/n)δM(ε), where748

ε′ = log(1 + (m/n)(eε − 1)).749

Theorem 2 (DP to RDP Bun and Steinke750

(2016)) The exponential mechanism is ε-DP and751

(α, εEM(α))-RDP, where εEM(α) is defined as752

min
(
α
2 ε

2, 1
α−1 log

(
sinh(αε)−sinh((α−1)ε)

sinh(ε)

))
753

754
Theorem 3 (RDP composition) If each mecha-755

nism (Mi)
k
i=1 is (α, ε)-RDP, then the composition756

Ak ◦Ak−1 ◦ · · · ◦A1 is (α, kε)-RDP.757

Theorem 4 (RDP to approximate DP Balle et al.758

(2019))759

If a mechanismM is (α, ρ)-RDP then it is (ρ+760

log((α− 1)/α)− (log δ + logα)/(α− 1), δ)-DP761

for any 0 < δ < 1.762

When accounting exponential mechanism of763

DPM, we first apply theorem 2. Then the cal-764

culate privacy loss of composition by calling765

compose_subsampled_EM API using AutoDP pack-766

age. Then, the converting RDP to approx DP using767

theorem 4. For the Gaussian mechanism of DPM,768

we use DPSGDAccount from the prv_accountant769

library.770

Algorithm 2 DPM, (Liebenow et al., 2024)
Require: D, τr, R, t, q, sigmas, α, εint, εcnt, εexp, εavg

1: clusters← ∅
2: weights← ∅

3: (εcnt,i)
τr
i=0 =

(
εcnt

√
2i∑τr

j=0

√
2j

)τr

i=0

4:
(
εexp,i

)τr−1

i=0
=

(
εexp

√
2i∑τr−1

j=0

√
2j

)τr−1

i=0
5: (λi)

τr
i=0 = (− ln(2δ)/εcnt,i)

τr
i=0

6: ñ = |D|+ Lap(εcnt,0)
7: // Private interval size estimation
8: β = IntervalSizeEst(D, ñ, εint, sigmas)
9: numSplits = (b− a)/β

10: BUILDCLUSTERING(D, ñ, 0)
11: // Privately compute the cluster

centers
12: C = {DPAvg(Ci, ñ, εavg) | Ci ∈ clusters}
13: return C,weights
14: procedure BUILDCLUSTERING(S, ñ, y)
15: if y ≥ τr then
16: halt and add S to clusters and ñ to

weights
17: end if
18: S1, S2 = Split(S, ñS , y)
19: ñS1 = |S1|+ Lap(εcnt,y+1)
20: ñS2 = |S2|+ Lap(εcnt,y+1)
21: if ñSi < τe then
22: halt and add S to clusters and ñ to

weights
23: end if
24: BUILDCLUSTERING(S1, ñS1 , y + 1)
25: BUILDCLUSTERING(S2, ñS2 , y + 1)
26: end procedure
27: procedure SPLIT(S, ñ, y)
28: ∆f = t/q+α

ñ−λy

29: // Private arg-max to find best
split index i∗

30: i∗ = ME(S, f, εexp,y)
31: d∗ = ⌊d · numSplits/i∗⌋
32: s∗ = ((d · numSplits mod i∗) + 0.5) · β
33: S1 = {x ∈ S | x(d∗) ≤ s∗}
34: S2 = {x ∈ S | x(d∗) > s∗}
35: return S1, S2

36: end procedure
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B Examples of repeat attack771

Examples of successful and failed attacks. The blue part is provided to the model for completion.772

Repeat attack examples

Sucessful Attack Examples
Model Completion: Mother age 55, is suffering from abdominal pain, occasional fever at
nights. Blood reports says high( 1700) AEC (which lowers on taking medicine) otherwise
normal and ultrasound says gases and distension in umbilical area? Please suggest possible
problem and which specialist to consult?

Reference: Mother age 55, is suffering from abdominal pain,occasional fever at
nights.Blood reports says high( 1700) AEC (which lowers on taking medicine) otherwise
normal and ultrasound says gases and distension in umbilical area? Please suggest possible
problem and which specialist to consult?

Score: 0.985

Model Completion: I have a fluttering feeling in my upper right back and also
pressure in this area. It started 2 months ago with upper abdominal pressure after eating that
was relieved when I stood up or laid down. Ultrasound, blood work and scope of my stomach
came back normal.

Reference: I have a fluttering feeling in my upper right back and also pressure in
this area. It started 2 months ago with upper abdominal pressure after eating that was relieved
when I stood up or laid down. Ultrasound, blood work and scope of my stomacChatDoctore
back normal.

Score: 0.981

Failed Attack Examples
Model Completion: Me and my ex boyfriend had [a great relationship but ultimately decided
to break up due to our different life goals and values.]

Target Question: Me and my ex boyfriend had sex and he did not pull out. We
both know what happened but yet nothing happened. I still had my period, I didn t have
symptoms everything was fine. Im actually disappointed but is there something wrong with
me or is there something wrong with him?

Score: 0.764
773
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C Dataset example 774

C.1 ChatDoctor ICLineq 775

ChatDoctor ICLiniq

Question: Hello doctor,I got my wisdom tooth extracted a few weeks ago, and I am
concerned about a piece of red tissue growth in my socket. I am not sure if it is just a new
forming tissue. Please clarify.

Answer: Hello. 1. It looks like a piece of surrounding gum or gingival tissue re-
maining after extraction. 2. I wanted to know when did you notice this for the first time? Was
it not there right after extraction, or did you not notice? 3. From photograph/your attachment,
it does not look like anything major. (attachment removed to protect patients identity). 4. If
you feel pain or sensitivity in it, I would suggest you consult your dentist. He will remove
it from the site, and it will not interfere any more. 5. Just keep a notice of whether it is
increasing or decreasing in size or any color changes. 6. Avoid very hot and spicy food at
least from that side for some time. 7. Report me if you notice any changes. Follow up after a
week.

776

C.2 ChatDoctor HealthcareMagic (OOD) 777

ChatDoctor HealthcareMagic

Question: Masses full thickness tear of the whole subscapularis tendon with associated
atrophy of the musel belly suggestive of a chronic tear ! complete full thickness tear of the
whole subscapularis tendon with tendon retraction and a complete tear of the long head
biceps tendon with tendon retraction! and large joint effusion

Answer: Hello welcome to the Chat Doctor You are having complete muscle tear
and so joint effusion as well. CT scan report should be done to look for grade of muscle
tendon injury. Intraluminal steroid can be given to relieve inflammation If age and clinical
condition permit than surgical treatment is needed To Hope this will help you Take care
Consult orthopedic surgeon for examination and discuss your case

778

C.3 SAMsum 779

SAMsum

Dialogue: Dialogue: "Liam: <file_other>
Liam: have you read this one?
Julia: wow, I didn’t even know that it existed
Julia: thanks! The last one I read was Die again
Liam: this one is like from 2014?
Julia: yep
Liam: I’ve heard that city library is organizing a meeting with Tess
Julia: really? That would be really awesome
Liam: just check it out on their facebook"

Reference Summary: The last one Julia read was Die again from 2014. There’s
going to be a meeting with Tess organized by the city library.

780
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C.4 Dialogsum (OOD)781

Dialogsum

Dialogue:
#Person1#: You have the right to remain silent. Anything you say can and will be used against
you in a court of law. You have the right to have an attorney present during questioning. If
you cannot afford an attorney, one will be appointed for you. Do you understand?
#Person2#: Yes.
#Person1#: What’s your name?
#Person2#: My name is James.
#Person1#: What’s your nationality?
#Person2#: American.
#Person1#: What’s your relationship with the victim?
#Person2#: I don’t know him.
#Person1#: Why did you attack the victim?
#Person2#: Because he beat me first when I tried to stop him from grabbing my bag and
running away.
#Person1#: How many times did you stab the victim? #Person2#: I stabbed his belly three
times.
#Person1#: Did you know that your actions might cause serious injuries or death?
#Person2#: I knew, but I couldn’t control myself.
#Person1#: Was it your intention to kill the victim?
#Person2#: No. I didn’t kill him on purpose, madam.
It’s him who caused the incident. I need to see my attorney.
#Person1#: OK. Give me his number and we’ll contact him.

Reference Summary: #Person1# stabbed the victim because he beat #Person1#
first and tried to grab #Person1#’s bag. #Person1# says he didn’t kill him on purpose.
#Person1# first and tried to grab #Person1#’s bag. #Person1# says he didn’t kill him on
purpose

782
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D Experiment with varying ensemble numbers 783

Figure 7: ROUGE scores comparison over the varying number of ensembles in the summarization task.

E Hyperparameters 784

Dataset #Split Levels k (εexp, εGM ) δ

ChatDoctor 4 3 [(0.12, 0.5), (0.12, 2.49), (0.12, 7.51)] 2.56 · 10−4

SAMsum 7 3 [(0.12, 0.5), (0.12, 2.49), (0.12, 7.51)] 2.56 · 10−4

(a) SGA Hyperparameters

Dataset k εexp δ

ChatDoctor 40 (0.23, 0.63, 1.32) 2.56 · 10−4

SAMsum 10 (0.23, 0.63, 1.32) 2.56 · 10−4

(b) KSA Hyperparameters

Table 2: Hyperparameter Settings # Split levels denote the number of split levels for the DPM clustering method.
k denotes the candidate numbers.
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F Prompt construction for candidate selection785

F.1 Candidate selection prompt for SGA (QA)786

ChatDoctor iclinq

Instruction: You are a doctor. Please answer the medical questions based on the patient’s
description

<Public Demonstration Example>

<Question>

Pick the most accurate answer for the question with the following answer candi-
dates ranked by their frequency from high to low: [<Candidates>]

The answer is:
787

F.2 Candidate selection prompt for SGA (Summarization)788

SAMsum

<Public Demonstration Example>

<Dialogue>

Pick the most accurate summary for the dialogue with the following summary sug-
gestions: [<Candidates>]

The summary is:
789

F.3 Prompt construction for KSA (QA)790

ChatDoctor iclinq

Instruction: You are a doctor. Please answer the medical questions based on the patient’s
description

<Public Demonstration Example>

<Question>

Answer the above question with the following word suggestions ranked by their fre-
quency from high to low: [<Suggestions>]

The answer is:
791
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F.4 Prompt construction for KSA (Summarization) 792

ChatDoctor iclinq

<Public Demonstration Example>

<Dialogue>

Summarize the above dialogue with the following word suggestions ranked by their
frequency from high to low: [<Candidates>]

The summary is:
793
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G SGA output examples794

G.1 ChatDoctor iclinq795

ChatDoctor iclinq

Question: Hello,I am a 27 year old female. I am feeling my heartbeat, breath, and pulse rate
to be really abnormal since the past three weeks. It feels like my heart is pounding so bad.
And then, I feel a difficulty to breathe, like I have run or jogged more than my capacity, even
if I am sitting or lying. Sometimes, I feel a lot of pain in my lower abdomen area and on the
left side of my belly. Please suggest me some remedy.

(ε = 1) Answer: Hello, based on your symptoms of feeling a pounding heartbeat, difficulty
breathing, and pain in your lower abdomen, it is important to consider various possibilities
such as anxiety, hormonal imbalances, or even a cardiac issue. Given the severity and duration
of your symptoms, it is crucial to seek medical attention promptly. Please visit a healthcare
provider for a thorough evaluation, which may include a physical examination, blood tests,
and possibly an ECG to assess your heart’s function. In the meantime, practice relaxation
techniques like deep breathing exercises and try to reduce stress levels. It is important not to
ignore these symptoms and to get a proper diagnosis and treatment plan.
(ε = 3) Answer: Based on your symptoms of feeling a pounding heart, difficulty breathing,
and pain in your lower abdomen and left side of the belly, it is important to rule out any
cardiac or respiratory issues. It is recommended that you seek immediate medical attention
to undergo a thorough evaluation. These symptoms could be caused by various conditions
such as heart problems, respiratory disorders, or gastrointestinal issues. Please do not delay
in seeking medical help to determine the cause and appropriate treatment for your symptoms.
(ε = 8) Answer: Based on your description of feeling abnormal heartbeats, difficulty
breathing, and pain in the lower abdomen, it is important to consult a doctor as soon as
possible for a proper evaluation. These symptoms could indicate a variety of potential issues
such as heart problems, respiratory issues, or gastrointestinal concerns. It is important to have
a thorough medical assessment to determine the underlying cause and appropriate treatment.
Please seek medical attention promptly for further evaluation and management.

Reference: Hello, Welcome to Chat Doctor forum. I went through your post. Your predomi-
nant complaints are palpitations and lower abdomen pain. Any person who notices a change
in their heartbeats should go for ECG (electrocardiogram) to rule out arrhythmia. The most
common causes of a one-sided pain in the lower abdomen are kidney stone or urinary tract
infection. These are only the most common causes. However, there are more than 10 causes
of the same. A USG (ultrasonogram) of the abdomen with a urine examination will help
you come to a conclusion. Consult a physician with above investigations so he can help you.
Regards. For more information consult an internal medicine physician online

796

18



G.2 SAMsum 797

SAMsum

Dialogue: Jake: What are your plans for the day?
Olivia: I haven’t really got anything planned. There are some things I should do which I
haven’t looked at for a while
Jake: Like what?
Olivia: I ought to do my accounts. At least get all the incoming and outgoing invoices sorted
by months.
Jake: Tax filing is a long way off.
Olivia: I know, but doing it all at the last minute is a dreadful headache.
Jake: Anything else?
Olivia: I also have a few videos I need to upload to YouTube.
Jake: Already ready or you still need to do post-production?
Olivia: I don’t really do much by way of post-production. I’m not exactly Steven Spielberg.
Jake: I do, but I dont always have time to do much.
Olivia: If I put in any music I always get a copyright strike and someone else is taking the ad
revenue
Jake: Yeah. And some of those claims are purely speculative. One time I put on one of my
own pieces and it was challenged by Sony Music
Olivia: No way!
Jake: It’s true. On the form you fill in to counter the claim I said if Sony want to make me one
of their signed artists, that’s fine. Otherwise to get they paws off of my music."

(ε = 1) Summary: Olivia doesn’t have a lot of plans for the day. She says she should do
some accounting and she might upload a few videos to YouTube.
(ε = 3) Summary: Olivia tells Jake that she should do her accounts, file her tax returns
and upload her videos to YouTube. Jake says he has the same problems and that he does
postproduction and has trouble with copyright strikes.
(ε = 8) Summary: Jake and Olivia talk about their plans for the day and what they need to
do. Olivia’s talking about doing some accounting while Jake mentions post-production and
uploading videos to YouTube. Jake says one time he used his own music for a video and Sony
took the ad revenue. Olivia says that’s not right.

Reference: Olivia has to sort out her accounts and upload a few videos on YouTube. Jake is
complaining that Sony Music tried to appropriate his own music.

798
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H KSA output examples799

H.1 ChatDoctor iclineq800

ChatDoctor iclinq

Question: Hello,I am a 27 year old female. I am feeling my heartbeat, breath, and pulse rate
to be really abnormal since the past three weeks. It feels like my heart is pounding so bad.
And then, I feel a difficulty to breathe, like I have run or jogged more than my capacity, even
if I am sitting or lying. Sometimes, I feel a lot of pain in my lower abdomen area and on the
left side of my belly. Please suggest me some remedy.

(ε = 1) Answer: Please suggest a remedy for your symptoms. It is crucial to assess your
symptoms, especially concerning your heartbeats and difficulty breathing. It is best to seek
evaluation at a clinic or medical facility to identify the nature of your symptoms and ensure
safe and appropriate treatment. Do not hesitate to seek medical attention, as your symptoms
could potentially be due to a cardiac disorder or other serious condition. Managing your
symptoms and relieving any pain is important to prevent any potential worsening of your
condition. It is also important to separate any possible infections or embolism as a cause of
your symptoms. It is possible that your symptoms may be related to nicotine use, so it is
important to address this as well.
(ε = 3) Answer: Please seek medical attention immediately. It is important to identify the
causes of your symptoms, which may be associated with palpitations, breathing difficulties,
and pain in your abdomen. A thorough evaluation, including an ECG, echocardiogram, and
possibly other tests, is recommended to determine the severity and appropriate treatment. Do
not ignore these symptoms, especially if they are severe or associated with fainting or other
concerning signs. It is important to prioritize your health and well-being by seeking help from
a doctor or healthcare center.Ignoring these symptoms can lead to serious health issues, so
please do not delay in seeking medical help.
(ε = 8) Answer: It is essential to note that abnormal heart beating, difficulty in breath, and
pain in the abdomen area are concerning signs that may indicate a heart-related issue. It
is advisable to seek professional attention and start proper treatment. Keeping a separate
note of the frequency and various techniques to understand and recommend the appropriate
exercises to avoid strain is advisable. It is important to avoid strenuous activities and seek
detailed advice from a healthcare professional. If experiencing dizziness or lightheadedness,
it is important to seek medical attention promptly.

Reference: Hello, Welcome to Chat Doctor forum. I went through your post. Your predomi-
nant complaints are palpitations and lower abdomen pain. Any person who notices a change
in their heartbeats should go for ECG (electrocardiogram) to rule out arrhythmia. The most
common causes of a one-sided pain in the lower abdomen are kidney stone or urinary tract
infection. These are only the most common causes. However, there are more than 10 causes
of the same. A USG (ultrasonogram) of the abdomen with a urine examination will help
you come to a conclusion. Consult a physician with above investigations so he can help you.
Regards. For more information consult an internal medicine physician online

801
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H.2 SAMsum 802

SAMsum

Dialogue: Jake: What are your plans for the day?
Olivia: I haven’t really got anything planned. There are some things I should do which I
haven’t looked at for a while
Jake: Like what?
Olivia: I ought to do my accounts. At least get all the incoming and outgoing invoices sorted
by months.
Jake: Tax filing is a long way off.
Olivia: I know, but doing it all at the last minute is a dreadful headache.
Jake: Anything else?
Olivia: I also have a few videos I need to upload to YouTube.
Jake: Already ready or you still need to do post-production?
Olivia: I don’t really do much by way of post-production. I’m not exactly Steven Spielberg.
Jake: I do, but I dont always have time to do much.
Olivia: If I put in any music I always get a copyright strike and someone else is taking the ad
revenue
Jake: Yeah. And some of those claims are purely speculative. One time I put on one of my
own pieces and it was challenged by Sony Music
Olivia: No way!
Jake: It’s true. On the form you fill in to counter the claim I said if Sony want to make me one
of their signed artists, that’s fine. Otherwise to get they paws off of my music."

(ε = 1) Summary: Olivia has a lot of things to do, but she doesn’t have time to do them.
She has to do her accounts, upload videos to YouTube, and edit her videos. She doesn’t have
time to do post-production. She doesn’t want to get a copyright strike. She doesn’t want to
get a copyright strike. She doesn’t want to get a copyright strike. She doesn’t want to get a
copyright strike. She doesn’t want to get a copyright strike. She doesn’t want.
(ε = 3) Summary: Olivia and Jake are talking about their plans for the day. Olivia has some
things she needs to do, like sorting out her accounts and uploading some videos to YouTube.
Jake says he does some post-production work on his videos, but he doesn’t always have time
to do much. Olivia says she doesn’t do much post-production work because she always gets a
copyright strike and someone else is taking the ad revenue. Jake says he has had a copyright
strike from Sony Music on one of his own pieces of.
(ε = 8) Summary: Olivia and Jake are talking about their plans for the day. Olivia has some
things she needs to do, like sorting out her accounts and uploading some videos to YouTube.
Jake says he does some post-production work on his videos, but he doesn’t always have time
to do much. Olivia says she doesn’t do much post-production work because she always gets a
copyright strike and someone else is taking the ad revenue. Jake says he has had a copyright
strike from Sony Music on one of his own pieces of.

Reference: Olivia has to sort out her accounts and upload a few videos on YouTube. Jake is
complaining that Sony Music tried to appropriate his own music.

803

I Information About Use Of AI Assistants 804

In the writing process, we use an AI assistant to fix grammar and typos in the manuscript. 805
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