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Abstract

The integration of workflows with large lan-
guage models (LLMs) enables LLM-based
agents to execute predefined procedures, en-
hancing automation in real-world applications.
Traditional rule-based methods tend to limit
the inherent flexibility of LLMs, as their prede-
fined execution paths restrict the models’ ac-
tion space, particularly when the unexpected,
out-of-workflow (OOW) queries are encoun-
tered. Conversely, prompt-based methods al-
low LLMs to fully control the flow, which can
lead to diminished enforcement of procedural
compliance. To address these challenges, we
introduce FLOWAGENT, a novel agent frame-
work designed to maintain both compliance
and flexibility. We propose the Procedure De-
scription Language (PDL), which combines the
adaptability of natural language with the preci-
sion of code to formulate workflows. Building
on PDL, we develop a comprehensive frame-
work that empowers LLMs to manage OOW
queries effectively, while keeping the execu-
tion path under the supervision of a set of
controllers. Additionally, we present a new
evaluation methodology to rigorously assess
an LLM agent’s ability to handle OOW sce-
narios, going beyond routine flow compliance
tested in existing benchmarks. Experiments on
three datasets demonstrate that FLOWAGENT
not only adheres to workflows but also effec-
tively manages OOW queries, highlighting its
dual strengths in compliance and flexibility.
The code is available at https://anonymous.
4open.science/r/FlowAgent-DE68/.

1 Introduction

With the enhanced understanding and reasoning
capabilities of large language models (LLMs), pre-
trained LLMs are increasingly being utilized in di-
alogue systems (He et al., 2022; Bang et al., 2023).
Compared with traditional chatbots, LLMs can in-
teract more flexibly with users to address diverse
needs, leveraging the vast amount of commonsense

knowledge stored in their parameters (Yi et al.,
2024). However, in real-world applications, we
often expect chatbots to follow specific rules and
procedures to perform certain tasks (e.g., guiding
users to make an appointment for appropriate hospi-
tals, departments, and doctors (Mosig et al., 2020;
He et al., 2022)). The procedures that must be fol-
lowed through dialogues are known as workflows.
LLMs, acting as workflow agents, assist users via
conversations and invoke relevant tools to fulfill
requests (Xiao et al., 2024).

Existing research can be broadly classified into
two categories: rule-based and prompt-based meth-
ods. Rule-based methods (Coze, 2024; Dify, 2024;
Flowise, 2024) control the conversation between
the agent and the user through deterministic pro-
grams, modeling the progress of dialogue as state
transitions within a graph composed of nodes rep-
resenting different dialogue states, as shown in the
upper part of Fig. 1(a). In this approach, the LLM
functions as a node within the graph and cannot
control the entire conversation flow. As a result,
this method provides high compliance but often at
the expense of the LLM’s inherent flexibility. As
illustrated in the lower part of Fig. 1(a), introduc-
ing a new flexible feature within this system (e.g.,
allowing users to pause an appointment booking
process to inquire about a condition before resum-
ing) requires the addition of numerous transition
egeds (dashed lines), significantly increasing com-
plexity. In contrast, prompt-based methods lever-
age LLMs to autonomously manage dialogue by
representing workflows textually (natural language,
code or other structured data, Fig. 1(b)). While this
method imparts soft control over LLM responses
(workflow as part of prompt), LLMs’ probabilistic
nature often leads to compliance issues, like hal-
lucinating incorrect information, which can have
serious repercussions (e.g., notifying a user about
a successful appointment booking when it hasn’t
occurred) (Zhang et al., 2023).
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Figure 1: Comparison of different formats of workflow.
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Figure 2: Two sample sessions of FLOWAGENT in the
hospital appointment workflow.

This brings us to the critical question of our
work: How can we enhance LLM compliance
with workflow tasks without diminishing their
interaction flexibility? This question arises from
two primary challenges: 1) How should we pre-
cisely represent workflows? 2) How can we effec-
tively control LLM behavior?

To address the first challenge, as shown in
Fig. 1(c), we introduce Procedure Description Lan-
guage (PDL), which merges the fluidity of natu-
ral language with the precision of coding. PDL’s
flexible syntax allows for comprehensive node def-
initions, facilitating accurate workflow representa-
tions (see Sec. 4.1). To tackle the second challenge,
we present the FLOWAGENT framework, which in-
cludes a set of controllers that manage agent behav-

ior according to PDL-defined nodes. This system
allows LLMs to make autonomous yet monitored
and legally constrained decisions (see Sec. 4.2).

Fig. 2 illustrates two sessions in a hospital ap-
pointment setting. In session 1, when a user wishes
to switch from Hospital A to Hospital B during the
registration process, FLOWAGENT demonstrates
[lexibility by re-invoking the check_hospital API
as per PDL directives. Conversely, in session 2,
when the user prompts, “Just tell me the result
of the appointment”, the LLM might attempt to
respond without executing the necessary booking
API. However, the controllers in the FLOWAGENT
framework prevent such an occurrence by ensuring
that prerequisite conditions are met before inform-
ing the user of the booking result, highlighting the
compliance offered by FLOWAGENT.

Our contributions are threefold:

1. We provide a systematic analysis of existing
LLM-based workflow agents, focusing on compli-
ance and flexibility. Based on this analysis, we pro-
pose the PDL syntax, combining natural language
and code to flexibly describe node relationships
and workflow procedures.

2. We introduce the FLOWAGENT framework,
which aids in the execution of workflow agents. By
crafting PDL-driven controllers, we dynamically
balance compliance and flexibility. Experiments
on three datasets demonstrate FLOWAGENT’s bal-
anced compliance and flexibility within and beyond
pre-defined workflows.

3. We construct a comprehensive evaluation bench-
mark augmenting existing datasets to assess work-
flow agent performance in out-of-workflow (OOW)



scenarios.

2 Related Work

2.1 LLM-Driven Conversational Systems

The evolution of task-oriented dialogue (TOD) sys-
tems has transitioned from modular pipelines (Yi
et al., 2024) to end-to-end LLM paradigms. While
traditional systems suffered from error propagation
across NLU, DST, and NLG modules (He et al.,
2022; Su et al., 2021), modern approaches lever-
age LLMs for holistic dialogue management via
workflow-guided interactions (Xiao et al., 2024;
Wallace et al., 2024). This shift necessitates new
evaluation metrics focusing on task success rates
over modular accuracy (Arcadinho et al., 2024),
motivating our framework’s dual focus on procedu-
ral compliance and adaptive flexibility.

2.2 Agentic Workflow Architectures

The progression of LL.Ms has led to the develop-
ment of LLM-based agents across various domains
(Park et al., 2023; Tang et al., 2023; Qian et al.,
2023). LLM-based agents enhance task execu-
tion through tool usage and dynamic planning (Yao
et al., 2022; Schick et al., 2023; Wang et al., 2023;
Zhu et al., 2024). We distinguish two paradigms: 1)
Workflow generation creates procedures via LLM
reasoning (Li et al., 2024; Xu et al., 2024; Liu
et al., 2023; Chen et al., 2023; Valmeekam et al.,
2022), and 2) Workflow execution operates within
predefined structures (Xiao et al., 2024; Qiao et al.,
2024).

Our research primarily focuses on the latter
paradigm, treating workflows as predefined knowl-
edge to build robust, user-centric agents. Within
this context, two main approaches are adopted
to integrate structured workflows with linear-text-
processing language models: 1) Rule-based Ap-
proach: This method involves hard-coding work-
flow transition rules as fixed logic, defining the
current node and state transitions explicitly in the
program. 2) Prompt-based Approach: Here, work-
flows are represented in flexible formats such as nat-
ural language, code (or pseudocode), or flowchart
syntax (Xiao et al., 2024; Zhu et al., 2024). Each
method presents unique challenges: rule-based
systems often lack flexibility, while prompt-based
methods might deviate from intended procedures.
Our solution aims to strike a balance between pro-
cess control and adaptability, ensuring workflows
are both structured and responsive to dynamic in-

teractions.

3 Preliminary and Background

3.1 Workflow

A workflow defines a structured process designed
to accomplish a specific task or goal within a par-
ticular scenario. For instance, in a hospital appoint-
ment booking scenario, a typical workflow involves
steps such as querying the user for their preferred
hospital, department, and time, retrieving available
appointment slots using relevant tools, confirming
the details with the user, and completing the book-
ing. Formally, we can represent a workflow as a
directed acyclic graph (DAG) denoted by G(V, £)
(Qiao et al., 2024; Zhang et al., 2024), where V rep-
resents the set of nodes, each corresponding to an
atomic operation (e.g., querying the user, invoking
an API, retrieving from a knowledge base), and £
represents the directed edges that define the tem-
poral and dependency relationships between these
operations, effectively specifying the workflow’s
progression.

3.2 Workflow Agent

A workflow agent is designed to assist users in
completing tasks by interacting with them and
utilizing available tools. It can be conceptualized
as an agent making sequential decisions within
an environment composed of the user and the
available tools. This interaction can be modeled
as a Markov Decision Process (MDP), which
provides a valuable framework for understanding
the agent’s decision-making process over time. In
this framework, the agent transitions through a
sequence of states (s), takes actions (a) based on
the current state, and receives feedback (r) from
the environment (user responses or tool-generated
outputs). This process can be represented as
{(80, aop, 7“()), (81, ai, 7“1), ey (St—h at—1, 7“,5_1)}.
Consequently, the decision-making process of the
workflow agent can be expressed as:

ar — A(Hi-1,G), (D

where H;_1 encompasses all actions and observa-
tions up to time ¢ — 1, and G serves as the guide for
the agent’s actions.

Based on how the workflow is represented and
integrated into the agent’s decision-making pro-
cess, workflow agents can be broadly classified
into two categories: rule-based agents and prompt-
based agents. Rule-based agents rely on explic-



itly programmed procedures to guide the workflow,
while prompt-based agents utilize a single language
model to autonomously manage the entire decision-
making and dialogue process.

The first category, rule-based agents, imple-
ments the workflow procedure through explicit pro-
gramming. Examples include Coze (Coze, 2024),
Dify (Dify, 2024), and Flowise (Flowise, 2024). In
these systems, the transitions between nodes are
rigidly controlled by the program, with the LLM
acting as a component within specific nodes to gen-
erate user responses, predict parameters for tool
calls, or facilitate node transitions (e.g., classifying
user intent). In this paradigm, the information ac-
cessible to the agent and its action space are limited,
which can be expressed as:

ay <= MU(¢"(Hi-1),9"°(9)), 2)

where v is the current node, ¢V (H;—1) is the se-
lected information visible to v, ¥¥(G) is a sub-
graph of G expanded from v, and M" denotes the
language model associated with node v.

The second category, prompt-based agents
(Xiao et al., 2024; Zhu et al., 2024), represents
the workflow as text W(/) using a specific format
f, and a single language model M autonomously
manages the entire decision-making and dialogue
process. This process can be represented as:

ay — M(Hi_1,G9), 3)

where G(f) represents the graph structure implicitly
encoded within W),

4 Methodology

In this work, we introduce a novel procedural de-
scription language (PDL) designed to represent
workflows, alongside FLOWAGENT, an execution
framework that enhances the agent’s behavioral
control.

4.1 PDL Syntax

PDL consists of three primary components: 1)
Meta Information: Basic workflow details such as
name and description. 2) Node Definitions: Re-
sources accessible to the agent, which includeAP/
nodes (for external tool calls) and ANSWER nodes
(for user interaction). 2) Procedure Description:
The procedural logic of the task, expressed in a mix
of natural language and pseudocode.

For illustration, in the Hospital Appointment
workflow, Fig.3 presents a segment of the node

APIs:
- name: check_hospital
pre: []
- name: check_department
pre: ['check_hospital ']
- name: query_appointment
pre: ['check_department ']
- name: register_appointment
pre: ['query_appointment ']
- name: recommend_other_hospitals
pre: ['register_appointment ']

ANSWERS :
- name: inform_appointment_result
pre: ['register_appointment ']

answer_out_of_workflow_questions
request_information

- hame:
- hame:

Figure 3: Example of Node Definations in PDL.

definitions '. Fig.4 illustrates a portion of the pro-
cedure description. Key features of PDL include:
1) Precondition Specification: Nodes include a
preconditions attribute, defining dependencies be-
tween nodes. For example, check_department
requires check_hospital as a prerequisite, ensur-
ing hospital selection before department inquiry.
2) Hybrid Representation: The integration of natu-
ral language and code in the procedure description
ensures a concise and yet flexible workflow repre-
sentation, maintaining the clarity of NL with the
accuracy of code.

4.2 FLOWAGENT Architecture

To enhance the compliance of workflow agents, we
introduce FLOWAGENT, an execution framework
tightly integrated with PDL. FLOWAGENT enforces
a set of controllers that govern the agent’s decision-
making process, thereby promoting reliable action
execution without sacrificing the LLM’s autonomy.

Algorithm 1 outlines FLOWAGENT’s overall ex-
ecution. Each round begins with a user query
(line 3), which the agent interprets to produce a
response or a tool call (line 18), ultimately generat-
ing a user-facing response (line 21).

To ensure decision-making stability, FLOWA -
GENT incorporates two categories of controllers:

.. C,
pre-decision controllers (Cpre = {c?re}i:"rf) and
.. C,
post-decision controllers (Cpost = {CEOSt} ji"l“). Pre-

decision controllers proactively guide the agent’s
actions by evaluating the current state and provid-
ing feedback to the LLM (e.g., identifying unreach-
able nodes based on the dependency graph G®)),

"For brevity, certain details have been omitted; see App.A.1
for the complete PDL specification.




Datase # Workflow # Session # Turn # User Profile # User Intentions # OOW queries

SGD 26 442 11,594 390 1,593 811
session-level | STAR 24 408 10,856 360 1,265 679

In-house dataset 6 102 3,246 90 322 212

SGD 26 338 5,016 - 834 496
turn-level STAR 24 312 5,387 - 853 541

In-house dataset 6 150 1,679 - 353 203

Table 1: Dataset Statistics

SGD ABCD STAR  FLAP FlowBench In-house dataset
NL, code, NL, code,
Workflow Format - NL flowchart NL Aowchart flowchart, PDL
Multiple User Intentions b 4
Incorporate User Persona b 4 b 4 b 4 b 4
Automate dialogue construction b 4 b 4 b 4 b 4
OOW Query Annotation b 4 b 4 b 4 b 4 X

Table 2: Comparison of Contents Included in Different Datasets

while not API.check_hospital (hospital) or not API.check_department (hospital,

department):

hospital,
time = ANSWER.request_information('time"')
available_list =
try:

department = ANSWER.request_information('hospital',

query_appointment (hospital,

'department ')

department, time)

# ... collect necessory information for registration

result =

API.register_appointment (hospital, ...)

ANSWER . inform_appointment_result(result)

except:
# if registration fails,

recommend other hospitals

available_list = API.recommend_other_hospitals(department, time)
# ... try to register again
Figure 4: Example of Procedure Description in PDL
post

This feedback, denoted by R, serves as a form
of soft control. However, LLMs can still generate
unstable outputs even with pre-decision guidance.
Therefore, post-decision controllers provide hard
constraints by assessing the validity of proposed
agent actions.

We designed modular controllers to adjust the
behavior of the workflow agent across multiple di-
mensions, such as enforcing node dependencies,
constraining API call repetition, and limiting con-
versation length. Below, using the workflow shown
in Fig. 3 as an example, we briefly introduce the
node dependency controller. It can operate in
both pre- and post-decision modes. As a pre-
decision controller (cgf_;), the controller analyzes
the agent’s current node and identifies inaccessible
nodes by examining the dependency graph. For
example, if the agent is at check_hospital, cfi,
prevents the LLM from prematurely transitioning
to query_appointment (soft control). As a post-

decision controller (cdep ), the controller validates
proposed node transitions. For instance, if the agent
attempts to transition to query_appointment with-
out completing check_department, the controller
denies the request, providing feedback to the agent.

5 Evaluation and Data

5.1 Compliance Evaluation

We follow previous studies (Xiao et al., 2024;
Chen et al., 2023) to conduct both turn-level and
session-level assessments. In turn-level evalua-
tion, there is a reference session (considered as
ground truth) (Dai et al., 2022). For each turn in
the reference session, the evaluation system pro-
vides the prefix of the session H;_; to the bot for
predicting the current a;. The judge compares a;
with a; to determine if the bot’s response for that
turn is correct, and the average result across all
turns yields the Pass Rate. To assess the agent’s
tool usage capability, for turns involving tool call-




Algorithm 1: FLOWAGENT Execution

Input: user I, bot agent AP system S, workflow

in PDL format W®%) | pre-decision

el .
controllers Cpre = {7}, 7}, post-decision
Chost

jo1 > maximum

controllers Cpost = {c?om}
attempts per turn Npmax

Output: conversation history H

1 Initialize conversation history: H < 0 ;
2 while True do

3 Oz,{ < U(H) 5
4 H+—H| Ou;
5 if Oy .is_end = True then
6 | break;
7 for turn_id < 1to N, do
// Traverse all pre-decision
controllers
8 Rpre < 05
9 foreach ¢ € Cp. do
10 i < & process(H, WP ;
1 Rpre — Rpre ” T4 5
12 Oy A(pdl) (H, W(pdl)7 Rpre) N
// Traverse all post-decision
controllers
13 if_pass <— True ;
14 foreach ™" € Cpoy do
15 it &™ process(O.4) = False then
16 L if_pass < False ;
17 if if_pass = True then
18 if O 4.type = tool_calling then
19 Os < S(04);
20 L H+H| Os;
21 else if O 4.type = response_to_user
then
2 H+—H||Oa;
23 L break ;

ings, we evaluate the tool selection and parameter
infilling performance of the agent in Precision, Re-
call, and F1-score.

For session-level evaluation, we simulate user
interactions with the bot using an LLM, which
serves to mimic real user behavior while minimiz-
ing human assessment costs. To ensure these sim-
ulated sessions accurately reflect real-world com-
plexity, we define detailed user profiles compris-
ing: (1) demographic information; (2) conversa-
tional style, capturing behavioral patterns; and (3)
workflow-related user needs, detailing primary and
secondary session objectives. An illustrative user
profile is provided in App. A.2. For each generated
session, we conduct a binary assessment to ver-
ify whether the user’s primary workflow objectives
are achieved, yielding the Success Rate. Addition-
ally, by tracking the number of sub-tasks initiated
and completed, we derive the Task Progress metric.

Sessions are evaluated end-to-end using prompts
consistent with those recommended by Xiao et al.
(2024). Furthermore, we evaluate the LLM agent’s
performance in tool invocation with Precision, Re-
call, and FI-score metrics.

5.2 Flexibility Evaluation

Previous work (Zhong et al., 2018; Wu et al., 2019;
Li et al., 2024) has primarily focused on evaluat-
ing whether bots can follow a specific procedure
to complete a conversation, which partially em-
phasizes compliance while neglecting flexibility
in handling user requests. Such incomprehensive
evaluation may not reflect the capabilities of LLM
agents under real-world scenarios, where an “im-
perfect” user might not adhere to the procedure
and violates the sequential steps during multiple
rounds of interactions. Consequently, to evaluate
the performance of workflow agents in OOW sce-
narios, we have additionally developed a targeted
evaluation method to assess flexibility.

Specifically, we categorize OOW scenarios into
three types: (1) intent switching, where the user
suddenly changes the original intent requests or
requirements, including modification of API slots/-
parameters and demand for cancellations; (2) pro-
cedure jumping, where the user does not follow the
established workflow sequence to provide informa-
tion and express confirmation, including skipping
steps or jumping back; and (3) irrelevant answer-
ing, where the user deliberately avoids direct reply
to questions raised by the agent, such as answers
with topic shifts and rhetorical questions;

Based on these classifications, flexibility can be
evaluated by examining the agent’s performance
in OOW scenarios using the metrics introduced in
Sec. 5.1. At the turn-level, we insert OOW user
interventions to assess the agent’s immediate adap-
tive responses in these specific interactions. At the
session-level, we assess the agent’s overall perfor-
mance in sessions that include OOW queries to
measure its long-term flexibility.

5.3 Data

We constructed three test datasets based on existing
datasets and business-related data: SGD (Rastogi
et al., 2019), STAR (Mosig et al., 2020), and In-
house. The data construction process is detailed in
App. D.1. Statistics for these datasets are shown in
Tab. 1, and differences from datasets used in other
studies are highlighted in Tab. 2.

Specifically, our datasets include: (1) four types



Backbone Method In-house dataset STAR SGD
Model Success Task Tool | Success Task Tool | Success Task Tool
Rate Progress  F1 Rate Progress  F1 Rate Progress  F1

ReActnr, 62.50 80.33 63.16 | 40.17 78.33 76.96 | 34.62 82.44 89.11

GPT-do ReActcode 57.26 75.20 75.86 | 38.27 75.10 55.32 | 29.23 76.67 82.32
ReActgc 60.01 82.70 72.00 | 33.43 72.58 82.33 | 30.92 81.24 85.71

FLOWAGENT | 67.72 85.12 80.60 | 42.78 80.42 84.00 | 32.79 84.21 86.60

ReActnr, 40.51 80.01 78.90 16.67 59.34 82.12 13.46 67.94 84.42

Qwen2-72B ReActcode 32.78 65.58 75.20 10.42 56.70 63.63 15.76 59.84 72.55
ReActgc 41.67 80.97 77.78 9.21 53.80 61.58 | 28.79 62.98 85.40

FLOWAGENT | 44.32 82.22 84.21 18.42 61.42 86.86 | 30.84 69.91 88.02

Table 3: Session-level Evaluation Results
Backbone Method In-house dataset STAR SGD
Model Success Task Tool | Success Task Tool | Success Task Tool
Rate  Progress  Fl Rate  Progress  Fl Rate  Progress  Fl

ReActn, 18.03 72.20 75.42 4.55 43.59 81.58 3.31 49.42 74.12

GPT-4o ReAct ode 16.23 57.27 73.68 2.08 40.74 70.21 2.92 54.23 64.57
ReActgc 18.21 71.42 78.57 5.17 43.52 82.05 4.02 47.57 73.56

FLOWAGENT | 32.01 75.20 81.57 | 10.21 52.31 85.32 7.16 56.64 77.83

ReActnr, 16.76 69.41 72.27 6.25 48.30 82.92 5.01 47.00 82.83

Qwen2-72B ReActcode 0.00 60.41 71.62 2.02 45.31 70.80 2.08 45.35 70.79
ReActgc 17.14 70.42 75.56 0.00 45.63 84.49 4.10 46.33 78.29

FLOWAGENT | 30.20 75.70 80.01 8.72 50.28 86.72 8.25 49.30 89.88

Table 4: Session-level Evaluation Results in OOW Scenarios

of workflows (see App. A); (2) user profiles re-
quired for session-level evaluation (see App. A.2);
and (3) conversations needed for turn-level evalua-
tion (see App. B.1).

6 Experiments

We raise the following research questions:

Q1: Compared with other models, does our
proposed FLOWAGENT show improvements in
compliance and flexibility?

Q2: In which way the proposed controllers exert
constraints on the model to facilitate workflows
with both compliance and flexibility?

6.1 Experimental Setup

Baselines We selected ReAct (Yao et al., 2022)
as a baseline method for comparison, which makes
decisions in each round by utilizing a combina-
tion of thought and action, and treats the feedback
from environment an observation. It belongs to the
category of prompt-based methods introduced in
Sec. 3.2. For representing the workflow, we chose
three formats: natural language (NL), code, and
FlowChart, denoted as ReActyy,, ReActcoqe, and
ReActgc, respectively. To ensure a fair compari-

son, we reused the prompts from FlowBench (Xiao
et al., 2024) in our experiments.

Implementation In session-level evaluation,
GPT-40-mini is used for user simulation. For the
bot, we initially tested two representative model
series, the GPT series (Achiam et al., 2023) and
the Qwen series (Yang et al., 2024). Preliminary
studies revealed that small models are not compe-
tent for complex workflow tasks. Therefore, in the
present study, we choose GPT-40 and Qwen2-72B
for demonstrations. During the evaluation process,
we used GPT-4-Turbo for judgment. More imple-
mentation details can be seen in App. C.1.

6.2 Session-level Experimental Results

Al.1: FLOWAGENT outperforms the other three
baselines in terms of task compliance. We first
compare the session-level performance of differ-
ent methods in Tab. 3. The results indicate that
FLOWAGENT outperforms the other three baselines
in terms of task completion metrics Success Rate,
Task Progress, and tool usage metrics like Tool F1.

Al.2: FLOWAGENT exhibits robustness to-
wards OOW interventions with higher flexibil-
ity. Tab. 4 presents the performance of different
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Figure 5: Visualization of the comparison of metrics for different models.

Method In-house dataset STAR SGD
Success Task Tool | Success Task Tool | Success Task Tool
Rate Progress  Fl Rate Progress  Fl Rate Progress  Fl1
FLOWAGENT | 57.26 84.71 76.13 | 22.22 70.44 91.89 | 16.67 69.89 89.89
-post 55.71 84.56 76.70 | 20.83 72.57 90.20 8.33 66.28 83.98
-post-pre 43.75 80.50 75.00 12.50 63.75 86.27 7.69 65.77 88.66

Table 5: Ablation Study Results

methods under OOW scenarios. A general perfor-
mance decline is observed across all models on
the three datasets. However, FLOWAGENT exhibits
only a slight decline, achieving the best results
across all datasets. Fig. 5(a) visualizes the Task
Progress metric under different settings, highlight-
ing FLOWAGENT’s advantage in OOW scenarios,
demonstrating strong flexibility.

6.3 Turn-level Experimental Results

A1.3: FLOWAGENT maintains the superior com-
pliance and flexibility across datasets in turn-
level evaluation. We present the turn-level exper-
imental results of Qwen2-72B in Tab. 6. The results
show that the FLOWAGENT framework achieves
the best performance in both IW and OOW settings.
What’s more, Fig. 5(b) compares the Success Rate
across different models and settings.

6.4 Ablation Studies

A2: Controllers play an indispensable role in
enforcing steady progress of workflows with
OOW interventions. We conducted ablation ex-
periments on FLOWAGENT in OOW settings, with
the results shown in Tab. 5. In the table, “-post” in-

dicates the removal of the post-decision controllers
Cpost from the complete model, while ““-post-pre’
further removes the pre-decision controllers Cpre.
According to the experimental results, it is evident
that removing either controller negatively impacts
model performance, validating that controllers in
FLOWAGENT enhance the model’s compliance.

b}

7 Conclusion

In this paper, we reviewed existing LLM-based
workflow methods and compared their strengths
and weaknesses in terms of compliance and flex-
ibility. Aiming to enhance the compliance capa-
bility of LLMs without significantly compromis-
ing their flexibility, we proposed the PDL syntax
to express workflows and used the FLOWAGENT
framework to control agent behavior. For evalu-
ating compliance and flexibility capabilities, we
constructed datasets based on existing data and de-
signed specific evaluation methods. Experiments
on three datasets demonstrated that FLOWAGENT
not only possesses strong compliance capabilities
but also exhibits robust flexibility when handling
out-of-workflow queries.



8 Limitations
We acknowledges two primary limitations:

Workflow Generation Our current research em-
phasizes enhancing LLM performance within man-
ually constructed workflows using the PDL syntax.
Consequently, the evaluation is limited to these ar-
tificially defined settings, lacking exploration of
automated workflow generation (Qiao et al., 2024;
Zhang et al., 2024). Future work should investigate
dynamic workflow synthesis to adapt to varying
and complex user demands without manual inter-
vention.

Dialogue Diversity and Evaluation While this
study evaluates agent performance in OOW scenar-
ios using simulated user interactions, the real-world
applicability relies on testing across a broader spec-
trum of authentic user demands.
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Appendices
A Dataset Examples
A.1 PDL Example

Below is a PDL example in a real-world scenario.
For formats of natural language, code and flowchat,
see Xiao et al. (2024).

Name: 114 Hospital Appointment
Desc: Provides appointment services,
allowing users to query and recommend
hospitals and departments in Beijing.
Detailed_desc: Queries the availability
of appointment slots based on the user's
specified hospital, department, and
time, and attempts to register; if no
slots are available at the specified
hospital, it will try to register at
other hospitals.

APIs:

- name: check_hospital
request: [hospital_name]
response: [hospital_exists]
precondition: []

- name: check_department
request: [department_name,
hospital_name]
response: [department_exists]
precondition: [check_hospitall

- name: query_appointment
request: [hospital_name,
department_name, appointment_time]
response: [available_slots,
available_list, specialist_count,
general_count]
precondition: [check_hospital,
check_department]

- name: recommend_other_hospitals
desc: Searches for available slots
at other hospitals for the specified

department and time.

request: [department_name,
appointment_time]

response: [available_slots,
available_list]

precondition: [check_department]

- name: register_hospital
request: [id_number,
appointment_type, hospital_name,
department_name, appointment_time]
response: [appointment_status]
precondition: [query_appointment]

- name: register_other_hospital

request: [id_number, hospital_name,
doctor_name]
response: [appointment_status]

precondition: [
recommend_other_hospitals]

ANSWERSs :
- name: hospital_not_found
desc: Sorry, we currently cannot

provide appointment services for
this hospital. Please contact the
hospital directly or consider other
hospitals.

- name: department_not_found
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desc: $hospital_name does not have
the department you are looking for.
I will transfer you to a customer
service representative for further
assistance. Please wait.
- name: no_available_slots

desc: We apologize, but there are no
available slots for the department

you want to register at any hospital
on our platform. Please follow the

WeChat public account "Beijing 114
Appointment appointment” to register
as per your needs. Thank you for

calling, and have a nice day.
- name: appointment_successful
desc: Your appointment at

$hospital_name $department_name for
$appointment_time has been
successful. A confirmation
will be sent to your phone
shortly. Is there anything
can help you with?

- name: appointment_failed
desc: We apologize, but there are no
available $appointment_type slots

at $hospital_name $department_name
for $appointment_time. Please follow

message
number
else I

the WeChat public account "Beijing
114 Appointment appointment” to
register as per your needs. Thank

you for calling, and have a nice day

- name:

other_hospital_appointment_successful
desc: Your appointment at
$recommend_other_hospitals -
hospital_name with
$recommend_other_hospitals -
doctor_name for $appointment_time
has been successful. A confirmation
message will be sent to your phone
number shortly. Is there anything
else I can help you with?

- name:

other_hospital_appointment_failed
desc: We apologize, but the ID
information is incorrect, and we
cannot proceed with the appointment.
Please follow the WeChat public
account "Beijing 114 Appointment
appointment” to register as per your
needs. Thank you for calling, and
have a nice day.

- name:

answer_out_of_workflow_questions

- name: request_information

Procedure: |
[hospital_exists] =
([hospital_name])
if hospital_exists == false:

ANSWER . hospital_not_found()

elif hospital_exists == true:

[department_exists] = API.

check_department ([department_name,

hospital_namel])

if department_exists == false:
ANSWER . department_not_found ()

elif department_exists true:
[available_slots, available_list,

API.check_hospital




specialist_count, general_count]
API.query_appointment ([
hospital_name, department_name,
appointment_time])
if available_slots > 0:
[appointment_status] API.
register_hospital ([id_number,
appointment_type, hospital_name,
department_name,
appointment_time])
if appointment_status PYPe
ANSWER . appointment_successful
O
elif appointment_status
ANSWER . appointment_fai
elif available_slots 0:
[available_slots, available_list
] = API.
recommend_other_hospitals ([
department_name,
appointment_time])
if available_slots > 0:
if appointment_willingness
"true":
[appointment_status] API .
register_other_hospital ([
id_number, hospital_name,
doctor_namel])
if appointment_status
"1
ANSWER .
other_hospital_appointment_
O
elif appointment_status
"Q":
ANSWER .
pther_hospital_appointment_
O
elif available_slots 0:
ANSWER .no_available_slots ()

== ngn.
led ()

su

Listing 1: Example of PDL

A.2 User Profile Example

Below is an example of a used user profile. The
“User Details” contains some randomly generated
attributes; “Dialogue Style” specifies the user’s con-
versational style; “User Needs” describes the user’s
requirements related to a specific workflow; “Inter-
active Pattern” further details the possible dialogue
process for the user within that workflow.

*xUser Needs**:

- Michael needs to query available

appointment slots for specific hospitals
and departments in Beijing.

- He may need to verify the existence of
certain hospitals and departments.

- He wants to make an appointment for a

medical consultation at a preferred

hospital and department.

- If the preferred hospital or

department is not available, he may need
recommendations for alternative
hospitals and departments.

- Michael may also need to know the

success or failure status of his

appointment registration.

*xDialogue Stylexx*:

- Michael's dialogue style is likely to
be straightforward and sincere,
reflecting his honesty in his profession
as a bartender.

- He may prefer clear and concise
information without unnecessary jargon.
- His tone is likely to be polite and
respectful but also direct, as he is
used to providing sincere advice to
customers.

- He may appreciate a friendly and
helpful attitude from the assistant.

*xInteractive Patternx*x:

- Michael might start by specifying the

hospital and department he is interested
in.

- He is likely to ask for available

appointment slots for a specific time.

If the hospital or department does not
exist, he will appreciate being
notified promptly and clearly.

If there are no available slots at his
preferred hospital, he may ask for
recommendations for other hospitals.

- He will likely ask for the success
status of his appointment registration
and may need guidance on the next steps
if the registration fails.

- Michael may interact in a sequential
manner , addressing one query at a time,
and expecting clear and immediate
responses from the assistant.

**Personax*x:

A 25-year-old bartender with three years
of experience in the hospitality
industry. He is known for his honesty,
often giving customers sincere advice on
their drink choices.

*xUser Details*x*:

Name: Michael James Carter
Sex: Male

Age: 25

Phone Number: 13812345678

ID Number: 110105199801012345

Listing 2: Example of user profile

B Conversation Examples

B.1 Conversation Example on STAR Dataset

Below is a conversation generated on the STAR
dataset (for turn-level evaluation). Note that in
line 16, the user simulated by the LLM adopted
an “intent-switching/detail-switching” OOW and
modified the appointment time.

14

BOT: Great, Alex. What's the name of the
apartment you're interested in?
USER: Maple Apartments.




18

19

20

BOT: When would you like to view the
Maple Apartments?

USER: I'd like to do it on Friday.

BOT: What time on Friday would you
prefer for the viewing?

USER: How about 3 PM?

BOT: Have you paid the application fee?
USER: Yes, I have.

BOT: Would you like to add any custom
message for the viewing?

USER: No, that's fine.

BOT: <Call API> book_apartment_viewing
({'RenterName ': 'Alex', 'Name': 'Maple
Apartments', 'Day': 'Friday',6 '
StartTimeHour ': '15', '
ApplicationFeePaid': 'Yes', 'Message':
"', 'RequestType': 'CheckAvailability '})
SYSTEM: {'Status': 'Available'}

BOT: The viewing is available. Would you

like to proceed with booking?
USER: Actually, I might need to change
the time. Can we do 4 PM instead?
(OOW type) intent_switching/detail -
switching

<Call API> book_apartment_viewing
' '"Alex', 'Name': 'Maple
Apartments', 'Day': 'Friday',6 '
StartTimeHour ': '16', '
ApplicationFeePaid': 'Yes', 'Message':
"', 'RequestType': 'CheckAvailability'})
SYSTEM: {'Status': 'Available'}
BOT: The new time at 4 PM is also
available. Shall I book it for you?
USER: Yes, please book it.

BOT :
({'RenterName

Listing 3: Example conversation on STAR

C Experimental Details

C.1 Implementation Details

For the GPT series, we specifically
used the models gpt-40-2024-05-13,
gpt-40-mini-2024-07-18, and
gpt-4-turbo-2024-04-09. To ensure sta-

ble output results, we set the temperature to 0.2.
For the Qwen2 series models, we utilized the
vllm framework for inference, also setting the
temperature to 0.2.

C.2 Prompts

Prompts for User Simulation Below are the
prompts we used with LLM to simulate user behav-
ior. The “User Profile” refers to Sec. A.2.

Note that for OOW simulation, we add an “ad-
ditional constraints” field in the user profile to de-
scribe the user’s current OOW intention. For exam-
ple, “In this round, you can ask a question unrelated
to the current topic” will be injected in the prompt if
an “irrelevant answering” OOW intent is randomly
chosen in the 5th round of dialogue. We dynami-
cally adjust OOW queries during the conversation

by controlling the injected instructions.

You are a real-life user that interact
with an assistant of {{
assistant_description }} to achieve your

specific objectives.

## User Profile

{{ user_profile }}

## History conversation

{{ history_conversation }}

## Specific requirements

1. Role Awareness: Remember you are

playing the user role and speak in the

first person.

2. Goal-Oriented: Keep the conversation

focused on achieving your needs.

3. Style: Keep your response concise and
real-life.

4. Engagement: Maintain an engaging and

curious tone to facilitate effective

dialogue.

5. Your output format should be:

Response:
6. Stop: End the conversation when the
task is completed or when it becomes
repetitive and no longer meaningful to
continue. Set your response as "[END]"
to stop the conversation.

xxx (the response content)

Listing 4: Prompt for user simulation

Inference Prompt for FLOWAGENT Below is
the inference prompt for our FLOWAGENT.
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You are a bot designed to assist the

user for a specific task described by

the Procedure Description Language (PDL)
Your goal is to engage in a friendly

conversation with the user while helping
them complete the task.

### Constraints
1. *xStep Identification*x: Throughout
the conversation, you should determine
the user's current step, (whether it is
in the PDL or just general questions),
and dynamically follow PDL:
- If the user's query aligns with
the PDL logic, proceed to the next
step.
- If the user ask irrelevant
questions, generate a response that
maintains a fluent and logical
conversation.
2. **PDL Components#*x:
several components:
- meta information: “name, desc,
desc_detail ™ are meta information
about the PDL.
- slots: “slots”s define the
information you may need to collect

The PDL includes




from user,
the API.
- reference answer: ~answers” define
the responses you should response
to the user.
- procedure:
string is a
defines the
procedure.
3. Notes:
- You have to collect enough
parameter values from the user
before calling the apis.

or the values returned by

the final “procedure”
Pythonic language that
core logic of the

### PDL
*TTPDL
{{ PDL }}

### Available APIs
{{ api_infos }}

### History Conversation
{{ conversation }}

### Current state
{{ current_state | trim }}

### Output Format

Your output format should be chosen from
one of the two templates below.

1. If you need to interact with the user
without calling an API (inquire slot
values or reply/answer):

Thought: xxx (description of your
thought process )

Response: xxx (the content you need to
inquire or reply)

2. If you need to call an API:
Thought: xxx (description of your
thought process )

Action: xxx (the function name to
called, do not prefix "API_".)
Action Input: xxx (the parameters
the function, must be in strictly
JSON format)

be

for
valid

Listing 5: Prompt for FLOWAGENT

Inference Prompt for ReAct For the baseline
ReAct, we directly borrowed the prompt used in
FlowBench (Xiao et al., 2024).

You are a helpful assistant for the task
of {{task_description}}.

### Specific requirements

1. You need to act as an assistant and
engage in a conversation with the user,
following the business process and API
information.

2. You have been provided with the
flowchart information for different
scenarios under a specific role.
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3. You can only answer questions within
the scope of the given several workflow
processes. If the user asks a question
beyond these scopes, please apologize
and explain to the user in the response
part.
4. When asking for API input parameters,
ensure that the provided parameter
values comply with the specified format
regarding both the correctness of the
format and the completeness of the
content. Do not assign values
arbitrarily. In instances where the
parameters do not meet the format
requirements, notify users to make the
adjustments until the requirements are
satisfied.
5. When the
at the same
appropriate

user has multiple requests
time, please select one
request for processing first
and inform the user that other requests
will be resolved subsequently. If there
is unfinished business in the previous
conversation, continue to provide the
necessary help and guidance to assist
them in completing the business process.
When multiple APIs need to be called,
do so in separate rounds, with a maximum
of one API call output per round. When
the user indicates that the business is
finished or says goodbye, respond
politely and end the conversation.

### Workflow information

{{workflow}}

### Tool information
{{toolbox}}

### Current time
{{current_time}}

### History conversation
{{history_conversation}}

### Output format

Your output format should be chosen
one of the two templates below:

1. If you need to interact with the

from

user

Thought: xxx (description of your
thought process )

Response: xxx (the content you need
inquire or reply)

to

2. If you need to call an API (only one

API call per time):

Thought: xxx (description of your
thought process )

Action: xxx (the function name to be
called, do not prefix "functions.")
Action Input: xxx (the parameters for
the function, must be in strictly valid
JSON format)




Listing 6: Prompt for ReAct

Evaluation Prompts During the evaluation pro-
cess, to ensure fairness in the results, we basically
reused the prompts from FlowBench. However, for
the final statistics, we only used binary results to
mitigate the bias issue of the judge model (see the
discussion in Sec. 5.1). Below are the prompts we
used for turn-level evaluation.

Please serve as an impartial judge to
evaluate the response quality of the
assistant. Your evaluation should be
based on the following criteria:
(1) Correctness: Does the reply remain
consistent with the workflow knowledge
without any contradictions?
(2) Helpfulness: Has the user's request
been reasonably understood and addressed
, fulfilling the user 's needs within
the provided workflow scope?
(3) Humanness: Is the response coherent,
clear, complete, and does it include
human acknowledgment?

Please compare the provided response
with the reference response and evaluate
it based on the mentioned dimensions.

Then, aggregate these assessments to
assign an overall score.
A perfect score is 10 points, with 9-10
points indicating high quality, nearly
identical to the reference answer; 7-8
points indicating quality close to the
reference answer; 6-7 points being of
moderate quality; 4-5 points indicating
a lower quality response; and 2-3 points
for a response with significant errors.
Finally, output a binary result to
determine if the predicted and reference
responses are consistent (Yes or No).

Here is the knowledge related to the
workflow:

{{ workflow_info }}

Here is the previous conversation:

{{ session }}

Here is the true value response from the
reference:
{{ reference_input }}

Here is the generated response from the
assistant:
{{ predicted_input 3}}

Please reply with the scores and
consistency judgment in the following
format:

Correctness Score: XxxX

Helpfulness Score: xxx
Humanness Score: xxX
Consistency: Yes/No
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Listing 7: Prompt for turn-level evaluation

D Additional Method Details

D.1 Data Construction

Based on existing datasets, we performed data
transformation and construction to evaluate agent
performance across the compliance and flexibility
dimensions. Our data construction process con-
sists of three stages: workflow collection, workflow
representation, and dialogue construction.

Workflow Collection Our dataset comprises two
existing datasets: SGD (Rastogi et al., 2019) and
STAR (Mosig et al., 2020), as well as our own
constructed dataset, In-house. The SGD dataset
includes 26 task flows across 16 domains, while
the STAR dataset covers 24 task flows across 13 do-
mains. The In-house dataset, constructed manually
based on real-world scenarios in business, contains
6 workflows and 16 tools across 6 domains.

Workflow Representation To compare the per-
formance of our PDL syntax with other workflow
formats, we converted each workflow under inves-
tigation into four formats: natural language, code,
flowchart, and PDL. Referring to Xiao et al. (2024),
we first converted the workflows from the origi-
nal datasets into natural language. Then, we used
a LLM to respectively transform them into code,
flowchart, and PDL formats. The definitions of
tools (a.k.a., APIs) follows the OpenAl function
calling formats.” The entire workflow format con-
version process was completed using GPT-4-Turbo.

Dialogue Construction For turn-level evalua-
tion, we constructed diverse user intentions from
tasks, using GPT-4o0 to directly construct reference
sessions. We then parsed and annotated tool calls at
the turn level. Regarding the construction of OOW
scenarios, we strategically insert OOW queries into
the reference session and record the OOW informa-
tion.

For session-level evaluation, we selected user
personas from Chan et al. (2024) that exhibits real-
world diversity in response style and format. We

2https://platform.openai.com/docs/guides/
function-calling


https://platform.openai.com/docs/guides/function-calling
https://platform.openai.com/docs/guides/function-calling

incorporated them into workflows to construct task-
related user profiles. We employed three LLMs
to respectively simulate the roles of user, agent,
and system with the given user profiles, workflow
descriptions, and tool definitions. We collected
these simulated dialogues to form the session-level
evaluation dataset. As for the OOW scenarios, we
have simulated users generating OOW queries with
a certain probability, prompting the agent to re-
spond to these queries and continue the conversa-
tion. The example of generated conversation is
shown in App. B.1

E Additional Experimental Results

E.1 Turn-level Evaluation Results

The table below presents the turn-level experi-
mental results of Qwen2-72B. It’s important to
note that because Out-of-Workflow (OOW) turns
typically involve fewer complex conditional judg-
ments or API calls, the turn-level Success Rate
for OOW turns can sometimes be higher than for
In-Workflow (IW) turns. Additionally, since the
turn-level evaluation for the OOW portion involves
fewer API calls, directly calculating this metric
may introduce significant variance. Therefore, we
have left it blank in the table.
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Method In-house dataset STAR SGD
Pass  Tool Parameter | Pass Tool Parameter | Pass Tool Parameter
Rate F1 F1 Rate F1 F1 Rate F1 F1
ReActnp 65.82 76.71 65.75 58.66 65.64 51.02 60.81 68.02 58.39
W ReActcode 46.83 55.70 55.44 4941 45381 42.34 4895 55.11 47.52
ReActgc 65.04 71.58 67.70 60.97 65.19 50.29 62.47 6540 55.17
FLOWAGENT | 68.35 77.14 68.12 68.94 67.66 62.19 64.19 67.65 60.78
ReActnp 66.67 71.42 - 49.61 60.33 - 61.32 47.76 -
0OW ReActcode 45.35 4571 - 41.86 57.89 - 55.81 36.50 -
ReActgc 60.07 74.17 - 51.94 65.00 - 65.89 68.21 -
FLOWAGENT | 71.67 80.55 - 59.52 70.74 - 68.21 70.74 -

Table 6: Turn-level Evaluation Results of Qwen2-72B
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