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Abstract

The integration of workflows with large lan-001
guage models (LLMs) enables LLM-based002
agents to execute predefined procedures, en-003
hancing automation in real-world applications.004
Traditional rule-based methods tend to limit005
the inherent flexibility of LLMs, as their prede-006
fined execution paths restrict the models’ ac-007
tion space, particularly when the unexpected,008
out-of-workflow (OOW) queries are encoun-009
tered. Conversely, prompt-based methods al-010
low LLMs to fully control the flow, which can011
lead to diminished enforcement of procedural012
compliance. To address these challenges, we013
introduce FLOWAGENT, a novel agent frame-014
work designed to maintain both compliance015
and flexibility. We propose the Procedure De-016
scription Language (PDL), which combines the017
adaptability of natural language with the preci-018
sion of code to formulate workflows. Building019
on PDL, we develop a comprehensive frame-020
work that empowers LLMs to manage OOW021
queries effectively, while keeping the execu-022
tion path under the supervision of a set of023
controllers. Additionally, we present a new024
evaluation methodology to rigorously assess025
an LLM agent’s ability to handle OOW sce-026
narios, going beyond routine flow compliance027
tested in existing benchmarks. Experiments on028
three datasets demonstrate that FLOWAGENT029
not only adheres to workflows but also effec-030
tively manages OOW queries, highlighting its031
dual strengths in compliance and flexibility.032
The code is available at https://anonymous.033
4open.science/r/FlowAgent-DE68/.034

1 Introduction035

With the enhanced understanding and reasoning036

capabilities of large language models (LLMs), pre-037

trained LLMs are increasingly being utilized in di-038

alogue systems (He et al., 2022; Bang et al., 2023).039

Compared with traditional chatbots, LLMs can in-040

teract more flexibly with users to address diverse041

needs, leveraging the vast amount of commonsense042

knowledge stored in their parameters (Yi et al., 043

2024). However, in real-world applications, we 044

often expect chatbots to follow specific rules and 045

procedures to perform certain tasks (e.g., guiding 046

users to make an appointment for appropriate hospi- 047

tals, departments, and doctors (Mosig et al., 2020; 048

He et al., 2022)). The procedures that must be fol- 049

lowed through dialogues are known as workflows. 050

LLMs, acting as workflow agents, assist users via 051

conversations and invoke relevant tools to fulfill 052

requests (Xiao et al., 2024). 053

Existing research can be broadly classified into 054

two categories: rule-based and prompt-based meth- 055

ods. Rule-based methods (Coze, 2024; Dify, 2024; 056

Flowise, 2024) control the conversation between 057

the agent and the user through deterministic pro- 058

grams, modeling the progress of dialogue as state 059

transitions within a graph composed of nodes rep- 060

resenting different dialogue states, as shown in the 061

upper part of Fig. 1(a). In this approach, the LLM 062

functions as a node within the graph and cannot 063

control the entire conversation flow. As a result, 064

this method provides high compliance but often at 065

the expense of the LLM’s inherent flexibility. As 066

illustrated in the lower part of Fig. 1(a), introduc- 067

ing a new flexible feature within this system (e.g., 068

allowing users to pause an appointment booking 069

process to inquire about a condition before resum- 070

ing) requires the addition of numerous transition 071

egeds (dashed lines), significantly increasing com- 072

plexity. In contrast, prompt-based methods lever- 073

age LLMs to autonomously manage dialogue by 074

representing workflows textually (natural language, 075

code or other structured data, Fig. 1(b)). While this 076

method imparts soft control over LLM responses 077

(workflow as part of prompt), LLMs’ probabilistic 078

nature often leads to compliance issues, like hal- 079

lucinating incorrect information, which can have 080

serious repercussions (e.g., notifying a user about 081

a successful appointment booking when it hasn’t 082

occurred) (Zhang et al., 2023). 083
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Figure 1: Comparison of different formats of workflow.

Figure 2: Two sample sessions of FLOWAGENT in the
hospital appointment workflow.

This brings us to the critical question of our084

work: How can we enhance LLM compliance085

with workflow tasks without diminishing their086

interaction flexibility? This question arises from087

two primary challenges: 1) How should we pre-088

cisely represent workflows? 2) How can we effec-089

tively control LLM behavior?090

To address the first challenge, as shown in091

Fig. 1(c), we introduce Procedure Description Lan-092

guage (PDL), which merges the fluidity of natu-093

ral language with the precision of coding. PDL’s094

flexible syntax allows for comprehensive node def-095

initions, facilitating accurate workflow representa-096

tions (see Sec. 4.1). To tackle the second challenge,097

we present the FLOWAGENT framework, which in-098

cludes a set of controllers that manage agent behav-099

ior according to PDL-defined nodes. This system 100

allows LLMs to make autonomous yet monitored 101

and legally constrained decisions (see Sec. 4.2). 102

Fig. 2 illustrates two sessions in a hospital ap- 103

pointment setting. In session 1, when a user wishes 104

to switch from Hospital A to Hospital B during the 105

registration process, FLOWAGENT demonstrates 106

flexibility by re-invoking the check_hospital API 107

as per PDL directives. Conversely, in session 2, 108

when the user prompts, “Just tell me the result 109

of the appointment”, the LLM might attempt to 110

respond without executing the necessary booking 111

API. However, the controllers in the FLOWAGENT 112

framework prevent such an occurrence by ensuring 113

that prerequisite conditions are met before inform- 114

ing the user of the booking result, highlighting the 115

compliance offered by FLOWAGENT. 116

Our contributions are threefold: 117

1. We provide a systematic analysis of existing 118

LLM-based workflow agents, focusing on compli- 119

ance and flexibility. Based on this analysis, we pro- 120

pose the PDL syntax, combining natural language 121

and code to flexibly describe node relationships 122

and workflow procedures. 123

2. We introduce the FLOWAGENT framework, 124

which aids in the execution of workflow agents. By 125

crafting PDL-driven controllers, we dynamically 126

balance compliance and flexibility. Experiments 127

on three datasets demonstrate FLOWAGENT’s bal- 128

anced compliance and flexibility within and beyond 129

pre-defined workflows. 130

3. We construct a comprehensive evaluation bench- 131

mark augmenting existing datasets to assess work- 132

flow agent performance in out-of-workflow (OOW) 133
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scenarios.134

2 Related Work135

2.1 LLM-Driven Conversational Systems136

The evolution of task-oriented dialogue (TOD) sys-137

tems has transitioned from modular pipelines (Yi138

et al., 2024) to end-to-end LLM paradigms. While139

traditional systems suffered from error propagation140

across NLU, DST, and NLG modules (He et al.,141

2022; Su et al., 2021), modern approaches lever-142

age LLMs for holistic dialogue management via143

workflow-guided interactions (Xiao et al., 2024;144

Wallace et al., 2024). This shift necessitates new145

evaluation metrics focusing on task success rates146

over modular accuracy (Arcadinho et al., 2024),147

motivating our framework’s dual focus on procedu-148

ral compliance and adaptive flexibility.149

2.2 Agentic Workflow Architectures150

The progression of LLMs has led to the develop-151

ment of LLM-based agents across various domains152

(Park et al., 2023; Tang et al., 2023; Qian et al.,153

2023). LLM-based agents enhance task execu-154

tion through tool usage and dynamic planning (Yao155

et al., 2022; Schick et al., 2023; Wang et al., 2023;156

Zhu et al., 2024). We distinguish two paradigms: 1)157

Workflow generation creates procedures via LLM158

reasoning (Li et al., 2024; Xu et al., 2024; Liu159

et al., 2023; Chen et al., 2023; Valmeekam et al.,160

2022), and 2) Workflow execution operates within161

predefined structures (Xiao et al., 2024; Qiao et al.,162

2024).163

Our research primarily focuses on the latter164

paradigm, treating workflows as predefined knowl-165

edge to build robust, user-centric agents. Within166

this context, two main approaches are adopted167

to integrate structured workflows with linear-text-168

processing language models: 1) Rule-based Ap-169

proach: This method involves hard-coding work-170

flow transition rules as fixed logic, defining the171

current node and state transitions explicitly in the172

program. 2) Prompt-based Approach: Here, work-173

flows are represented in flexible formats such as nat-174

ural language, code (or pseudocode), or flowchart175

syntax (Xiao et al., 2024; Zhu et al., 2024). Each176

method presents unique challenges: rule-based177

systems often lack flexibility, while prompt-based178

methods might deviate from intended procedures.179

Our solution aims to strike a balance between pro-180

cess control and adaptability, ensuring workflows181

are both structured and responsive to dynamic in-182

teractions. 183

3 Preliminary and Background 184

3.1 Workflow 185

A workflow defines a structured process designed 186

to accomplish a specific task or goal within a par- 187

ticular scenario. For instance, in a hospital appoint- 188

ment booking scenario, a typical workflow involves 189

steps such as querying the user for their preferred 190

hospital, department, and time, retrieving available 191

appointment slots using relevant tools, confirming 192

the details with the user, and completing the book- 193

ing. Formally, we can represent a workflow as a 194

directed acyclic graph (DAG) denoted by G(V, E) 195

(Qiao et al., 2024; Zhang et al., 2024), where V rep- 196

resents the set of nodes, each corresponding to an 197

atomic operation (e.g., querying the user, invoking 198

an API, retrieving from a knowledge base), and E 199

represents the directed edges that define the tem- 200

poral and dependency relationships between these 201

operations, effectively specifying the workflow’s 202

progression. 203

3.2 Workflow Agent 204

A workflow agent is designed to assist users in 205

completing tasks by interacting with them and 206

utilizing available tools. It can be conceptualized 207

as an agent making sequential decisions within 208

an environment composed of the user and the 209

available tools. This interaction can be modeled 210

as a Markov Decision Process (MDP), which 211

provides a valuable framework for understanding 212

the agent’s decision-making process over time. In 213

this framework, the agent transitions through a 214

sequence of states (s), takes actions (a) based on 215

the current state, and receives feedback (r) from 216

the environment (user responses or tool-generated 217

outputs). This process can be represented as 218

{(s0, a0, r0), (s1, a1, r1), . . . , (st−1, at−1, rt−1)}. 219

Consequently, the decision-making process of the 220

workflow agent can be expressed as: 221

at ← A(Ht−1,G), (1) 222

whereHt−1 encompasses all actions and observa- 223

tions up to time t− 1, and G serves as the guide for 224

the agent’s actions. 225

Based on how the workflow is represented and 226

integrated into the agent’s decision-making pro- 227

cess, workflow agents can be broadly classified 228

into two categories: rule-based agents and prompt- 229

based agents. Rule-based agents rely on explic- 230
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itly programmed procedures to guide the workflow,231

while prompt-based agents utilize a single language232

model to autonomously manage the entire decision-233

making and dialogue process.234

The first category, rule-based agents, imple-235

ments the workflow procedure through explicit pro-236

gramming. Examples include Coze (Coze, 2024),237

Dify (Dify, 2024), and Flowise (Flowise, 2024). In238

these systems, the transitions between nodes are239

rigidly controlled by the program, with the LLM240

acting as a component within specific nodes to gen-241

erate user responses, predict parameters for tool242

calls, or facilitate node transitions (e.g., classifying243

user intent). In this paradigm, the information ac-244

cessible to the agent and its action space are limited,245

which can be expressed as:246

at ←Mv(ϕv(Ht−1), ψ
v(G)), (2)247

where v is the current node, ϕv(Ht−1) is the se-248

lected information visible to v, ψv(G) is a sub-249

graph of G expanded from v, andMv denotes the250

language model associated with node v.251

The second category, prompt-based agents252

(Xiao et al., 2024; Zhu et al., 2024), represents253

the workflow as textW(f) using a specific format254

f , and a single language modelM autonomously255

manages the entire decision-making and dialogue256

process. This process can be represented as:257

at ←M(Ht−1,G(f)), (3)258

where G(f) represents the graph structure implicitly259

encoded withinW(f).260

4 Methodology261

In this work, we introduce a novel procedural de-262

scription language (PDL) designed to represent263

workflows, alongside FLOWAGENT, an execution264

framework that enhances the agent’s behavioral265

control.266

4.1 PDL Syntax267

PDL consists of three primary components: 1)268

Meta Information: Basic workflow details such as269

name and description. 2) Node Definitions: Re-270

sources accessible to the agent, which includeAPI271

nodes (for external tool calls) and ANSWER nodes272

(for user interaction). 2) Procedure Description:273

The procedural logic of the task, expressed in a mix274

of natural language and pseudocode.275

For illustration, in the Hospital Appointment276

workflow, Fig.3 presents a segment of the node277

APIs:
- name: check_hospital

pre: []
- name: check_department

pre: ['check_hospital ']
- name: query_appointment

pre: ['check_department ']
- name: register_appointment

pre: ['query_appointment ']
- name: recommend_other_hospitals

pre: ['register_appointment ']

ANSWERs:
- name: inform_appointment_result

pre: ['register_appointment ']
...
- name: answer_out_of_workflow_questions
- name: request_information

Figure 3: Example of Node Definations in PDL

definitions 1. Fig.4 illustrates a portion of the pro- 278

cedure description. Key features of PDL include: 279

1) Precondition Specification: Nodes include a 280

preconditions attribute, defining dependencies be- 281

tween nodes. For example, check_department 282

requires check_hospital as a prerequisite, ensur- 283

ing hospital selection before department inquiry. 284

2) Hybrid Representation: The integration of natu- 285

ral language and code in the procedure description 286

ensures a concise and yet flexible workflow repre- 287

sentation, maintaining the clarity of NL with the 288

accuracy of code. 289

4.2 FLOWAGENT Architecture 290

To enhance the compliance of workflow agents, we 291

introduce FLOWAGENT, an execution framework 292

tightly integrated with PDL. FLOWAGENT enforces 293

a set of controllers that govern the agent’s decision- 294

making process, thereby promoting reliable action 295

execution without sacrificing the LLM’s autonomy. 296

Algorithm 1 outlines FLOWAGENT’s overall ex- 297

ecution. Each round begins with a user query 298

(line 3), which the agent interprets to produce a 299

response or a tool call (line 18), ultimately generat- 300

ing a user-facing response (line 21). 301

To ensure decision-making stability, FLOWA- 302

GENT incorporates two categories of controllers: 303

pre-decision controllers (Cpre = {cpre
i }

Cpre
i=1) and 304

post-decision controllers (Cpost = {cpost
j }

Cpost
j=1 ). Pre- 305

decision controllers proactively guide the agent’s 306

actions by evaluating the current state and provid- 307

ing feedback to the LLM (e.g., identifying unreach- 308

able nodes based on the dependency graph G(pdl)). 309

1For brevity, certain details have been omitted; see App.A.1
for the complete PDL specification.
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Datase # Workflow # Session # Turn # User Profile # User Intentions # OOW queries

session-level
SGD 26 442 11,594 390 1,593 811
STAR 24 408 10,856 360 1,265 679
In-house dataset 6 102 3,246 90 322 212

turn-level
SGD 26 338 5,016 - 834 496
STAR 24 312 5,387 - 853 541
In-house dataset 6 150 1,679 - 353 203

Table 1: Dataset Statistics

SGD ABCD STAR FLAP FlowBench In-house dataset

Workflow Format - NL flowchart NL
NL, code,
flowchart

NL, code,
flowchart, PDL

Multiple User Intentions ✔ ✔ ✔ ✘ ✔ ✔

Incorporate User Persona ✘ ✘ ✘ ✘ ✔ ✔

Automate dialogue construction ✘ ✘ ✘ ✘ ✔ ✔

OOW Query Annotation ✘ ✘ ✘ ✘ ✘ ✔

Table 2: Comparison of Contents Included in Different Datasets

1 while not API.check_hospital(hospital) or not API.check_department(hospital ,
department):

2 hospital , department = ANSWER.request_information('hospital ', 'department ')
3 time = ANSWER.request_information('time ')
4 available_list = query_appointment(hospital , department , time)
5 try:
6 # ... collect necessory information for registration
7 result = API.register_appointment(hospital , ...)
8 ANSWER.inform_appointment_result(result)
9 except:

10 # if registration fails , recommend other hospitals
11 available_list = API.recommend_other_hospitals(department , time)
12 # ... try to register again

Figure 4: Example of Procedure Description in PDL

This feedback, denoted by Rpre, serves as a form310

of soft control. However, LLMs can still generate311

unstable outputs even with pre-decision guidance.312

Therefore, post-decision controllers provide hard313

constraints by assessing the validity of proposed314

agent actions.315

We designed modular controllers to adjust the316

behavior of the workflow agent across multiple di-317

mensions, such as enforcing node dependencies,318

constraining API call repetition, and limiting con-319

versation length. Below, using the workflow shown320

in Fig. 3 as an example, we briefly introduce the321

node dependency controller. It can operate in322

both pre- and post-decision modes. As a pre-323

decision controller (cpre
dep), the controller analyzes324

the agent’s current node and identifies inaccessible325

nodes by examining the dependency graph. For326

example, if the agent is at check_hospital, cpre
dep327

prevents the LLM from prematurely transitioning328

to query_appointment (soft control). As a post-329

decision controller (cpost
dep ), the controller validates 330

proposed node transitions. For instance, if the agent 331

attempts to transition to query_appointment with- 332

out completing check_department, the controller 333

denies the request, providing feedback to the agent. 334

5 Evaluation and Data 335

5.1 Compliance Evaluation 336

We follow previous studies (Xiao et al., 2024; 337

Chen et al., 2023) to conduct both turn-level and 338

session-level assessments. In turn-level evalua- 339

tion, there is a reference session (considered as 340

ground truth) (Dai et al., 2022). For each turn in 341

the reference session, the evaluation system pro- 342

vides the prefix of the session Ht−1 to the bot for 343

predicting the current ât. The judge compares ât 344

with at to determine if the bot’s response for that 345

turn is correct, and the average result across all 346

turns yields the Pass Rate. To assess the agent’s 347

tool usage capability, for turns involving tool call- 348
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Algorithm 1: FLOWAGENT Execution
Input: user U , bot agent A(pdl), system S, workflow

in PDL formatW(pdl), pre-decision
controllers Cpre = {cpre

i }
Cpre
i=1 , post-decision

controllers Cpost = {cpost
j }

Cpost
j=1 , maximum

attempts per turn Nmax
Output: conversation historyH

1 Initialize conversation history: H ← ∅ ;
2 while True do
3 OU ← U(H) ;
4 H ← H ∥OU ;
5 if OU .is_end = True then
6 break ;

7 for turn_id← 1 to Nmax do
// Traverse all pre-decision

controllers
8 Rpre ← ∅ ;
9 foreach cpre

i ∈ Cpre do
10 ri ← cpre

i .process(H,W(pdl)) ;
11 Rpre ← Rpre ∥ ri ;

12 OA ← A(pdl)(H,W(pdl),Rpre) ;
// Traverse all post-decision

controllers
13 if_pass← True ;
14 foreach cpost

j ∈ Cpost do
15 if cpost

j .process(OA) = False then
16 if_pass← False ;

17 if if_pass = True then
18 if OA.type = tool_calling then
19 OS ← S(OA) ;
20 H ← H ∥OS ;

21 else if OA.type = response_to_user
then

22 H ← H ∥OA ;
23 break ;

ings, we evaluate the tool selection and parameter349

infilling performance of the agent in Precision, Re-350

call, and F1-score.351

For session-level evaluation, we simulate user352

interactions with the bot using an LLM, which353

serves to mimic real user behavior while minimiz-354

ing human assessment costs. To ensure these sim-355

ulated sessions accurately reflect real-world com-356

plexity, we define detailed user profiles compris-357

ing: (1) demographic information; (2) conversa-358

tional style, capturing behavioral patterns; and (3)359

workflow-related user needs, detailing primary and360

secondary session objectives. An illustrative user361

profile is provided in App. A.2. For each generated362

session, we conduct a binary assessment to ver-363

ify whether the user’s primary workflow objectives364

are achieved, yielding the Success Rate. Addition-365

ally, by tracking the number of sub-tasks initiated366

and completed, we derive the Task Progress metric.367

Sessions are evaluated end-to-end using prompts 368

consistent with those recommended by Xiao et al. 369

(2024). Furthermore, we evaluate the LLM agent’s 370

performance in tool invocation with Precision, Re- 371

call, and F1-score metrics. 372

5.2 Flexibility Evaluation 373

Previous work (Zhong et al., 2018; Wu et al., 2019; 374

Li et al., 2024) has primarily focused on evaluat- 375

ing whether bots can follow a specific procedure 376

to complete a conversation, which partially em- 377

phasizes compliance while neglecting flexibility 378

in handling user requests. Such incomprehensive 379

evaluation may not reflect the capabilities of LLM 380

agents under real-world scenarios, where an “im- 381

perfect” user might not adhere to the procedure 382

and violates the sequential steps during multiple 383

rounds of interactions. Consequently, to evaluate 384

the performance of workflow agents in OOW sce- 385

narios, we have additionally developed a targeted 386

evaluation method to assess flexibility. 387

Specifically, we categorize OOW scenarios into 388

three types: (1) intent switching, where the user 389

suddenly changes the original intent requests or 390

requirements, including modification of API slots/- 391

parameters and demand for cancellations; (2) pro- 392

cedure jumping, where the user does not follow the 393

established workflow sequence to provide informa- 394

tion and express confirmation, including skipping 395

steps or jumping back; and (3) irrelevant answer- 396

ing, where the user deliberately avoids direct reply 397

to questions raised by the agent, such as answers 398

with topic shifts and rhetorical questions; 399

Based on these classifications, flexibility can be 400

evaluated by examining the agent’s performance 401

in OOW scenarios using the metrics introduced in 402

Sec. 5.1. At the turn-level, we insert OOW user 403

interventions to assess the agent’s immediate adap- 404

tive responses in these specific interactions. At the 405

session-level, we assess the agent’s overall perfor- 406

mance in sessions that include OOW queries to 407

measure its long-term flexibility. 408

5.3 Data 409

We constructed three test datasets based on existing 410

datasets and business-related data: SGD (Rastogi 411

et al., 2019), STAR (Mosig et al., 2020), and In- 412

house. The data construction process is detailed in 413

App. D.1. Statistics for these datasets are shown in 414

Tab. 1, and differences from datasets used in other 415

studies are highlighted in Tab. 2. 416

Specifically, our datasets include: (1) four types 417
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Backbone
Model

Method
In-house dataset STAR SGD

Success
Rate

Task
Progress

Tool
F1

Success
Rate

Task
Progress

Tool
F1

Success
Rate

Task
Progress

Tool
F1

GPT-4o

ReActNL 62.50 80.33 63.16 40.17 78.33 76.96 34.62 82.44 89.11
ReActcode 57.26 75.20 75.86 38.27 75.10 55.32 29.23 76.67 82.32
ReActFC 60.01 82.70 72.00 33.43 72.58 82.33 30.92 81.24 85.71
FLOWAGENT 67.72 85.12 80.60 42.78 80.42 84.00 32.79 84.21 86.60

Qwen2-72B

ReActNL 40.51 80.01 78.90 16.67 59.34 82.12 13.46 67.94 84.42
ReActcode 32.78 65.58 75.20 10.42 56.70 63.63 15.76 59.84 72.55
ReActFC 41.67 80.97 77.78 9.21 53.80 61.58 28.79 62.98 85.40
FLOWAGENT 44.32 82.22 84.21 18.42 61.42 86.86 30.84 69.91 88.02

Table 3: Session-level Evaluation Results

Backbone
Model

Method
In-house dataset STAR SGD

Success
Rate

Task
Progress

Tool
F1

Success
Rate

Task
Progress

Tool
F1

Success
Rate

Task
Progress

Tool
F1

GPT-4o

ReActNL 18.03 72.20 75.42 4.55 43.59 81.58 3.31 49.42 74.12
ReActcode 16.23 57.27 73.68 2.08 40.74 70.21 2.92 54.23 64.57
ReActFC 18.21 71.42 78.57 5.17 43.52 82.05 4.02 47.57 73.56
FLOWAGENT 32.01 75.20 81.57 10.21 52.31 85.32 7.16 56.64 77.83

Qwen2-72B

ReActNL 16.76 69.41 72.27 6.25 48.30 82.92 5.01 47.00 82.83
ReActcode 0.00 60.41 71.62 2.02 45.31 70.80 2.08 45.35 70.79
ReActFC 17.14 70.42 75.56 0.00 45.63 84.49 4.10 46.33 78.29
FLOWAGENT 30.20 75.70 80.01 8.72 50.28 86.72 8.25 49.30 89.88

Table 4: Session-level Evaluation Results in OOW Scenarios

of workflows (see App. A); (2) user profiles re-418

quired for session-level evaluation (see App. A.2);419

and (3) conversations needed for turn-level evalua-420

tion (see App. B.1).421

6 Experiments422

We raise the following research questions:423

Q1: Compared with other models, does our424

proposed FLOWAGENT show improvements in425

compliance and flexibility?426

Q2: In which way the proposed controllers exert427

constraints on the model to facilitate workflows428

with both compliance and flexibility?429

430

6.1 Experimental Setup431

Baselines We selected ReAct (Yao et al., 2022)432

as a baseline method for comparison, which makes433

decisions in each round by utilizing a combina-434

tion of thought and action, and treats the feedback435

from environment an observation. It belongs to the436

category of prompt-based methods introduced in437

Sec. 3.2. For representing the workflow, we chose438

three formats: natural language (NL), code, and439

FlowChart, denoted as ReActNL, ReActcode, and440

ReActFC, respectively. To ensure a fair compari-441

son, we reused the prompts from FlowBench (Xiao 442

et al., 2024) in our experiments. 443

Implementation In session-level evaluation, 444

GPT-4o-mini is used for user simulation. For the 445

bot, we initially tested two representative model 446

series, the GPT series (Achiam et al., 2023) and 447

the Qwen series (Yang et al., 2024). Preliminary 448

studies revealed that small models are not compe- 449

tent for complex workflow tasks. Therefore, in the 450

present study, we choose GPT-4o and Qwen2-72B 451

for demonstrations. During the evaluation process, 452

we used GPT-4-Turbo for judgment. More imple- 453

mentation details can be seen in App. C.1. 454

6.2 Session-level Experimental Results 455

A1.1: FLOWAGENT outperforms the other three 456

baselines in terms of task compliance. We first 457

compare the session-level performance of differ- 458

ent methods in Tab. 3. The results indicate that 459

FLOWAGENT outperforms the other three baselines 460

in terms of task completion metrics Success Rate, 461

Task Progress, and tool usage metrics like Tool F1. 462

A1.2: FLOWAGENT exhibits robustness to- 463

wards OOW interventions with higher flexibil- 464

ity. Tab. 4 presents the performance of different 465
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Figure 5: Visualization of the comparison of metrics for different models.

Method
In-house dataset STAR SGD

Success
Rate

Task
Progress

Tool
F1

Success
Rate

Task
Progress

Tool
F1

Success
Rate

Task
Progress

Tool
F1

FLOWAGENT 57.26 84.71 76.13 22.22 70.44 91.89 16.67 69.89 89.89
-post 55.71 84.56 76.70 20.83 72.57 90.20 8.33 66.28 83.98
-post-pre 43.75 80.50 75.00 12.50 63.75 86.27 7.69 65.77 88.66

Table 5: Ablation Study Results

methods under OOW scenarios. A general perfor-466

mance decline is observed across all models on467

the three datasets. However, FLOWAGENT exhibits468

only a slight decline, achieving the best results469

across all datasets. Fig. 5(a) visualizes the Task470

Progress metric under different settings, highlight-471

ing FLOWAGENT’s advantage in OOW scenarios,472

demonstrating strong flexibility.473

6.3 Turn-level Experimental Results474

A1.3: FLOWAGENT maintains the superior com-475

pliance and flexibility across datasets in turn-476

level evaluation. We present the turn-level exper-477

imental results of Qwen2-72B in Tab. 6. The results478

show that the FLOWAGENT framework achieves479

the best performance in both IW and OOW settings.480

What’s more, Fig. 5(b) compares the Success Rate481

across different models and settings.482

6.4 Ablation Studies483

A2: Controllers play an indispensable role in484

enforcing steady progress of workflows with485

OOW interventions. We conducted ablation ex-486

periments on FLOWAGENT in OOW settings, with487

the results shown in Tab. 5. In the table, “-post” in-488

dicates the removal of the post-decision controllers 489

Cpost from the complete model, while “-post-pre” 490

further removes the pre-decision controllers Cpre. 491

According to the experimental results, it is evident 492

that removing either controller negatively impacts 493

model performance, validating that controllers in 494

FLOWAGENT enhance the model’s compliance. 495

7 Conclusion 496

In this paper, we reviewed existing LLM-based 497

workflow methods and compared their strengths 498

and weaknesses in terms of compliance and flex- 499

ibility. Aiming to enhance the compliance capa- 500

bility of LLMs without significantly compromis- 501

ing their flexibility, we proposed the PDL syntax 502

to express workflows and used the FLOWAGENT 503

framework to control agent behavior. For evalu- 504

ating compliance and flexibility capabilities, we 505

constructed datasets based on existing data and de- 506

signed specific evaluation methods. Experiments 507

on three datasets demonstrated that FLOWAGENT 508

not only possesses strong compliance capabilities 509

but also exhibits robust flexibility when handling 510

out-of-workflow queries. 511

8



8 Limitations512

We acknowledges two primary limitations:513

Workflow Generation Our current research em-514

phasizes enhancing LLM performance within man-515

ually constructed workflows using the PDL syntax.516

Consequently, the evaluation is limited to these ar-517

tificially defined settings, lacking exploration of518

automated workflow generation (Qiao et al., 2024;519

Zhang et al., 2024). Future work should investigate520

dynamic workflow synthesis to adapt to varying521

and complex user demands without manual inter-522

vention.523

Dialogue Diversity and Evaluation While this524

study evaluates agent performance in OOW scenar-525

ios using simulated user interactions, the real-world526

applicability relies on testing across a broader spec-527

trum of authentic user demands.528
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Appendices784

A Dataset Examples785

A.1 PDL Example786

Below is a PDL example in a real-world scenario.787

For formats of natural language, code and flowchat,788

see Xiao et al. (2024).789
790

Name: 114 Hospital Appointment791
Desc: Provides appointment services ,792
allowing users to query and recommend793
hospitals and departments in Beijing.794
Detailed_desc: Queries the availability795
of appointment slots based on the user 's796
specified hospital , department , and797

time , and attempts to register; if no798
slots are available at the specified799
hospital , it will try to register at800
other hospitals.801

802
APIs:803

- name: check_hospital804
request: [hospital_name]805
response: [hospital_exists]806
precondition: []807

- name: check_department808
request: [department_name ,809
hospital_name]810
response: [department_exists]811
precondition: [check_hospital]812

- name: query_appointment813
request: [hospital_name ,814
department_name , appointment_time]815
response: [available_slots ,816
available_list , specialist_count ,817
general_count]818
precondition: [check_hospital ,819
check_department]820

- name: recommend_other_hospitals821
desc: Searches for available slots822
at other hospitals for the specified823
department and time.824

request: [department_name ,825
appointment_time]826
response: [available_slots ,827
available_list]828
precondition: [check_department]829

- name: register_hospital830
request: [id_number ,831
appointment_type , hospital_name ,832
department_name , appointment_time]833
response: [appointment_status]834
precondition: [query_appointment]835

- name: register_other_hospital836
request: [id_number , hospital_name ,837
doctor_name]838
response: [appointment_status]839
precondition: [840
recommend_other_hospitals]841

842
ANSWERs:843

- name: hospital_not_found844
desc: Sorry , we currently cannot845
provide appointment services for846
this hospital. Please contact the847
hospital directly or consider other848
hospitals.849

- name: department_not_found850

desc: $hospital_name does not have 851
the department you are looking for. 852
I will transfer you to a customer 853
service representative for further 854
assistance. Please wait. 855

- name: no_available_slots 856
desc: We apologize , but there are no 857
available slots for the department 858

you want to register at any hospital 859
on our platform. Please follow the 860

WeChat public account "Beijing 114 861
Appointment appointment" to register 862
as per your needs. Thank you for 863

calling , and have a nice day. 864
- name: appointment_successful 865

desc: Your appointment at 866
$hospital_name $department_name for 867
$appointment_time has been 868
successful. A confirmation message 869
will be sent to your phone number 870
shortly. Is there anything else I 871
can help you with? 872

- name: appointment_failed 873
desc: We apologize , but there are no 874
available $appointment_type slots 875

at $hospital_name $department_name 876
for $appointment_time. Please follow 877
the WeChat public account "Beijing 878

114 Appointment appointment" to 879
register as per your needs. Thank 880
you for calling , and have a nice day 881
. 882

- name: 883
other_hospital_appointment_successful 884

desc: Your appointment at 885
$recommend_other_hospitals - 886
hospital_name with 887
$recommend_other_hospitals - 888
doctor_name for $appointment_time 889
has been successful. A confirmation 890
message will be sent to your phone 891
number shortly. Is there anything 892
else I can help you with? 893

- name: 894
other_hospital_appointment_failed 895

desc: We apologize , but the ID 896
information is incorrect , and we 897
cannot proceed with the appointment. 898
Please follow the WeChat public 899

account "Beijing 114 Appointment 900
appointment" to register as per your 901
needs. Thank you for calling , and 902

have a nice day. 903
- name: 904
answer_out_of_workflow_questions 905
- name: request_information 906

907
Procedure: | 908

[hospital_exists] = API.check_hospital 909
([ hospital_name ]) 910
if hospital_exists == false: 911

ANSWER.hospital_not_found () 912
elif hospital_exists == true: 913

[department_exists] = API. 914
check_department ([ department_name , 915
hospital_name ]) 916
if department_exists == false: 917

ANSWER.department_not_found () 918
elif department_exists == true: 919

[available_slots , available_list , 920
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specialist_count , general_count] =921
API.query_appointment ([922

hospital_name , department_name ,923
appointment_time ])924
if available_slots > 0:925

[appointment_status] = API.926
register_hospital ([id_number ,927
appointment_type , hospital_name ,928
department_name ,929

appointment_time ])930
if appointment_status == "1":931

ANSWER.appointment_successful932
()933

elif appointment_status == "0":934
ANSWER.appointment_failed ()935

elif available_slots == 0:936
[available_slots , available_list937
] = API.938
recommend_other_hospitals ([939
department_name ,940
appointment_time ])941
if available_slots > 0:942

if appointment_willingness ==943
"true":944

[appointment_status] = API.945
register_other_hospital ([946
id_number , hospital_name ,947
doctor_name ])948
if appointment_status ==949
"1":950

ANSWER.951
other_hospital_appointment_successful952
()953

elif appointment_status ==954
"0":955

ANSWER.956
pther_hospital_appointment_failed957
()958

elif available_slots == 0:959
ANSWER.no_available_slots ()960961

Listing 1: Example of PDL

A.2 User Profile Example962

Below is an example of a used user profile. The963

“User Details” contains some randomly generated964

attributes; “Dialogue Style” specifies the user’s con-965

versational style; “User Needs” describes the user’s966

requirements related to a specific workflow; “Inter-967

active Pattern” further details the possible dialogue968

process for the user within that workflow.969
970

** Persona **:971
A 25-year -old bartender with three years972
of experience in the hospitality973

industry. He is known for his honesty ,974
often giving customers sincere advice on975
their drink choices.976

977
**User Details **:978
- Name: Michael James Carter979
- Sex: Male980
- Age: 25981
- Phone Number: 13812345678982
- ID Number: 110105199801012345983

984

**User Needs **: 985
- Michael needs to query available 986
appointment slots for specific hospitals 987
and departments in Beijing. 988

- He may need to verify the existence of 989
certain hospitals and departments. 990

- He wants to make an appointment for a 991
medical consultation at a preferred 992
hospital and department. 993
- If the preferred hospital or 994
department is not available , he may need 995
recommendations for alternative 996

hospitals and departments. 997
- Michael may also need to know the 998
success or failure status of his 999
appointment registration. 1000

1001
** Dialogue Style **: 1002
- Michael 's dialogue style is likely to 1003
be straightforward and sincere , 1004
reflecting his honesty in his profession 1005
as a bartender. 1006

- He may prefer clear and concise 1007
information without unnecessary jargon. 1008
- His tone is likely to be polite and 1009
respectful but also direct , as he is 1010
used to providing sincere advice to 1011
customers. 1012
- He may appreciate a friendly and 1013
helpful attitude from the assistant. 1014

1015
** Interactive Pattern **: 1016
- Michael might start by specifying the 1017
hospital and department he is interested 1018
in. 1019

- He is likely to ask for available 1020
appointment slots for a specific time. 1021
- If the hospital or department does not 1022
exist , he will appreciate being 1023

notified promptly and clearly. 1024
- If there are no available slots at his 1025
preferred hospital , he may ask for 1026

recommendations for other hospitals. 1027
- He will likely ask for the success 1028
status of his appointment registration 1029
and may need guidance on the next steps 1030
if the registration fails. 1031
- Michael may interact in a sequential 1032
manner , addressing one query at a time , 1033
and expecting clear and immediate 1034
responses from the assistant. 10351036

Listing 2: Example of user profile

B Conversation Examples 1037

B.1 Conversation Example on STAR Dataset 1038

Below is a conversation generated on the STAR 1039

dataset (for turn-level evaluation). Note that in 1040

line 16, the user simulated by the LLM adopted 1041

an “intent-switching/detail-switching” OOW and 1042

modified the appointment time. 1043
1044

1 ... 1045
2 BOT: Great , Alex. What 's the name of the 1046

apartment you 're interested in? 1047
3 USER: Maple Apartments. 1048
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4 BOT: When would you like to view the1049
Maple Apartments?1050

5 USER: I'd like to do it on Friday.1051
6 BOT: What time on Friday would you1052

prefer for the viewing?1053
7 USER: How about 3 PM?1054
8 BOT: Have you paid the application fee?1055
9 USER: Yes , I have.1056

10 BOT: Would you like to add any custom1057
message for the viewing?1058

11 USER: No, that 's fine.1059
12 BOT: <Call API > book_apartment_viewing1060

({'RenterName ': 'Alex ', 'Name ': 'Maple1061
Apartments ', 'Day ': 'Friday ', '1062
StartTimeHour ': '15', '1063
ApplicationFeePaid ': 'Yes ', 'Message ':1064
'', 'RequestType ': 'CheckAvailability '})1065

13 SYSTEM: {'Status ': 'Available '}1066
14 BOT: The viewing is available. Would you1067

like to proceed with booking?1068
15 USER: Actually , I might need to change1069

the time. Can we do 4 PM instead?1070
16 (OOW type) intent_switching/detail -1071

switching1072
17 BOT: <Call API > book_apartment_viewing1073

({'RenterName ': 'Alex ', 'Name ': 'Maple1074
Apartments ', 'Day ': 'Friday ', '1075
StartTimeHour ': '16', '1076
ApplicationFeePaid ': 'Yes ', 'Message ':1077
'', 'RequestType ': 'CheckAvailability '})1078

18 SYSTEM: {'Status ': 'Available '}1079
19 BOT: The new time at 4 PM is also1080

available. Shall I book it for you?1081
20 USER: Yes , please book it.10821083

Listing 3: Example conversation on STAR

C Experimental Details1084

C.1 Implementation Details1085

For the GPT series, we specifically1086

used the models gpt-4o-2024-05-13,1087

gpt-4o-mini-2024-07-18, and1088

gpt-4-turbo-2024-04-09. To ensure sta-1089

ble output results, we set the temperature to 0.2.1090

For the Qwen2 series models, we utilized the1091

vllm framework for inference, also setting the1092

temperature to 0.2.1093

C.2 Prompts1094

Prompts for User Simulation Below are the1095

prompts we used with LLM to simulate user behav-1096

ior. The “User Profile” refers to Sec. A.2.1097

Note that for OOW simulation, we add an “ad-1098

ditional constraints” field in the user profile to de-1099

scribe the user’s current OOW intention. For exam-1100

ple, “In this round, you can ask a question unrelated1101

to the current topic” will be injected in the prompt if1102

an “irrelevant answering” OOW intent is randomly1103

chosen in the 5th round of dialogue. We dynami-1104

cally adjust OOW queries during the conversation1105

by controlling the injected instructions. 1106
1107

You are a real -life user that interact 1108
with an assistant of {{ 1109
assistant_description }} to achieve your 1110
specific objectives. 1111

1112
## User Profile 1113
``` 1114
{{ user_profile }} 1115
``` 1116

1117
## History conversation 1118
``` 1119
{{ history_conversation }} 1120
``` 1121

1122
## Specific requirements 1123
1. Role Awareness: Remember you are 1124
playing the user role and speak in the 1125
first person. 1126
2. Goal -Oriented: Keep the conversation 1127
focused on achieving your needs. 1128
3. Style: Keep your response concise and 1129
real -life. 1130

4. Engagement: Maintain an engaging and 1131
curious tone to facilitate effective 1132
dialogue. 1133
5. Your output format should be: 1134
``` 1135
Response: xxx (the response content) 1136
``` 1137
6. Stop: End the conversation when the 1138
task is completed or when it becomes 1139
repetitive and no longer meaningful to 1140
continue. Set your response as "[END]" 1141
to stop the conversation. 11421143

Listing 4: Prompt for user simulation

Inference Prompt for FLOWAGENT Below is 1144

the inference prompt for our FLOWAGENT. 1145
1146

You are a bot designed to assist the 1147
user for a specific task described by 1148
the Procedure Description Language (PDL) 1149
. Your goal is to engage in a friendly 1150
conversation with the user while helping 1151
them complete the task. 1152

1153
### Constraints 1154
1. **Step Identification **: Throughout 1155
the conversation , you should determine 1156
the user 's current step , (whether it is 1157
in the PDL or just general questions), 1158
and dynamically follow PDL: 1159

- If the user 's query aligns with 1160
the PDL logic , proceed to the next 1161
step. 1162
- If the user ask irrelevant 1163
questions , generate a response that 1164
maintains a fluent and logical 1165
conversation. 1166

2. **PDL Components **: The PDL includes 1167
several components: 1168

- meta information: `name , desc , 1169
desc_detail ` are meta information 1170
about the PDL. 1171
- slots: `slots `s define the 1172
information you may need to collect 1173
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from user , or the values returned by1174
the API.1175

- reference answer: `answers ` define1176
the responses you should response1177

to the user.1178
- procedure: the final `procedure `1179
string is a Pythonic language that1180
defines the core logic of the1181
procedure.1182

3. Notes:1183
- You have to collect enough1184
parameter values from the user1185
before calling the apis.1186

1187
### PDL1188
```PDL1189
{{ PDL }}1190
```1191

1192
### Available APIs1193
{{ api_infos }}1194

1195
### History Conversation1196
{{ conversation }}1197

1198
### Current state1199
{{ current_state | trim }}1200

1201
### Output Format1202
Your output format should be chosen from1203
one of the two templates below.1204

1. If you need to interact with the user1205
without calling an API (inquire slot1206

values or reply/answer):1207
```1208
Thought: xxx (description of your1209
thought process )1210
Response: xxx (the content you need to1211
inquire or reply)1212
```1213
2. If you need to call an API:1214
```1215
Thought: xxx (description of your1216
thought process )1217
Action: xxx (the function name to be1218
called , do not prefix "API_ ".)1219
Action Input: xxx (the parameters for1220
the function , must be in strictly valid1221
JSON format)1222
```12231224

Listing 5: Prompt for FLOWAGENT

Inference Prompt for ReAct For the baseline1225

ReAct, we directly borrowed the prompt used in1226

FlowBench (Xiao et al., 2024).1227
1228

You are a helpful assistant for the task1229
of {{ task_description }}.1230

1231
### Specific requirements1232
1. You need to act as an assistant and1233
engage in a conversation with the user ,1234
following the business process and API1235
information.1236
2. You have been provided with the1237
flowchart information for different1238
scenarios under a specific role.1239

3. You can only answer questions within 1240
the scope of the given several workflow 1241
processes. If the user asks a question 1242
beyond these scopes , please apologize 1243
and explain to the user in the response 1244
part. 1245
4. When asking for API input parameters , 1246
ensure that the provided parameter 1247

values comply with the specified format 1248
regarding both the correctness of the 1249
format and the completeness of the 1250
content. Do not assign values 1251
arbitrarily. In instances where the 1252
parameters do not meet the format 1253
requirements , notify users to make the 1254
adjustments until the requirements are 1255
satisfied. 1256
5. When the user has multiple requests 1257
at the same time , please select one 1258
appropriate request for processing first 1259
and inform the user that other requests 1260
will be resolved subsequently. If there 1261
is unfinished business in the previous 1262

conversation , continue to provide the 1263
necessary help and guidance to assist 1264
them in completing the business process. 1265
When multiple APIs need to be called , 1266

do so in separate rounds , with a maximum 1267
of one API call output per round. When 1268

the user indicates that the business is 1269
finished or says goodbye , respond 1270
politely and end the conversation. 1271

1272
### Workflow information 1273
``` 1274
{{ workflow }} 1275
``` 1276

1277
### Tool information 1278
{{ toolbox }} 1279

1280
### Current time 1281
{{ current_time }} 1282

1283
### History conversation 1284
{{ history_conversation }} 1285

1286
### Output format 1287
Your output format should be chosen from 1288
one of the two templates below: 1289

1. If you need to interact with the user 1290
: 1291
``` 1292
Thought: xxx (description of your 1293
thought process ) 1294
Response: xxx (the content you need to 1295
inquire or reply) 1296
``` 1297
2. If you need to call an API (only one 1298
API call per time): 1299
``` 1300
Thought: xxx (description of your 1301
thought process ) 1302
Action: xxx (the function name to be 1303
called , do not prefix "functions .") 1304
Action Input: xxx (the parameters for 1305
the function , must be in strictly valid 1306
JSON format) 1307
``` 1308
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1309

Listing 6: Prompt for ReAct

Evaluation Prompts During the evaluation pro-1310

cess, to ensure fairness in the results, we basically1311

reused the prompts from FlowBench. However, for1312

the final statistics, we only used binary results to1313

mitigate the bias issue of the judge model (see the1314

discussion in Sec. 5.1). Below are the prompts we1315

used for turn-level evaluation.1316
1317

Please serve as an impartial judge to1318
evaluate the response quality of the1319
assistant. Your evaluation should be1320
based on the following criteria:1321
(1) Correctness: Does the reply remain1322
consistent with the workflow knowledge1323
without any contradictions?1324
(2) Helpfulness: Has the user 's request1325
been reasonably understood and addressed1326
, fulfilling the user 's needs within1327
the provided workflow scope?1328
(3) Humanness: Is the response coherent ,1329
clear , complete , and does it include1330

human acknowledgment?1331
Please compare the provided response1332
with the reference response and evaluate1333
it based on the mentioned dimensions.1334

Then , aggregate these assessments to1335
assign an overall score.1336
A perfect score is 10 points , with 9-101337
points indicating high quality , nearly1338
identical to the reference answer; 7-81339
points indicating quality close to the1340
reference answer; 6-7 points being of1341
moderate quality; 4-5 points indicating1342
a lower quality response; and 2-3 points1343
for a response with significant errors.1344

Finally , output a binary result to1345
determine if the predicted and reference1346
responses are consistent (Yes or No).1347

1348
Here is the knowledge related to the1349
workflow:1350
```1351
{{ workflow_info }}1352
```1353

1354
Here is the previous conversation:1355
```1356
{{ session }}1357
```1358

1359
Here is the true value response from the1360
reference:1361

{{ reference_input }}1362
1363

Here is the generated response from the1364
assistant:1365
{{ predicted_input }}1366

1367
1368

Please reply with the scores and1369
consistency judgment in the following1370
format:1371
```1372
Correctness Score: xxx1373

Helpfulness Score: xxx 1374
Humanness Score: xxx 1375
Consistency: Yes/No 1376
``` 13771378

Listing 7: Prompt for turn-level evaluation

D Additional Method Details 1379

D.1 Data Construction 1380

Based on existing datasets, we performed data 1381

transformation and construction to evaluate agent 1382

performance across the compliance and flexibility 1383

dimensions. Our data construction process con- 1384

sists of three stages: workflow collection, workflow 1385

representation, and dialogue construction. 1386

Workflow Collection Our dataset comprises two 1387

existing datasets: SGD (Rastogi et al., 2019) and 1388

STAR (Mosig et al., 2020), as well as our own 1389

constructed dataset, In-house. The SGD dataset 1390

includes 26 task flows across 16 domains, while 1391

the STAR dataset covers 24 task flows across 13 do- 1392

mains. The In-house dataset, constructed manually 1393

based on real-world scenarios in business, contains 1394

6 workflows and 16 tools across 6 domains. 1395

Workflow Representation To compare the per- 1396

formance of our PDL syntax with other workflow 1397

formats, we converted each workflow under inves- 1398

tigation into four formats: natural language, code, 1399

flowchart, and PDL. Referring to Xiao et al. (2024), 1400

we first converted the workflows from the origi- 1401

nal datasets into natural language. Then, we used 1402

a LLM to respectively transform them into code, 1403

flowchart, and PDL formats. The definitions of 1404

tools (a.k.a., APIs) follows the OpenAI function 1405

calling formats.2 The entire workflow format con- 1406

version process was completed using GPT-4-Turbo. 1407

Dialogue Construction For turn-level evalua- 1408

tion, we constructed diverse user intentions from 1409

tasks, using GPT-4o to directly construct reference 1410

sessions. We then parsed and annotated tool calls at 1411

the turn level. Regarding the construction of OOW 1412

scenarios, we strategically insert OOW queries into 1413

the reference session and record the OOW informa- 1414

tion. 1415

For session-level evaluation, we selected user 1416

personas from Chan et al. (2024) that exhibits real- 1417

world diversity in response style and format. We 1418

2https://platform.openai.com/docs/guides/
function-calling
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incorporated them into workflows to construct task-1419

related user profiles. We employed three LLMs1420

to respectively simulate the roles of user, agent,1421

and system with the given user profiles, workflow1422

descriptions, and tool definitions. We collected1423

these simulated dialogues to form the session-level1424

evaluation dataset. As for the OOW scenarios, we1425

have simulated users generating OOW queries with1426

a certain probability, prompting the agent to re-1427

spond to these queries and continue the conversa-1428

tion. The example of generated conversation is1429

shown in App. B.11430

E Additional Experimental Results1431

E.1 Turn-level Evaluation Results1432

The table below presents the turn-level experi-1433

mental results of Qwen2-72B. It’s important to1434

note that because Out-of-Workflow (OOW) turns1435

typically involve fewer complex conditional judg-1436

ments or API calls, the turn-level Success Rate1437

for OOW turns can sometimes be higher than for1438

In-Workflow (IW) turns. Additionally, since the1439

turn-level evaluation for the OOW portion involves1440

fewer API calls, directly calculating this metric1441

may introduce significant variance. Therefore, we1442

have left it blank in the table.1443
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Method
In-house dataset STAR SGD

Pass
Rate

Tool
F1

Parameter
F1

Pass
Rate

Tool
F1

Parameter
F1

Pass
Rate

Tool
F1

Parameter
F1

IW

ReActNL 65.82 76.71 65.75 58.66 65.64 51.02 60.81 68.02 58.39
ReActcode 46.83 55.70 55.44 49.41 45.81 42.34 48.95 55.11 47.52
ReActFC 65.04 71.58 67.70 60.97 65.19 50.29 62.47 65.40 55.17
FLOWAGENT 68.35 77.14 68.12 68.94 67.66 62.19 64.19 67.65 60.78

OOW

ReActNL 66.67 71.42 - 49.61 60.33 - 61.32 47.76 -
ReActcode 45.35 45.71 - 41.86 57.89 - 55.81 36.50 -
ReActFC 60.07 74.17 - 51.94 65.00 - 65.89 68.21 -
FLOWAGENT 71.67 80.55 - 59.52 70.74 - 68.21 70.74 -

Table 6: Turn-level Evaluation Results of Qwen2-72B
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