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ABSTRACT

Large pre-trained models perform well on many Federated Learning (FL) tasks.
Recent studies have revealed that fine-tuning only the final layer of large pre-trained
models can reduce computational and communication costs while maintaining high
performance. We can model the final layer, which typically performs a linear
transformation, as a Generalized Linear Model (GLM). GLMs offer advantages in
statistical modeling, especially for anomaly detection. Leveraging these advantages,
GLM-based methods can be utilized to enhance the security of the fine-tuning
process for large pre-trained models. However, integrating GLMs with large pre-
trained models in FL presents challenges. GLMs rely on linear decision boundaries
and struggle with the complex feature representation spaces from pre-trained mod-
els. To address this, we introduce the Hierarchy Statistical Network (HStat-Net).
HStat-Net refines the spaces to make them more discriminative, allowing GLMs
to work effectively in FL. Based on HStat-Net, we further develop FEDRACE to
detect poisoning attacks using deviance residuals from GLMs. We also provide a
theorem to support FEDRACE’s detection. Extensive experiments conducted on
CIFAR-100, Food-101, and Tiny ImageNet demonstrate that FEDR ACE signifi-
cantly outperforms existing state-of-the-art defense algorithms.

1 INTRODUCTION

Large pre-trained models, such as CLIP Radford et al.| (2021), have played a significant role in
computer vision by demonstrating strong adaptability across various tasks. These models are usually
fine-tuned on centralized servers, where data from multiple clients is collected to build a powerful
global model. However, this centralized approach raises privacy concerns, as clients are often
reluctant to share their data. Federated Learning (FL) addresses these concerns by allowing clients to
train models locally without transferring raw data to a central server. Instead, only model updates are
shared and aggregated, ensuring a privacy-preserving training mechanism McMabhan et al.| (2017);
Nguyen et al.|(2021)). This method has proven particularly effective in privacy-sensitive fields such as
healthcare and activity monitoring Yu et al.|(2020); Khan et al.| (2021)); |Cui et al.|(2021)).

Despite the advantages, integrating large pre-trained models into FL is challenging due to the
limited computation and communication resources of mobile devices, making full model fine-tuning
impractical. An efficient solution is to adapt only the final layer or the last few layers of the pre-trained
model. In transfer learning, a common strategy is to replace the pre-trained model’s classification head
with a task-specific layer. For example, in Vision Transformer (ViT) models, the classification head
is typically replaced by a linear layer to adapt to new datasets [Dosovitskiy et al.[(2021)). Similarly,
in BERT-based natural language processing tasks, both full model fine-tuning and feature-based
approaches, in which a simple classification layer is added while keeping the pre-trained parameters
frozen, have demonstrated effectiveness |Devlin et al.| (2018). In FL, adapting only the final layer
reduces both computational and communication overhead while still leveraging the knowledge
embedded in the pre-trained model [Kornblith et al.|(2019)). Recent research further suggests that only
training the classifier can yield good performance in FL |[Legate et al.|(2024)).

Since the final layer is typically a fully connected layer that performs a linear transformation, we can
model this transformation using a Generalized Linear Model (GLM) [McCullagh & Nelder| (1989);
Emami et al.| (2020). GLMs offer several benefits in statistical modeling, particularly in anomaly



Under review as a conference paper at ICLR 2025

detection |[Hastie et al.| (2009). Building on these strengths, we propose harnessing GLM-based
statistical methods to protect the fine-tuning process of large pre-trained models. However, applying
GLMs to the feature representation spaces generated by large pre-trained models in FL presents
challenges. Since GLMs rely on linear decision boundaries, they perform best with data that is
linearly separable. However, the spaces generated by large models often exhibit significant class
overlap due to the complex and entangled representations learned from distributed and heterogeneous
data, as discussed in Section[3.2] Therefore, we aim to disentangle these feature representation spaces
to improve linear separability, allowing GLMs to work more effectively in FL. To the best of our
knowledge, this is the first attempt to integrate GLMs with large models in the context of FL.

To achieve this integration, we design Hierarchy ===~~~ "7 7777 o oo mm "=~~~ =~ b
Statistical Network (HStat-Net), anovel archi- || ipata 2 = — b Task |
tecture that bridges large pre-trained models ! . : LA o
with GLMs. As shown in Figure [T} HStat-Net 1 % [> i [ ¥ T DN
consists of three key componentsﬂ a pre-trained A ! g ;
feature extractor (¢), a Statistical Net (s), and | ! ' 7 s :
a Task Net (h). The statistical net transforms | T ¥ s+n !
high-dimensional representations into lower- | Pre-trained  Trainable l

dimensional, more discriminative ones, improv- Figure 1: HStat-Net architecture: w = h o s 0 ¢

ing class separability and enabling effective
GLM performance. The task net, functioning as a GLM, utilizes these refined representations
to perform downstream tasks. Furthermore, we introduce a novel two-step training procedure for
HStat-Net, which differs from traditional approaches by separately addressing the roles of s and h.

Building on the properties of HStat-Net, we develop FEDRACE, a novel mechanism for detecting
poisoning attacks using deviance residuals, a statistical method employed in GLMs McCullagh &
Nelder| (1989). By integrating GLMs within HStat-Net, FEDRACE can accurately detect various
poisoning attacks through reliable centralized evaluation. This reduces reliance on client-side
validation, as seen in FLShield Kabir et al.|(2024), and enhances scalability and efficiency, particularly
for mobile devices. Moreover, FEDRACE does not require pre-defined parameters for the detection
process, unlike FLAIR [Sharma et al.[(2023). Our key contributions are as follows:

* We introduce HStat-Net, a framework that bridges large pre-trained models with GLMs,
facilitating the application of statistical methods and enabling new clients to quickly adapt
by fine-tuning only the task-specific h.

* We apply HStat-Net to secure federated learning using the FEDR ACE mechanism, leverag-
ing traditional statistical methods to detect various types of poisoning attacks. Additionally,
we provide a theorem to calculate the upper bound of detection error, which further supports
FEDRACE’s detection process.

* We conduct extensive experiments on CIFAR-100, Food-101, and Tiny ImageNet, validating
that FEDRACE effectively detects various poisoning attacks while delivering outstanding
performance compared to state-of-the-art defense algorithms.

2 BACKGROUND

2.1 FEDERATED LEARNING AND LARGE PRE-TRAINED MODELS

Federated learning allows a group of clients A" = {1, ..., N'} to collaboratively train a global model
while preserving the privacy of local datasets. In each communication round ¢, the central server
randomly selects a subset of clients A'(*) C A to participate in training. The goal is to minimize the
global loss function, defined as:

D;
min(w) = 2 L), m
ieN (1)

where w represents the model parameters, | D;| is the size of client 4’s dataset D;, and D = |, prr) Ds
represents the combined local datasets.

"Pictures used as Local Data in Figure are sourced from the Tiny ImageNet dataset|Le & Yang|(2015).
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Large pre-trained models, such as CLIP Radford et al.|(2021), enhance federated learning by
accelerating convergence and improving generalizationCai et al.|(2023a)); [Tu et al.|(2024)); Cai et al.
(2023b)). These models outperform traditional centralized training methods, even with non-IID data|Tu
et al|(2024). In our experiments with the CLIP model on the CIFAR-100 dataset [Krizhevsky et al.
(2009), we modified the model’s final layer for task-specific fine-tuning. This results in w = h o ¢,
where ¢ is the pre-trained part for feature extraction and h represents the task-specific component.

We evaluated three strategies: Retrain (training from  Table 1: Comparisons of training methods.
scratch), Fully Fine-Tuned (fine-tuning the entire Method | Trainable [ Training Testing
model), and Partially Fine-Tuned (training only h ethod | parameters Time Accuracy
while freezing ¢). The results in Table[T]show that ~ Retrain | ~86.62M | 0.0423 sec | 58.32%
pre-trained models significantly improve test accu- Fully | ~ 86.62M | 0.0411 sec | 68.04%
.. R Partially | ~ 0.05M | 0.0130sec | 75.99%
racy. Furthermore, training only the task-specific
layer h both increases accuracy and reduces training time per batch by 68.37%. These findings
demonstrate the effectiveness of pre-trained models in federated learning and indicate that full
fine-tuning may be unnecessary. The final layer h is similar to a Generalized Linear Model.

2.2 GENERALIZED LINEAR MODEL

Generalized linear models extend traditional linear regression by allowing the response variable
to follow distributions from the exponential family, such as binomial, Poisson, or multinomial
distributions. In GLMs, the expected value of the response variable is related to the linear predictors
through a link function McCullagh & Nelder| (1989). In GLMs, the response variable Y is modeled as
a linear combination of explanatory variables R, with wy, representing the task-specific parameters
of h. The link function g(-) relates the expected value of Y to the linear predictor:

g(E[Y]) =R wp. )

Here, R denotes the representations extracted by the pre-trained model, and Y represents correspond-
ing target variable, such as class probabilities. In multi-class classification, the inverse link function
g~ ! is typically the softmax function, which maps linear predictors to class probabilities.

Integrating GLMs with large pre-trained models in federated learning provides advantages like
flexible feature-output modeling, and enhanced anomaly detection. However, a key limitation is
that GLMs rely on linear decision boundaries, making them less effective in capturing complex,
non-linear relationships embedded in the data. When class separation in the feature representation
space is unclear, GLMs may struggle with outlier detection, leading to biased model parameters and
distortion towards extreme values Montgomery et al.| (2021)).

3 HIERARCHY STATISTICAL NETWORK

We introduce a Hierarchy Statistical Network (HStat-Net) to integrate large pre-trained models with
GLMs. This architecture enables efficient and secure fine-tuning for large pre-trained models, as
shown in Figure[I] HStat-Net consists of three key components:

Pre-trained Feature Extractor (¢) The first component, the pre-trained feature extractor ¢, processes
raw input data x into an initial feature representation vector: z = ¢(x). During federated learning,
the parameters of ¢ remain frozen to reduce computational costs.

Statistical Net (s) The second component, the statistical net s, refines the representation vector z
into a more discriminative representation: r = s(z). Here, r serves as the explanatory variables R. in
Equation 2]

Task Net (h) The final component, the Task Net h, performs the downstream task, such as classifica-
tion, using the representation r: § = h(r). Thus, for client ¢, the complete HStat-Net is:

i = hi(si(i(x))) = vi(o(x)), ()
where 1; denotes the combined operations of h; and s;. To reduce model complexity and enhance
privacy, the statistical net s performs dimensionality reduction from z € R” to r € RY, where
d < D. During the training process, only h and s are trained locally. Clients send their trained
h; and s; to the central server, where they are aggregated with equal weights to obtain the globally
updated 1) = h o s, following a process similar to FedAvg|McMabhan et al.| (2017).
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Figure 2: Two-step training process. Figure 3: Class-wise cosine similarity.

3.1 TRAINING THE HSTAT-NET

To enable HStat-Net to effectively refine the representation space, we apply Triplet Loss [Schroff
et al.| (2015)); [Wen et al.|(2016) to the statistical net (s). This loss improves the discrimination by
bringing similar samples closer and pushing dissimilar ones farther apart, thereby creating feature
representation spaces more suitable for GLMs. The Triplet Loss is defined as:

Lpe = Y max(||r; — r7]|2% — [|[r; — 7']|2% + 0.1,0), (4)
lE'Dbmch

where r; is the representation of the current sample (anchor) refined by s, r is the representation of
another sample from the same class (positive), and r} is from a different class (negative). For the
task net (h), we use the Cross-Entropy loss:

C
Lee=— Y Y yilogif, 5)

leDbach c=1

where C'is the number of classes, y; the one-hot encoded true label, and §j; the predicted probability
for class c. The statistical net (s) refines representations, while the task net (h) functions as a GLM.
To optimize both components without gradient conflicts in round ¢, where gradients from different
loss functions may be in opposing directions, client ¢ follows a two-step training process based on the
previously aggregated h*~! o s*~1, as shown in Figure[2}

@ Train Task Net (hf): Freeze the statistical net and minimize Lcg using local data.

@ Train Statistical Net (sﬁ): Freeze the task net and minimize Lrripie; using local data.

This training strategy allows each component to specialize in its own task. During local training, local
task nets are updated with s'~! frozen, ensuring consistent refined representations across all clients,
which mitigates data heterogeneity, including for new clients. Restarting the entire training process
for new clients is impractical due to high training costs Li et al.|(2020), but with a global statistical
network s established, new clients can fine-tune only their task net (h;), reducing extensive retraining
needs. This strategy enhances the efficiency and generalization of federated learning, especially in
environments with heterogeneous data and dynamic client participation.

3.2 EXPERIMENTAL VALIDATIONS

Similar to Section 2] we conducted experiments on the CIFAR-100 dataset, using CLIP as ¢ in
HStat-Net. The dataset was distributed across 64 clients, with samples assigned following a Dirichlet
distribution Dir () to simulate a realistic FL environment. The parameter « controls the degree of
non-IID data distribution, where smaller values represent higher heterogeneity. We chose a moderate
value of a = 0.5, consistent with previous studies Oh et al.|(2022); Dai et al.| (2022); /Chen & Chao
(2022); [Fang et al.| (2020); |Wang et al.| (2020bjc); Jiang et al.| (2022)).

Representation analysis Figure [3]illustrates the class-wise similarities for raw data, representations
extracted by ¢, and refined representations from HStat-Net (s), using cosine similarity for compar-
ison across 100 classes. The raw data shows a high similarity, averaging 0.976, and while CLIP
significantly enhances downstream tasks, it only reduces the overall similarity to 0.908. In contrast,
HStat-Net reduces class-wise similarity more substantially, achieving an average of 0.339.

We further evaluated class separability using Fisher’s Criterion ~ Table 2: Representation analysis.
and Mutual Information (MI) Fisher|(1936); Dhir & Lee|(2008)); - Raw | CLIP | HStat-Net
Estévez et al.| (2009). Fisher’s Criterion measures the ratio Fisher | 0.149 | 0.480 1.602

of between-class to within-class variance, with higher scores ML | 0.162 | 0275 | 0.556
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indicating better class separation. MI quantifies the dependency between representations and class
labels, capturing the extent to which representations convey information about class distinctions. As
shown in Table2] HStat-Net significantly improves class separability, with a 3.34x increase in the
Fisher score and a 2.02x improvement in MI compared to CLIP. These results highlight HStat-Net’s
effectiveness in enhancing class separation, facilitating the application of GLMs in federated learning.

Generalization analysis With HStat-Net’s representation enhancement, experiments show a 1.19%
improvement in overall model accuracy. However, generalization capability is crucial for applying
HStat-Net in real-world scenarios. To assess this, we trained an FL. model using HStat-Net with o =
0.5, then introduced 10 new clients not involved in the original training, using e = {0.1,0.5,0.9}.
Each new client underwent one epoch of fine-tuning, and we calculated the average accuracy across
these clients. For consistency, their test datasets were partitioned using the same « values.

We evaluated two scenarios for the new clients: (i) the Table 3: Generalization analysis.

model follows the traditional CLIP approach, represented - a=01]a=05]a=00
as Wpew = h o ¢, and (ii) the model uses HStat-Net, rep- CLIP 23.78% | 12.90% | 9.67%
resented as Wpe,wy = h o s o ¢. Since both ¢ and s are _HStat-Net | 66.85% | 55.64% | 52.60%

pre-trained, only the task net (h) requires fine-tuning for new clients. As shown in Table [3] HStat-Net
consistently outperforms the traditional model in managing new clients.

4 HSTAT-NET FOR SECURE FEDERATED LEARNING

4.1 ATTACKS IN FEDERATED LEARNING

Federated learning is vulnerable to various poisoning attacks, which can severely degrade the global
model’s performance. These attacks are typically classified based on the adversary’s intent:

» Untargeted attacks Baruch et al.|(2019); Fang et al.|(2020); | Xie et al.| (2020); |Shejwalkar &
Houmansadr (2021): The adversary seeks to degrade the overall performance of the global
model, reducing its accuracy (ACC) across all inputs. ACC is defined as:

ACC = IE(x,y)N'D [P(G(X) = U)], (6)

where x is the input, y is the true label, and G(x) is the global model’s prediction.

» Targeted attacks Bhagoji et al.[(2019); Sun et al.[(2019); Chen et al.| (2021): Here, the
adversary focuses on specific samples or classes, aiming to reduce the model’s accuracy for
those targets. The effect of the attack is measured by the attack success rate (ASR):

ASR = E(x7y)ND7y=yullack [P(G(X) = ytarget)]. (7)

* Backdoor attacks Bagdasaryan et al.| (2020); Wang et al.| (2020a)); |Xie et al.| (2019);
Nguyen et al.[(2022); Bagdasaryan & Shmatikov|(2021): The adversary introduces a hidden
malicious sub-task, causing the model to misclassify inputs containing specific triggers into
a designated class ¢y, The effectiveness is measured by backdoor accuracy (BA):

BA = E(x ), y=yueex [P(G(Tri(x)) = y e, (3)
where T;(+) is the trigger function that embeds the backdoor into the input x.

Adversary’s capability The adversary can control up to M out of N clients, with M /N < 50%, as
exceeding this threshold would undermine Byzantine-robust aggregation rules |[Fang et al.| (2020);
Shejwalkar & Houmansadr| (2021)). In each communication round, the central server randomly selects
a subset of clients N'(*), and the number of malicious clients 77 in this subset can vary. The adversary
has full access to the global model parameters and can execute attacks through the clients under their
control [Xie et al.|(2018)); Bhagoji et al.| (2019); Bagdasaryan et al.| (2020); He et al.| (2020)).

Adversary’s knowledge The adversary operates with limited knowledge, unaware of the aggregation
rule or gradient updates from benign clients. They only have access to information about the malicious
clients under their control, making the scenario more realistic.

Despite the robustness of pre-trained large models, traditional poisoning attacks can still be highly
effective, even when only task-specific layers are fine-tuned [Kurita et al.| (2020); [Li et al.| (2021).
When the parameters of the pre-trained model ¢ are frozen and only h is updated, attackers can exploit



Under review as a conference paper at ICLR 2025

this to manipulate model behavior without substantially affecting the overall model. Our experiments
on CIFAR-100 show that an untargeted attack Xie et al.|(2020) reduces the model’s accuracy from
75.99% to 64.24%. To counter these attacks in federated learning, we propose FEDRACE (Federated
Representation-based Adaptive Client Evaluation), which leverages the properties of GLMs in
HStat-Net to detect and remove them during global aggregation of ) = h o s on the central server.

4.2 OBTAINING RELIABLE GLOBAL REPRESENTATIONS

Detecting malicious clients in FL is challenging because of data heterogeneity and restricted visibility
into local computations. To address this, all clients use a globally synchronized statistical net (s)
when training task nets, to ensure consistent class-wise representations across all clients.

As described in Section 3] HStat-Net increases intra-class similarity and reduces inter-class similarity,
thereby making class-wise representations an effective approach for detecting attacks. When client ¢
performs task net training in round ¢, it simultaneously computes the representations:

1 ny

r{ = s Z r;,, wherer;, = st_l(zf’l), 9)

i=1
where r{ , represents the [-th sample of class c on client 4, and n§ is the number of samples for class c.
The server aggregates these representations to form global class representations:

r8p = median(rf|i € ). (10)

Here, the median enhances robustness against outliers by reducing the influence of extreme values|Yin
et al.| (2018), ensuring a reliable global representation for detecting malicious activity.

HStat-Net’s two-step training process ensures that the representations extracted using s'~1(-) are
aligned with the current task net h!, maintaining consistency across clients. Moreover, by sending the
representations extracted by s‘~1, current s and h’ to the server, privacy is enhanced as reconstructing
the original data becomes significantly more difficult. By modeling the task net as a generalized linear
model, we establish a statistical framework that compares client models to the expected prediction of
corresponding global representation, enabling the detection of malicious clients.

4.3 REPRESENTATION-BASED DETECTION

Once reliable representations are obtained, we use Deviance Residuals McCullagh & Nelder|(1989)
to detect malicious clients by evaluating how well each client’s h aligns with the expected prediction.
The deviance residual for client i on class ¢ can be computed as (details in Appendix [A.T):

Af = —2log(r), (1)

where ;. = h;(rg,,) is the predicted probability for class c based on the global representation.
High residuals indicate significant deviations from expected prediction, which may suggest malicious
activity. To detect a wide range of poisoning attacks, including class-specific attacks, we aggregate
class-level residuals into a client-level residual:
c
A; =" Af x log(AS). (12)
c=1
This formulation emphasizes classes with higher residuals, helping to identify clients who manipulate
specific classes while behaving normally in others. Once the residuals {A; };car+) are computed,
they are sorted in ascending order:

Ap <A < < Apy, (13)

where n = [N ()] is the number of selected clients in round ¢. Typically, the residuals follow below:

_[0,(1), ifi<p
A = {AM + O,(1), otherwise (14

where A4 > 0 1is a constant tied to the poisoning attack, and O, (1) represents a term bounded in
probability. Since estimating A x4 is difficult without prior knowledge of the attack, we analyze the
residual property to determine a cutoff for separating benign and malicious clients.
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Theorem 1. Assuming the expected deviance residuals of benign clients pp and malicious clients
LA satisfy i < piaq, and their variances are bounded by a constant o2, the total misclassification
rate (TMR) of the detection algorithm is bounded by (proof in Appendix[A.2):

402

TMR < ———.
(i — pB)?

15)

Based on Theorem|[I]} we determine a threshold p that separates clients into two groups. Clients with
residuals exceeding Ay are identified as potentially malicious. For each value between 1 and n, we
calculate an upper bound and select the point that minimizes the bound as the final p.

To improve detection accuracy, we implement majority voting across multiple iterations. In each

iteration, a random subset j\/s(utg C N® is selected to compute global representations and carry out
detection. A client is given a vote if classified as malicious in that iteration. After K iterations, the
total amount of votes for each client is calculated as:

K
Votes; = Z]IA(_kBAV D (16)
i Pk
k=1

where I. is the indicator function, and Agk) is the deviance residual for client  in iteration k. Finally,
a client is classified as malicious if it receives votes in more than half of the iterations (K /2).

5 EXPERIMENTS

5.1 EXPERIMENTAL SETUP

Dataset and models. We conducted experiments on three widely adopted computer vision datasets:
CIFAR-100, Food-101, and Tiny ImageNet. CIFAR-100 Krizhevsky et al.[| (2009) contains 100
classes of natural images, with 600 images per class, and is widely used for multi-class classification
tasks. Food-101 Bossard et al.|(2014) consists of 101 categories of food images, commonly used for
fine-grained visual classification. Tiny ImageNet|Le & Yang|(2015) is a smaller version of ImageNet,
with 200 classes and 500 images per class, and is often used for benchmarking large-scale image
classification tasks. We use the CLIP model without its final layer, as the feature extractor (¢) in
HStat-Net. Both s and h are single fully-connected layers, with d = 256 for r € R<. To evaluate
FEDRACE, we use the same HStat-Net architecture across all defense methods and attack baselines.
We also test the scalability of HStat-Net by replacing ¢ with ResNet-152 He et al.[(2016).

Baselines. We compare FEDRACE to several defense methods, including FLShield Kabir et al.
(2024), FedRoLA |Yan et al.| (2024), FLAIR [Sharma et al.|(2023)), Trimmed-mean Yin et al.| (2018));
Xie et al.|(2018])), and Multi-Krum Blanchard et al.[|(2017). We also assess it against poisoning attacks:
(i) untargeted attacks such as the Min-Max [Shejwalkar & Houmansadr| (2021) and Inner Product
Manipulation Attack IPMA) Xie et al.|(2020); and (ii) targeted attacks, including the Targeted Label
Flipping Attack (TLFA) Tolpegin et al.|(2020) and two backdoor attacks: Edge-case Backdoor Attack
(ECBA) Wang et al.| (2020a)) and Distributed Backdoor Attack (DBA) Xie et al.[(2019).

Parameter settings. All experiments were run on NVIDIA RTX A4500 GPUs. Each experiment
was repeated with four random seeds, and the standard deviation is reported. We simulate a FL
setup with 64 clients (N = 64), including 16 malicious clients (M = 16), with 16 clients randomly
selected in each training round (n = 16). Detection iterations in FEDRACE are setto K = [ %], with

V| = [2]. The data distribution follows a Dirichlet distribution with v = 0.5. Local training

b
mrig for three epochs with a learning rate of 0.001 and a batch size of 128 across all datasets.

5.2 EXPERIMENTAL RESULTS

We focus on evaluating FEDRACE, which integrates HStat-Net into secure federated learning.

Main results Table ] summarizes the performance of various defense methods against five types
of poisoning attacks, focusing on accuracy (ACC), attack success rate (ASR), and backdoor accu-
racy (BA). The results highlight significant differences across the defense methods. Notably, the
FEDRACE algorithm consistently delivers strong performance across all datasets and attack types.
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Table 4: Comparisons between FEDRACE and state of the arts (%).

Untargeted Targeted
Dataset Defense Min-Max IPMA TLFA ECBA DBA
ACC ACC ASR ACC BA ACC BA ACC

Multi-krum 72.590_27 7616032 1,520_10 75~930.28 20.050_11 76.030_31 23‘200.28 75.680_27
Trimmed-mean 7515035 76.430_27 1.790_25 754830_24 10~340.26 76.530_26 12.160_29 76.650_26
FLAIR 73.070.29 | 75.740.27 | 0.6lo.16 | 74.490.30 | 1.300.23 | 76.21032 | 0.960.17 | 75.650.28

CIFAR-100 FedRoLA 76.050.33 76.840.28 11-920.28 74.880,29 39.280,23 764470,30 2.890,28 77.040,27
FLShield 76.860.24 | 76.660.25 | 2.270.20 | 75.630.28 | 1.670.28 | 76.81g.27 | 1.460.27 | 76.990.31

FEDRACE 76.690_32 7699032 0.070_10 7702033 0~060_11 76.980_31 0.360_23 77.210_31

Multi-krum 5231033 55‘700_27 207013 55.850_27 20.220_13 55.870_23 4913030 55.230_29

Trimmed-mean | 54.37031 | 56.37031 | 2.340.26 | 56.080.08 | 27.580.29 | 56.220.32 | 30.840.29 | 56.540.29

Food-101 FLAIR 53.160.30 | 54.270.30 | 0.430.15 | 52.090.29 | 5.670.30 | 55.240.20 | 1.480.25 | 53.330.20

FedRoLA 56.400,29 55.590.29 12.740,29 54.100.29 45.270.20 5616031 8.140,28 56.510,28
FLShield 56.240.29 | 56.070.31 | 14.029.32 | 54.760.30 | 6.360.29 | 56.250.31 | 1.440.28 | 56.65¢.27
FEDRACE | 56.380.07 | 56.760.06 | 0.270.16 | 56.68027 | 0.31p.16 | 56.700.26 | 1.0lg.1 | 56.720.27
Multi-krum 71.040_32 72‘380_28 0.630_10 72‘700_27 19.270_12 72.850_27 45‘710_29 72.050_28
Trimmed-mean | 71.95005 | 72.44029 | 0.950.20 | 72.740.25 | 33.060.08 | 72.330.30 | 35.090.23 | 72.670.25
Tiny FLAIR 71.230.35 | 72.59.05 | 0.280.10 | 70.580.08 | 4.4300s | 71.890.0s | 0.24915 | 70.91¢.30
ImageNet FedRoLA 73.360.21 72.780_29 4.87027 71.920.29 47.140,23 72.730,25 4-750.28 73.130,21
FLShield 73.29024 | 73.190.30 | 9.850.2s | 71.84029 | 5.840.0s | 73.110.2s | 0.530.10 | 73.210.32
FEDRACE 73.060_29 7340020 0.070_10 7324031 0.080_10 73.440_29 013013 73.420_29

Specifically, FLAIR demonstrates effectiveness in detecting both untargeted and targeted attacks.
For example, on CIFAR-100, FLAIR achieves an ASR of 0.61% and a BA of 1.30%, with similar
trends across other datasets. However, its heavy reliance on prior knowledge of the number of
malicious clients leads to higher false positive rates across different attack scenarios. FedRoLA
improves ACC during untargeted attacks by analyzing client model similarity, but it struggles under
targeted and backdoor attacks, with significantly higher ASR and BA. For instance, under TLFA
on CIFAR-100, FedRoL A records an ASR of 11.92%, while its BA reaches 39.28% under ECBA.
In contrast, FLShield maintains lower ASR and BA across all attack types, such as 2.27% ASR
and 1.67% BA under TLFA and ECBA on CIFAR-100, though it slightly underperforms FedRoLA
in ACC in certain cases. Other traditional methods, like Trimmed-mean and Multi-Krum, show
varied performance across datasets. By comparison, the FEDRACE algorithm effectively detects all
poisoning attacks using deviance residuals, achieving the lowest ASR and BA while maintaining high
ACC across all datasets and attack types. For example, on CIFAR-100, FEDRACE achieves an ACC
of 76.69% under untargeted attacks, with an ASR of only 0.07% and a BA of 0.06% under TLFA and
ECBA. On Food-101 and Tiny ImageNet, FEDRACE similarly demonstrates near-zero ASR and BA,
with ACC rates of 56.72% and 73.42% under DBA attacks, respectively. These results highlight that
FEDRACE not only surpasses other defense methods in attack detection but also maintains strong
overall model performance, ensuring stability and efficiency across diverse application scenarios.

Evaluations on cutoff point in FEQRACE Here, we Table 5: Evaluations on p
further evgluate tllle. accuracy of the estimated cutoff point 7= T CIFAR-T00 | Food-T0T | TmageNet
for detecting malicious clients in FEDRACE. Theorem[I] ~Min-Max [ 0.1T026 | 0.00026 | 0.17024
. ~ . IPMA 0.030.12 0.049.14 0.030.16
ensures that the* estimated cutoff p closely approximates TLFA 00tee | 0odens | 00300
the true cutoff p*. We measure this accuracy by calculating ECBA 002012 | 0.03014 | 0.02011
|p — p*| across different datasets and poisoning attacks. A DBA | 01825 | 006016 | 01%.25

smaller difference indicates better alignment between p and p*, as shown in Table El

The results show that attack methods like ECBA produce the smallest estimation errors across all
datasets, with a minimum of 0.02 on Tiny ImageNet, indicating high accuracy. IPMA and TLFA
also show small errors, particularly on CIFAR-100 and Food-101. In contrast, DBA results in larger
errors, especially on CIFAR-100 and Tiny ImageNet, indicating lower accuracy under this attack.
The standard deviations suggest that methods like DBA and Min-Max exhibit greater variability, also
indicating that FEDRACE may be less stable in certain attack scenarios.

Evaluations on detection accuracy in FEDRACE We eval- Min-Max 1 [PMA S TLFA BN ECBA B DBA
1.0

uate the effectiveness of FEDRACE by measuring its True g:;
Positive Rate (TPR) and False Positive Rate (FPR). TPR indi- ¢ 008
0.06
0.04
0.02

0.0 CIFAR-100 Food-101 ImageNet 0.00 CIFAR-100 Food-101 ImageNet

cates the proportion of correctly identified malicious clients, Egi

while FPR reflects the misclassification rate of benign clients.

As shown in Figure ] FEDRACE consistently achieves high

detection accuracy, with TPR values exceeding 0.97 across all (a) True Positive Rate  (b) False Positive Rate
datasets. For example, under the Min-Max attack, FEDRACE Figure 4: TPR/FPR in FEDRACE
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maintains a TPR of 0.99 on CIFAR-100, Food-101, and Tiny ImageNet, demonstrating its strong
ability to detect malicious clients. FEDRACE also performs effectively against the IPMA, TLFA,
and ECBA attacks, with TPR values ranging from 0.97 to 0.99, further illustrating its robust defense.

In terms of FPR, FEDRACE shows low false positive rates, particularly against the IPMA and TLFA
attacks, with an FPR as low as 0.01 on CIFAR-100. This demonstrates FEDRACE’s ability to
effectively minimize the misclassification of benign clients. However, the FPR is slightly higher
under DBA attacks, ranging from 0.09 to 0.11 across datasets, indicating a higher likelihood of false
positives in these cases. FEDRACE may exhibit increased error rates in certain attack scenarios.

FEDRACE with ResNet-152 In previous results, we used Min-Max " [PMA BN TLFA BEN ECBA BSN DBA
¢ = CLIP; here, we replace CLIP with ResNet-152 to as- '
sess FEDRACE’s performance with a different feature extrac-
tor. As different ¢ models can affect accuracy, we continue £
using TPR and FPR for evaluation. As shown in Figure [5
FEDRACE maintains strong performance with ResNet-152, o[ f8l W0 W) ] =8 8 8
achieving TPR/FPR values similar to those seen with CLIP in (a) True Positive Rate  (b) False Positive Rate
Figure[d] This confirms that HStat-Net effectively bridges the Figure 5: TPR/FPR on ResNet-152
gap between large models and GLMs, regardless of the choice of feature extractor.

FEDRACE under different non-IID cases Previous results Min-Max = IPMA Wl TLFA B ECBA W DBA
focus on @ = 0.5. Here, we evaluate FEDRACE under o =
0.1 (extreme non-IID) and a@ = 0.9 (near IID) on the Tiny
ImageNet dataset. As shown in Figure[§] FEDRACE performs £
well across all scenarios, with FPR decreasing as « increases.
This robustness stems from the class-level representation-based ool _&

a= a=

= a= a=

detection, which remains effective despite variations in data (@) True Positive Rate  (b) False Positive Rate
distributions across federated learning scenarios. Figure 6: TPR/FPR on o
FEDRACE under different value of // We also investigate Min-Max 1 IPMA B TLFA BN ECBA W DBA

how different amounts of malicious clients affect detection per-
formance. To evaluate this, we test FEDRACE with M = 8
and M = 24 out of 64 total clients. As shown in Figure [7} £
when M = 8, FPR decreases compared to M = 16, meaning

FEDRACE is less likely to misclassify benign clients as mali- o & & 1 o
cious. When M increases to 24, FPR rises slightly, but overall (a) True Positive Rate (b) False Positive Rate
detection performance remains stable. This indicates that the Figure 7: TPR/FPR on M
detection mechanism remains effective under varying levels of attack intensity.

6 RELATED WORK

Models like ResNet-152 and DenseNet addressed the vanishing gradient problem and improved
feature propagation, significantly boosting performance |He et al.| (2016); Huang et al.|(2017). CLIP
further advanced multi-modal learning by combining visual and textual data Radford et al.| (202T).
However, deploying large models poses challenges related to computational cost and privacy con-
cerns Liu et al.|(2019); [Xu et al.| (2021)). Federated learning offers a decentralized training solution,
but integrating large models remains difficult due to communication overhead and data heterogene-

ity[McMahan et al.| (2017); [Li et al.| (2020). Despite these advances, limited research has explored
integrating GLMs with large models. While techniques like GAMs and LIME are useful, they are not

specifically designed for large models in FL [Caruana et al.| (2015)); [Ribeiro et al.| (2016).

7 CONCLUSIONS AND LIMITATIONS

We propose HStat-Net, an architecture trained using a novel two-step method, which bridges large
pre-trained models with GLMs. Building on HStat-Net, we develop FEDRACE, which leverages
GLM-based statistical methods to detect poisoning attacks in federated learning. However, HStat-Net
is currently tailored for classification tasks in FL, posing challenges for extending to other tasks, such
as text generation. Additionally, the refined representation space is not ideally linearly separable,
resulting in higher false positive rates that require further improvement.
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A APPENDIX

A.1 DETAILS FOR EQUATION[TT]

In this work, we treat the task net h in HStat-Net as a Generalized Linear Model, where feature
representations refined by the statistical net s are linearly transformed and passed through a softmax
function to produce class probabilities. The linearly separable representation space generated by
statistical net s renders the task net equivalent to a multinomial logistic regression. Following previous
works McCullagh & Nelder| (1989);|Agresti| (2013)); Dobson & Barnett (2018)), we analyze model fit
using deviance residuals, which quantify the model’s alignment with expected prediction.

For each aggregated global representation rg,,, of class ¢, the true class label is denoted by the
indicator variable y;:

(a7

. J1, if global representation belongs to class c;
710, otherwise.
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The task net trained on client ¢ predicts the probability that representation rg,, belongs to class c,

denoted by ¢;.. The log-likelihood function of the trained task net for representation rg,, is:

C
LE =) yslog(gs) = log(45), (18)
c=1

which resembles the log-likelihood of multinomial logistic regression in the GLM framework. Assume
a saturated model that perfectly fits the representation, where the predicted probabilities match the
observed labels, which are one-hot encoded:

gﬁ,saluraled = yﬁa (19)
Then, the log-likelihood for the saturated model is:
C
saturated = Z Yr log(gﬁ,saturated) = log(gﬁ,saturated)7 (20)
c=1

Since y¢ is either O or 1, and log(1) = 0, only the terms where y¢ = 1 contribute, leading to a
log-likelihood of zero for the saturated model:

L:alurated =0. (2] )

The deviance residual A{ is defined as twice the difference between the log-likelihoods of the
saturated model and the task net:

Af - 2(L:aturated - Llc) = 72Lf (22)
The deviance residual for each representation on a task net is given by:
A7 = —2log(i) (23)

This shows that the deviance residual for each observation depends solely on the predicted probability
of the true class. A larger deviance residual indicates a worse fit for that representation, potentially
signaling malicious activity on client 7’s task net.

A.2 PROOF OF THEOREMII]

Proof. Our detection algorithm sorts clients based on their deviance residuals A;. We aim to
determine a threshold 7 such that clients with A; < 7T are classified as benign, and clients with
A; > T are classified as malicious. To analyze the misclassification rates, we define the following:

(i) The false positive rate (FPR) is the probability that a benign client is misclassified as malicious:
FPR =P(A; > T | i € B).

(i1) The false negative rate (FNR) is the probability that a malicious client is misclassified as benign:
FNR =P(A; < T |ieM).

Our goal is to choose the threshold 7 that minimizes the total misclassification rate (TMR), defined
as
TMR = 75 - FPR + w4 - FNR,

where mz = 1 — 7 is the proportion of benign clients.

Since we do not assume a specific distribution for the deviation residuals, we apply Chebyshev’s
inequality to bound the probabilities of misclassification. For any random variable X with expected
value 1 and variance o2, Chebyshev’s inequality states that for any § > 0,

o2
P(X —ul 2 6) < 5.
Applying Chebyshev’s inequality to the deviation residuals:
For benign clients:
2
, o
P(JA; —psl 20 ]ieB) < .
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For malicious clients: )

. g
P(\MM—A1|25|Z€M)§57-
We choose the threshold 7 as the midpoint between the expected residuals of benign and malicious
clients:

_l’_
T — 195] MM )
2
This choice sets § = #4£E Substituting ¢ into the bounds:
402
(i — ps)?’
402
(m — )%
Therefore, the total misclassification rate is bounded by

FPR <

FNR <

402
(km — pB)?
This bound shows that the total misclassification rate decreases as the square of the difference between

the mean residuals increases. Specifically, as the separation poq — (g becomes larger relative to the
variance o2, the misclassification rate approaches zero.

TMR = 75 - FPR + 7 - FNR <

O

A.3 BASELINE ATTACKS AND DEFENSES IN EVALUATIONS

Here, we present the baseline attacks and defense algorithms used to evaluate our proposed method.

A.3.1 BASELINE ATTACKS

Min-Max Attack Shejwalkar & Houmansadr| (2021): This model poisoning attack targets FL by
crafting malicious gradients that maximize damage to the global model. The attack minimizes the
maximum distance between benign and malicious gradients, ensuring that malicious updates remain
close to benign ones to evade detection by robust aggregation algorithms while still degrading the
model’s accuracy.

Inner Product Manipulation Attack |Xie et al.[(2020): This attack compromises Byzantine-tolerant
Stochastic Gradient Descent (SGD) algorithms by manipulating the inner product between the true
gradient and the aggregated gradient. Adversaries design Byzantine gradients so that the inner
product becomes negative, disrupting the descent direction of SGD and leading to a decline in model
performance.

Targeted Label Flipping Attack [Tolpegin et al.| (2020): This attack aims to misclassify samples
from a specific source class to a target class. Malicious clients flip the labels of samples from the
source class to the target class in their local datasets and train their models accordingly, causing the
global model to misclassify these samples.

Edge-Case Backdoor Attack [Wang et al.| (2020a): Edge-case backdoors involve altering label
data points that are typically correctly classified by the model but are rare or unlikely to appear in
regular training or testing data. These backdoors activate only under specific, uncommon conditions,
making them hard to detect during standard evaluations. This stealthy approach allows the attacker to
maintain the model’s performance on typical data while embedding a functional backdoor.

Distributed Backdoor Attack Xie et al.| (2019): In this attack, the adversary divides the trigger
pattern into multiple parts, with each client injecting a partial trigger into a subset of their training
samples.

A.3.2 BASELINE DEFENSES

FLShield Kabir et al.|(2024): FLShield is a validation-based defense framework for FL that protects
against poisoning attacks. It addresses the validation subject dilemma and the validation integrity
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dilemma by generating representative models from local updates. FLShield uses a new metric called
Loss Impact Per Class (LIPC) to validate these models and filter out malicious updates, ensuring
robust defense against various attacks, including untargeted poisoning, targeted label flipping, and
backdoor attacks.

FedRoLA |Yan et al.| (2024)): FedRoLA is a robust FL defense algorithm designed to protect against
model poisoning attacks through layer-based aggregation. It analyzes the similarity of updates at each
layer of a deep neural network using cosine similarity metrics to detect malicious updates. FedRoLA
employs a dynamic layer selection and aggregation process that improves threat detection while
maintaining model performance.

FLAIR Sharma et al.| (2023)): FLAIR is a defense mechanism for FL systems that protects against
model poisoning attacks by detecting abnormal patterns in client gradient updates, focusing on
changes in gradient direction (flip-score). It assigns reputation scores to each client based on these
patterns and adjusts their contributions to the global model accordingly. FLAIR is effective against
advanced untargeted model poisoning attacks, such as directed deviation attacks, and can defend
against both white-box and adaptive attacks. However, it relies on a predefined reputation decay
parameter, which controls the weight given to past versus current client behavior.

Trimmed-mean Yin et al.|(2018)); | Xie et al.|(2018)): Trimmed-Mean is a robust aggregation algorithm
used in FL to defend against malicious or outlier updates. It processes each dimension of the input
gradients separately by removing the largest and smallest 3 values from the set of local model updates
for each dimension. After removing these extremes, it computes the mean of the remaining n — 23
values for that dimension, which becomes the corresponding dimension in the global model update.
This method provides resilience against outliers, but its effectiveness depends on choosing the correct
(B, which may vary with the proportion of malicious clients.

Multi-krum Blanchard et al.| (2017): Multi-Krum is a robust aggregation algorithm designed to
reduce the impact of malicious updates in FL. Building on the original Krum algorithm, Multi-Krum
selects gradients that are closest to their n — m — 2 neighbors based on squared Euclidean distance,
where n is the number of participating clients and m is an upper bound on the number of malicious
clients. Selected gradients are added to a selection set and removed from the pool of gradients. This
process continues until a specified number of gradients are selected, which are then averaged to form
the global model update.
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