Preventing spurious interactions in tree-based metalearners
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Abstract

In recent years, various insights have been em-
ployed to enhance causal machine learning meth-
ods by refining estimation techniques and intro-
ducing robust algorithms that account for causal
structures and dependencies within the data. Build-
ing on this trend, we propose a novel method to
improve the estimation of the Conditional Average
Treatment Effect (CATE). A common approach in
CATE estimation involves the use of metalearners,
which can estimate CATE if certain identification
properties are met. However, this approach em-
ploys causal knowledge only for identifying the
estimand, not for the estimation process itself.

We present a new method that utilizes causal
knowledge in the estimation phase by imposing
variable interaction constraints during model train-
ing. These constraints are based on total or partial
knowledge about the underlying data-generating
process. By applying these constraints to tradi-
tional tree-based estimation algorithms, we show
that models trained in this manner achieve im-
proved performance and reduced variability in es-
timating CATE.

1 INTRODUCTION

Machine learning techniques are highly effective at iden-
tifying associations in i.i.d. data. However, these models
often face challenges when applied to real-world scenar-
ios where this basic assumption does not hold. It has been
argued that these problems arise partly from the model’s
lack of causal knowledge about the data |Peters et al.|[2017]],
Goyal and Bengio|[2022], Pearl|[2019]],/Ahmed et al.|[2020],
Scholkopf et al.|[2021]]. To address this issue, there has been
growing interest in Causal Machine Learning [Kaddour et al.
[2022]). These methods enhance traditional machine learning

by incorporating causal knowledge that is typically over-
looked by standard machine learning techniques.

One of the most prevalent approaches is the use of met-
alearners |Kiinzel et al.|[2019]]. Metalearners employ various
supervised learning methods to estimate the Conditional Av-
erage Treatment Effect (CATE) function. These algorithms
use predictive models as base learners for CATE estima-
tion, with each base learner bringing its own inductive bi-
ases. This context inspires our approach: proposing the use
of tree-based models constrained by causal knowledge for
CATE estimation.

1.1 THE NEED OF REGULARIZATION

Machine learning models are designed for predicting out-
comes from observed data, but individualized causal ef-
fects cannot be directly estimated due to the fundamen-
tal problem of causal inference. Instead, causal effects
must be inferred indirectly, often by computing poten-
tial outcomes. Estimating an identified distribution like
PY|T =1,X)— P(Y|T = 0,X) can be challenging
with finite data, especially if the solutions lack stability. To
address this, regularization is necessary to constrain the
model space and ensure more reliable solutions.

In this work, we identify and address a frequently over-
looked bias in the literature: the inclusion of spurious in-
teractions between covariates within models. Typically, we
have some understanding of the data generation process for
the given scenario. This knowledge limits the set of variable
interactions to those consistent with the causal structure of
the data thereby helping to reduce model bias.

2 METHODOLOGY

According to the Independent Causal Mechanisms (ICM)
principle|Scholkopf et al.|[2021]], the generative model of the
variables of the causal model consists of independent mod-
ules that operate without sharing information or exerting
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influence on one another. These mechanisms are reflected
in the factorization of the joint distribution of the data gen-
erating process which can be represented as a causal graph.
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where Pa(x;) are the parents of node x; in the causal graph.
The factorization of the data generation process might not
be fully known, but there might be some expert knowledge
about which variables interact in specific causal mechanisms
and which do not.

An interaction occurs when the effect of one variable on the
outcome depends on another variable. We define a spurious
interaction as any variable interaction that does not form
part of an ICM and is therefore not included in the data-
generating process. Spurious interactions are not robust to
interventions, and reliance on them by models impairs the
performance of causal effect estimation.

Most classical ML learners model the distribution of the tar-
get variable as P(Y| X). Specifically, tree-based models use
a combination of weak learners, each modeling the target
variable conditioned on a random subset of the predictive
features G;:

PY|X) ~ f(P(Y|G1), .., P(Y|Gm))-

By contrast, we restrict the learning of the model to a func-
tion of the distributions of P(Y'|G,), where G, is the set
of variables that appear in the ICM of the data generating
process that corresponds to x;:

For a set G,, each variable is permitted to interact only
with other variables within the same set, thereby avoiding
any spurious interactions.

2.1 IMPLEMENTATION

We implement the proposed method in SLearner and
TLearner metalearners with gradient boosting as base learn-
ers (Chen and Guestrin| [2016]). Among the hyperparam-
eters of these methods, there is the possibility of passing
feature interaction constraints as a list of sets of variables.
For each set, each variable is only allowed to interact with
variables in the same set. An example of implementation of
the method can be found herel

3 RESULTS

Ilustrative example In order to show the properties of
the method, we generated a synthetic data with a graph
topology that is well suited to exploit the advantages of the
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Figure 1: Heatmaps of the correlations of the individual
prediction trees for each gradient boosting algorithm. On
the left is the unconstrained version, and on the right is the
version constrained by our method, rearranged according to
the constraint group.

method. This setting is composed by three clearly indepen-
dent sources of information and a complex structure. By
adding the constraints we prevent the model from using any
spurious correlation that might arise between an interaction
of features belonging to different ICM. The constrained ver-
sion of the learners obtained an average PEHE 40% with a
standard deviation 7% lower than their unconstrained coun-
terparts. In figure|l| we can see that the constrained model
learns an independent distribution for each ICM in the data
generating process.

Benchmark results We run experiments in two different
settings. The first setting is the synthetic datasets used in
Nie and Wager] [2021] to test model performance under dif-
ferent scenarios and variable relationships. In this setting,
the causal graph is known. The second setting is the causal
benchmark suggested in [Neal et al.|[2020]]. The data sets
in this setting are semi-synthetic, and the causal graph is
unknown and discovery algorithms are used to approximate
it. In the first setting, constrained models have a higher per-
formance, with both lower error and lower error variability,
than the unconstrained models in all scenarios. In the second
one, despite the possible errors in the causal graph discov-
ery, constrained models still outperform the unconstrained
models.

4 CONCLUSION

We presented a novel approach to introduce model con-
straints into tree-based predictive models by exploiting in-
formation from the causal structure of the dataset. We then
used these constrained models for CATE estimation and
compared them with their unconstrained counterparts. We
showed that the constrained models outperform the uncon-
strained ones with higher accuracy and lower variability. The
results open new research opportunities related to exploiting
the information encoded in the data generating process.
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