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Abstract

Large language models (LLMs) often achieve
high performance in native language identifica-
tion (NLI) benchmarks by leveraging superfi-
cial contextual cues such as names, locations,
and cultural stereotypes, rather than the under-
lying linguistic patterns indicative of native lan-
guage (L1) influence. To improve robustness,
previous work has instructed LLMs to disre-
gard such clues. In this work, we demonstrate
that this strategy is unreliable and predictions
can be easily altered by misleading hints. To
address this problem, we introduce an agen-
tic NLI pipeline inspired by forensic linguis-
tics, where specialized agents accumulate and
categorize diverse linguistic evidence before a
final overall assessment. A goal-aware coordi-
nating agent then synthesizes this evidence to
make the NLI prediction. On two benchmark
datasets, our approach significantly enhances
NLI robustness and performance consistency
against misleading contextual cues compared
to standard prompting methods.

1 Introduction

Native language identification (NLI) is the task
of automatically identifying the native language
(L1) of an individual based on a writing sam-
ple or speech utterance in a non-native language
(L2). This task is grounded in the theory of cross-
linguistic influence, which posits that an author’s
L1 leaves distinctive, often subconscious, traces in
their L2 production patterns (Yu and Odlin, 2016).
These traces can manifest in various linguistic as-
pects, such as lexical choice, grammatical con-
structions, and error types (Schneider and Gilquin,
2016). Applications of NLI range from educational
settings, where they can provide language learners
with meta-linguistic feedback (Karim and Nassaji,
2020), to forensic linguistics, aiding in authorship
attribution during criminal investigations (Perkins,
2021).

Task without Hint

You are a forensic linguistics
expert. [...] Identify the native
language of the author.
DISREGARD any contextual
clues, such as names,
addresses, institutions,

locations, or cultural references.

Task with Hint

You are a forensic linguistics
expert. [...] DISREGARD any
contextual clues, such as
names, addresses, institutions,
locations, or cultural references.

<L2 English from Spanish L1>

<German name, institute and

<L2 English from Spanish L1> address>

[...] For the reasons
mentioned above,

[..] For the reasons
mentioned above,
the native the native
language of the language of the
author is Spanish. author is German.

The model changes its
prediction because of
the hint but does not

acknowledge itin the
hinted analysis (right).

Figure 1: Influence of misleading hints on NLI predic-
tion despite instructions to disregard this information.
Left: Baseline prediction for Spanish L1 text is correct.
Right: Adding a prototypical German L1-speaker signa-
ture (name, institute, address) as a hint, while instructing
the LLM to ignore it, leads to an incorrect prediction of
German, demonstrating the hint’s overriding influence.

Recently, large language models (LLMs) have
emerged as powerful tools demonstrating remark-
able aptitude for various authorship analysis tasks
(Huang et al., 2024, 2025). Their capacity to iden-
tify these complex linguistic patterns indicative
of L1 interference often allows them to achieve
state-of-the-art performance on NLI benchmarks,
even in zero-shot or few-shot settings (Uluslu and
Schneider, 2025). However, this impressive per-
formance raises critical questions about the consis-
tency and robustness of their decision-making pro-
cesses, especially when confronted with potentially
misleading contextual information as illustrated in
Figure 1.

The application of LLMs in high-stakes con-
texts such as forensic linguistics necessitates a
deeper scrutiny that extends beyond mere accu-
racy on learner corpora. If its analysis can be
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Figure 2: NLI accuracy of LLMs under different signa-
ture (hint) conditions. Performance drops significantly
with misleading signatures, despite instructions to ig-
nore them.

easily swayed by superficial contextual cues (e.g.,
names, locations, cultural stereotypes, or author
self-disclosures) rather than being consistently
grounded in linguistic features, the integrity of
the forensic analysis is compromised (Grant, 2022;
Uluslu et al., 2024). Robust authorship analysis,
therefore, mandates that predictions are driven by
the ingrained linguistic features of the text truly
indicative of L1, rather than by the author’s claims,
perspective, or thematic choices.

Despite explicit instructions' to disregard super-
ficial hints , our preliminary experiments reveal
that LLMs are persistently misled by such infor-
mation, leading to the low self-consistency rates
illustrated in Figure 2. Rather than trying to con-
strain a single model’s explanations that may not re-
flect its true decision pathway (Turpin et al., 2023),
we explore an agentic task decomposition for NLI.
Recent advancements in multi-agent systems and
task decomposition for LLMs are built upon sim-
ilar principles, where individual LLM agents are
assigned specialized roles to focus on distinct sub-
problems (Guo et al., 2024). Our agentic approach
draws inspiration from the methodical processes
in forensic linguistics where judgment about the
authorship is often withheld during preliminary
stages as distinct linguistic features are examined
in isolation (Grant, 2022). This practice, aimed
at preventing premature and biased conclusions,

'See Appendix C.

ensures that objective evidence is collected before
synthesis (Olsson, 2009).

In this work, we first demonstrate the persis-
tent reliance of LL.Ms on superficial cues for NLI
by evaluating models in adversarial settings where
misleading or supportive hints are intentionally in-
troduced into the text. As a more robust approach,
we propose an agentic NLI pipeline featuring spe-
cialized components. Each initial component in-
dependently extracts and evaluates specific sets
of linguistic features, operating within a narrow
analytical scope. A final goal-aware coordinator
agent then aggregates these isolated linguistic anal-
yses to make an NLI determination. This struc-
tured approach, by design, forces the decision to be
grounded in linguistic evidence. Our key contribu-
tion is showing that this pipeline significantly en-
hances NLI robustness and self-consistency against
misleading contextual cues compared to standard
end-to-end LLM prompting, particularly in adver-
sarial settings.

2 Related Work

2.1 Native Language Identification

A recent survey highlights a trend in NLI research
towards prompting approaches with LLMs, fo-
cusing primarily on exploring zero-shot perfor-
mance and the impact of fine-tuning across diverse
languages and corpora (Goswami et al., 2024).
Furthermore, impressive benchmark performances
have led some recent studies to posit data leak-
age as a plausible contributing factor (Goswami
et al., 2025). Although these studies demonstrate
the capabilities of LLMs in authorship analysis,
only a few studies include evaluations that hint at
underlying issues with model behavior and self-
consistency. Indeed, a common practice of re-
stricting LLM outputs to mere classification labels
often limits the scope for such qualitative exami-
nation (Ng and Markov, 2024). Notably, Uluslu
et al. (2024) observed anecdotally how superficial
textual features, such as mentions of historical in-
cidents, could be manipulated to influence NLI
predictions. In real-world scenarios, such super-
ficial hints can represent either misleading noise
within the text or deliberate authorial obfuscation
(Alperin et al., 2025). In another relevant study,
Uluslu and Schneider (2025) explored the model’s
reliance on structural versus lexical cues by eval-
vating LL.M performance on texts where content
words were replaced by their part-of-speech (POS)



tags, a technique also known as masking in forensic
applications.

Despite these observations, a systematic inves-
tigation into how LLMs handle supportive or mis-
leading contextual hints embedded within English
L2 texts, which often contain self-disclosures re-
lated to an author’s background, has been lacking.
This presents a significant shortcoming, as models
are prone to exploit these salient but linguistically
irrelevant cues rather than engaging with the sub-
tle patterns indicative of L1 influence. Our work
directly addresses this gap by constructing adver-
sarial NLI experiments.

2.2 Prompting, Self-consistency, and
Faithfulness

Direct prompting is a common strategy for guid-
ing LLM behavior and mitigating biases (Li et al.,
2024). For example, Huang et al. (2024) pro-
posed various prompts for authorship verification,
instructing models to disregard topic differences
and to focus solely on explicitly mentioned linguis-
tic features, which reportedly increased overall per-
formance. However, the efficacy of such prompts
is often evaluated under optimal conditions, rarely
exposing models to overtly contradictory or mis-
leading information within the same text. In typical
writing of L2 learners, a natural alignment often ex-
ists: an author’s L1-specific linguistic features tend
to co-occur with content reflecting their cultural
background, such as references to cities, customs,
or perspectives rooted in their native culture (e.g., a
German learner referencing “making my Abitur” or
grounding arguments on German societal norms).
This congruity means models are not routinely chal-
lenged by conflicting signals during standard eval-
uations. For instance, consider a scenario where
the aforementioned text with German perspective
and cultural references also exhibited underlying
syntactic and lexical patterns strongly indicative
of an L1 Spanish background. Adversarial experi-
ments are crucial to test scenarios in which these
signals deliberately diverge or conflict (Zhai et al.,
2022). Such experiments probe whether LLMs can
prioritize core linguistic evidence over potentially
misleading content cues, a key capability for robust
forensic applications (Alperin et al., 2025).

The consistency of LLM outputs is intertwined
with the broader discourse on faithfulness in rea-
soning — specifically, whether a model’s generated
explanation or stated decision process accurately
reflects its true internal mechanisms (Agarwal et al.,

2024). We concur with the critique by Parcalabescu
and Frank (2024) that many studies ostensibly mea-
suring faithfulness are, in fact, assessing a model’s
self-consistency: the degree to which a model’s
outputs align with its explicit instructions, its prior
statements, or its behavior across similar inputs un-
der varying conditions. In our NLI setting, where
prompts explicitly instruct models to disregard cer-
tain information (e.g., name and locations), devi-
ations from these instructions and erratic perfor-
mance in the presence of misleading cues primarily
demonstrate a lack of self-consistency. As Lindsey
et al. (2025) argue, such disparities are plausible
if models possess “shortcut circuits” that directly
influence outputs based on salient features (i.e., by-
passing deeper reasoning), or alternative circuits
that merely alter explanations without rectifying
the underlying biased decision. Given this difficulty
in assessing true faithfulness from output and in-
put perturbations alone, our study instead focuses
on quantifying the model’s self-consistency and
predictive robustness when confronted with such
challenges.

2.3 Task Decomposition and Agentic
Frameworks

Given the limitations of direct prompting and the
challenge of verifying internal reasoning, structural
approaches, such as task decomposition, offer a
promising alternative. Previous work has explored
decomposition to enhance the faithfulness of chain-
of-thought processes by limiting context at each
step and enabling verification (Reppert et al., 2023;
Radhakrishnan et al., 2023). Agentic frameworks,
where different components or “agents” are as-
signed specialized sub-tasks, have also emerged
in areas such as text simplification and summa-
rization, where one agent is instructed to handle
metaphors while another refines sentence structure
before a final synthesis (Fang et al., 2025, 2024).
Our proposed agentic NLI pipeline draws sig-
nificant inspiration from the methodical procedure
of forensic linguistics. Forensic linguists often de-
liberately withhold ultimate judgment during pre-
liminary analysis, carefully “marking” all poten-
tially relevant linguistic features without prema-
turely attributing them to a specific author or L1
background, thereby avoiding observer bias that
could contaminate the investigation (Olsson, 2009).
This contrasts with LLMs, which may exhibit to-
ken bias (Jiang et al., 2024) potentially neglecting
a comprehensive analysis of other linguistic evi-



dence. Our pipeline operationalizes the forensic
principle of isolated, objective feature analysis by
ensuring that initial analytical components are task-
agnostic (i.e., unaware of the final NLI goal) and
shielded from misleading global contextual cues.
This approach forces reliance on the extracted lin-
guistic features, aiming to build a more robust and
self-consistent NLI system.

3 Datasets

We conduct experiments on two benchmark
datasets for NLI: TOEFL4 (Blanchard et al., 2013)
and Write & Improve Corpus 2024 (Nicholls et al.,
2024).

TOEFLA4 is a four-language test subset (n=440)
of the larger TOEFL11 dataset. This subset in-
cludes only essays written by native French, Ger-
man, Italian, and Spanish speakers. Essays in this
dataset have an average of 348 tokens per essay and
were written in response to eight different writing
topics, all of which appear across the different L1
groups. While the test split of the TOEFL11 dataset
contains 11 different L1, we selected TOEFL4
for two key reasons: firstly, the reduced scale of
the dataset offers greater computational tractabil-
ity for our experiments involving LL.Ms and iter-
ative agentic prompting; secondly, it facilitates a
focused investigation into how models discern be-
tween these specific European L1s. This includes
examining the extent to which models rely on cul-
tural references or stereotypical statements about
European nationalities. This choice aligns our work
with prior studies utilizing this subset (Uluslu and
Schneider, 2025; Markov et al., 2022), ensuring
comparability of findings.

Write & Improve (W&I) provides 5,050 L2 En-
glish essays with L1 metadata from learners on the
W&I platform (2020-2022), encompassing 22 dis-
tinct L1 backgrounds and various writing registers.
To ensure that our experiments capture broader L2
writing characteristics rather than those specific to
a single dataset, and to allow direct comparability
with findings related to the TOEFL4 corpus, we
sampled from W&I to match the L1 distribution of
TOEFL4. We selected 100 essays per L1, creating a
balanced 400-essay dataset (n=400). Essays in this
selection have an average of 144 tokens per docu-
ment. This sampling approach guarantees adequate
representation for each L1 background, which was
crucial given the limited availability of W&I essays
for two of the targeted L1 languages.

4 Methodology
4.1 Adversarial Task Setup

Building upon methodologies that examine model
self-consistency and sensitivity to input perturba-
tions (Chen et al., 2025; Turpin et al., 2023), our
experimental setup for NLI involves augmenting
L2 English texts with controlled, potentially bias-
ing hints. LLMs are known to infer cultural identity
and potentially alter their responses based on cues
such as names (Pawar et al., 2025). Our injected
hints, appended to the end of each text to maximize
their salience (based on preliminary experiments
showing this placement had a more pronounced
impact compared to, e.g., the beginning), are de-
signed to leverage this tendency and consist of two
types, as detailed below.

* Learner Signatures: These are designed to
act as explicit biasing cues by containing
names and addresses strongly associated with
a specific L1 language. For instance, a signa-
ture intended to suggest a Spanish L.1 might
include:

Best regards,

Maria Garcia

Madrid Language School
Calle de Alcala 45
28014 Madrid, Spain

* Cultural Stereotypes: These comprise short,
generic statements commonly (though often
inaccurately) associated with a particular na-
tionality or culture, intended to act as an ad-
ditional non-linguistic biasing signal. These
statements are crafted to be distinct from the
main text’s content. For example, to evoke a
Spanish L1 context, a stereotypical statement
such as, “A fun fact about me: A proper break
or even a short nap after lunch is an essential
daily ritual for me.” is used.

These learner signatures or cultural stereotypes
are then used to create specific experimental condi-
tions by varying their relationship to the true L1 of
the text’s author:

* Supporting Hint: The appended signature
and the stereotypical statement both corre-
spond to the author’s actual L1. For exam-
ple, a text written by an L1 Spanish speaker
would be appended with a signature contain-
ing a Spanish name and an address in Madrid,



alongside a stereotypical statement commonly
associated with Spanish culture (e.g., siesta).

* Misleading Hint: The appended signature
and the stereotypical statement both corre-
spond to an L1 different from the author’s
true L1 (e.g., a text by an L1 Spanish speaker
appended with hints associated with Italian
culture).

Crucially, and diverging from the cited ap-
proaches, which primarily use such features to ob-
serve model faithfulness or sensitivity, our setup
includes explicit instructions within the prompt di-
recting the model to ignore both the appended sig-
natures and cultural references during its linguis-
tic analysis for NLI. This adheres to the actual
forensic practice, where self-disclosed information
from an author is treated as potentially unreliable
and should not solely form the basis of an analy-
sis. Our setup allows us to directly evaluate the
model’s ability to follow negative constraints and
self-consistency. The complete set of learner sig-
natures and the full list of stereotypical statements
used for Spanish, German, Italian, and French L1s
are detailed in Appendix A. An example illustrat-
ing the application of a misleading hint within a
prompt is shown in Figure 1.

4.2 Models

We use the following three LLMs in our investi-
gations: Llama-3.3-70B-Instruct (Grattafiori et al.,
2024), Gemini-2.0-Flash (Georgiev et al., 2024)
and Llama-3.1-8B-Instruct. These models are in-
dicative of current state-of-the-art performance on
a range of text-based tasks for decoder-only LLMs
and were previously used for NLI, enabling direct
comparison of results (Goswami et al., 2025; Ng
and Markov, 2024; Uluslu et al., 2024). Specific
model versions, parameters, settings, and API de-
tails are documented in Appendix B.

4.3 Experimental Settings
4.3.1 Baselines

We establish two baseline approaches to evaluate
the influence of superficial cues and the efficacy of
simple mitigation strategies before introducing our
agentic model.

Baseline 1: Prompt Constraints. Our first base-
line directly tests the LLM’s ability to adhere to
explicit negative constraints. In this setup, the LLM

is provided with the original text modified with po-
tentially misleading hints (e.g., names and stereo-
typical statements). The prompt explicitly instructs
the model to disregard these superficial cues and
perform the task based solely on explicit linguistic
features (Huang et al., 2024). This baseline as-
sesses the effectiveness of prompt engineering as a
primary mitigation technique.

Baseline 2: Redaction. Our second baseline in-
vestigates the impact of proactively removing overt
superficial cues through named entity recognition
(NER). This approach first subjects the input text to
a redaction stage where we remove specific textual
elements that could directly reveal the author’s ori-
gins, primarily explicitly mentioned named entities
(such as people, places, organizations) and men-
tions of nationalities or locations. The details of
the NER pipeline can be found in Appendix B. The
resulting redacted text is then fed to the LLM for
the NLI task using the same prompt as Baseline 1,
which includes the explicit instruction to disregard
superficial contextual information and focus solely
on linguistic features.

4.3.2 Agentic Decomposition.

This approach operationalizes the principle of task
decomposition, mirroring the methodical process
of human forensic linguists who analyze distinct
categories of linguistic evidence before synthesis.
We simulate this using a multi-agent pipeline where
specialized roles focus on specific linguistic phe-
nomena in isolation. We define four distinct agent
roles, implemented via specialized prompts to an
LLM:

Syntax Expert. This agent focuses exclusively
on identifying and classifying grammatical and
structural deviations from Standard English. Its
analysis includes subject-verb agreement errors,
non-standard word order (e.g., modifier placement,
verb positioning), issues in clause construction, and
incorrect use of grammatical function words (arti-
cles, prepositions) related to syntactic rules.

Lexical Expert. The role of this agent is to scru-
tinize word-level phenomena. Its scope includes
orthographic errors (misspellings), morphological
errors (incorrect word forms), inappropriate word
choices (lexical selection), non-standard colloca-
tions (word pairings), potential false cognates (e.g.,
sensible in place of sensitive due to Italian sensi-
bile), and malapropisms (“illicit” vs. “elicit”).



Idiomatic Language and Translation Expert.
This agent specializes in analyzing the use of multi-
word expressions, idioms, metaphors, and figura-
tive language. It identifies odd phrasing, potential
literal translations of L1 idioms (calques), and other
misuses of standard English idiomatic or figurative
expressions, focusing on deviations in non-literal
language.

Forensic Investigator (Coordinator). This com-
ponent serves as the “lead expert” and is the only
agent explicitly aware of the final goal: identifying
the native language (L1) of the author. Crucially,
the Forensic Investigator does not have direct ac-
cess to the original input text. Its role is to synthe-
size evidence solely from the structured reports of
linguistic phenomena provided by the other special-
ized expert agents. Based on these abstracted find-
ings and its internal knowledge of L1 interference
patterns, the investigator considers the collective
evidence to make the final NLI prediction. This
constraint ensures that the NLI decision is based
on the categorized linguistic features identified by
the agents, rather than a re-analysis of the raw text
by the coordinator.

5 Results

The main performance results on the W&I dataset
are presented in Table 1. Detailed results for the
TOEFL4 dataset, which exhibit broadly similar
trends, are available in Appendix D (Table 3). All
values represent accuracy scores.

How do superficial cues affect baseline model
performance? Initial NLI accuracy under our
prompt-based baseline (“No Modifications” in Ta-
ble 1) shows Llama-3-70B (L3-70B) at 90.0 %,
Llama-3-8B (LL3-8B) at 59.0 %, and Gemini-2.0-
Flash (G-Flash) at 88.0 %. The introduction of sup-
portive hints (signatures or stereotypes) markedly
improves these figures. Most dramatically, L3-8B’s
accuracy climbs from 59.0 % to 95.0 % with a sup-
portive signature, while G-Flash reaches perfect
(100 %) accuracy under the same condition. This
indicates that models readily utilize such cues de-
spite instructions to focus on linguistic features.

What is the influence of misleading information?
Conversely, misleading hints (signatures or stereo-
types incongruent with the true L1) drastically de-
grade performance for the prompt-based baseline.
As shown in Table 1, L3-70B’s accuracy plummets
from 90.0 % to 15.0 % with a misleading signature,

and G-Flash drops from 88.0 % to 25.0 %, high-
lighting their vulnerability. Misleading stereotypes
also show significant impact, with L3-70B drop-
ping to 28.0 % and G-Flash to 47.0 %.

Can information redaction mitigate these
shortcuts? The redaction baseline (‘“Baseline
(Redacted)” columns in Table 1) effectively mit-
igates the negative impact of misleading sig-
natures. For L3-70B, accuracy recovers from
15.0 % (prompt-based with misleading signature)
to 85.0 % (redacted). Similarly, G-Flash improves
from 25.0% to 86.0%. However, this redac-
tion strategy is less effective against misleading
stereotypes. 1.3-70B’s performance improves from
28.0 % to 34.0 %, and G-Flash’s performance de-
creases from 47.0% to 41.0 %, indicating that
stereotypes often bypass the redaction. When name
entities were present in the original text (and then
redacted), models like L.3-70B (85.0 %) and G-
Flash (86.0 %) performed slightly worse than with
no modifications (90.0 % and 88.0 % respectively),
suggesting that the redaction process itself might
have had a minor negative influence, possibly by
removing subtle linguistic cues or by prompting
models to overcompensate for missing information.

How does the agentic approach perform un-
der these conditions? The Agentic Flow (right-
most columns in Table 1) exhibits a distinct profile:
while its accuracy on ‘“No Modifications™ text is
generally lower (e.g., L3-70B: 74.0 %), it demon-
strates significantly greater consistency across all
hint conditions, maintaining accuracy between
69.0 % and 76.0 % for L3-70B. This stability is
particularly notable against misleading stereotypes,
where L3-70B (agentic) achieves 69.0 % compared
to 28.0 % (prompt-based) and 34.0 % (redacted).
The smaller 1.3-8B also shows more stable, albeit
lower, agentic performance (47 % to 53 %) com-
pared to its highly volatile baseline scores.

Are all models equally robust? Table lindicates
varying inherent robustness. For example, under
the prompt-based baseline with misleading stereo-
types, Gemini-Flash (47.0 %) maintains higher ac-
curacy than Llama-3-70B (28.0 %), suggesting dif-
ferent susceptibilities to specific adversarial noise

types.

Which agent components are most critical?
Our ablation study in Table 2 investigates the rela-
tive importance of components within the agentic
pipeline. Removing the Syntax Expert incurs the



Baseline Baseline (Redacted) Agentic Flow
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Evaluation Task N N o N N < N N ¢}
No Modifications 090 0.59 0.88 0.87 0.57 087 074 049 0.71
Supportive Hint (Signature)  0.98 0.95 1.00 0.85 0.57 0.8 0.76 0.53 0.72
Supportive Hint (Stereotype) 0.94 0.68 0.94 096 0.65 097 0.76 0.51 0.73
Misleading Hint (Signature) 0.15 0.21 0.25 0.85 0.57 0.86 0.70 047 0.70
Misleading Hint (Stereotype) 0.28 0.49 047 034 049 041 0.69 0.48 0.68

Table 1: NLI performance on W&I Dataset across different models, experimental setups, and hint conditions. Values

represent accuracy. Single run. L3-70B: Llama-3-70B; L3-8B: Llama-3-8B; G-Flash: Gemini-2.0-Flash.

Agent Configuration (L3-70B) W&I
Full Workflow 0.74
w/o Syntax Expert 0.52
w/o Lexical Expert 0.67
w/o Idiom Expert 0.71

Table 2: Ablation study of agent components on the
NLI task. We report accuracy (%) on the W&I dataset.
“w/0” indicates the removal of the specified component
from the agent workflow.

most significant performance degradation: accu-
racy drops from 74.0 % to 52.0 % on W&I. This
outcome is attributable to the nature and scope of
linguistic information processed by this agent. The
Syntax Expert is tasked with identifying and relay-
ing findings on grammatical errors and sentence-
level structural patterns, which often encapsulate
broader characteristics of the entire text. In con-
trast, the Lexical Analysis and Idiomatic Language
Experts primarily address more localized, word and
phrase-level phenomena. While these latter two
agents capture distinct information that demonstra-
bly contributes to the overall assessment (as their
individual removal also decreases performance, see
Table 2), the more comprehensive structural infor-
mation concerning sentence construction and core
grammar handled by the syntax expert appears to
have a more substantial impact on the final NLI
decision within our framework.

6 Discussion

Our findings offer several insights into LLM be-
havior on NLI tasks and the potential of structured

approaches to enhance robustness.

Why does high benchmark performance not
equate to task performance?
achieve near-perfect NLI accuracy on benchmarks,
leading to speculation about data leaks (Goswami
et al., 2025), our evaluation on a newer dataset
(released post-model training) suggests an alter-
native explanation: this performance stems from
reliance on superficial cues rather than linguistic
analysis. We observed that models are significantly
swayed by explicit cultural stereotypes and refer-
ences which are prevalent as supportive hints in

While LLMs

many benchmark texts based on learner corpora.

How effective are simple mitigation strategies
against superficial cues?
that simple mitigations are largely ineffective. Di-
rect prompt-based instructions to disregard superfi-
cial cues (Huang et al., 2024) failed to prevent mod-
els from being influenced by them. Similarly, the
redaction of named entities, while removing some
obvious hints, proved insufficient. Such redaction
techniques cannot address non-entity-based stereo-
types while they risk eliminating genuine linguis-
tic evidence (like L1-influenced errors in redacted
words themselves), and models may still attempt to
infer redacted content. While we also considered
using LLMs themselves for a more comprehensive
redaction pass, preliminary investigations revealed
challenges: LLLM-based redaction tended to be in-
consistent across runs and often overly aggressive,
removing not just superficial cues but also core lin-
guistic structures crucial for NLI (e.g., in a learner
essay about visiting France, even pronouns or verb

Our results indicate



phrases related to the topic were redacted). This
made it difficult to effectively control the redac-
tion scope for our experiments. Consequently, we
found this type of extensive, LLM-driven redaction
to have limited practical applicability for real-world
forensic texts, where preserving as much linguistic
signal as possible is paramount. In such contexts,
extensive redaction beyond clearly defined named
entities is often unfeasible. However, we acknowl-
edge that the design and rigorous evaluation of
a more nuanced LL.M-based redactor could be a
component for future work.

What are the implications and future directions
for NLI? The agentic approach, by emulating
task decomposition, presents a promising, though
more computationally intensive, direction for devel-
oping NLI systems that are more faithful and resis-
tant to superficial biases. The key advantage lies in
promoting a systematic, evidence-driven analysis
over reliance on easily exploitable signals. Future
work should focus on optimizing this framework
by refining agent interactions, developing more
sophisticated evidence synthesis mechanisms for
the coordinator, and exploring methods to dynami-
cally weight agent contributions. Improving perfor-
mance without sacrificing this crucial robustness
remains a central goal for reliable Al in sensitive
domains like forensic linguistics.

7 Conclusion

In this work, we investigated the tendency of LLMs
to rely on superficial cues and take shortcuts in the
NLI task, rather than engaging with the underly-
ing linguistic patterns indicative of L.1. We intro-
duced adversarial hints, encompassing both explicit
L1 learner signatures and stereotypical statements,
into benchmark texts to probe this behavior. Our
findings demonstrate that LLMs are significantly
influenced by such salient, yet potentially mislead-
ing, information, even when explicitly instructed to
disregard it. Simple mitigation strategies, including
direct prompt-based instructions or named entity
redaction, proved insufficient to consistently pre-
vent models from prioritizing these superficial sig-
nals. As a more robust alternative, we proposed and
evaluated a decomposed agentic pipeline. This ap-
proach assigns specialist agents to analyze distinct
sets of linguistic features, and a central coordinator
agent to sythesize these detailed findings for the
final NLI prediction. This structured methodology
yielded more consistent and robust performance

across benchmarks. By forcing decisions to be
grounded in specific, itemized linguistic evidence
rather than holistic, potentially biased impressions,
the agentic approach offers a more structured and
robust process.

Our results underscore the significant challenges
in ensuring LL.Ms adhere to nuanced instructions
and mitigate biases stemming from either explicit
or implicit cues. The proposed agentic framework,
by emulating a decomposed expert analysis, rep-
resents a promising direction for developing more
consistent and bias-resistant LLM applications in
sensitive domains such as forensic linguistics. Fu-
ture work could focus on refining inter-agent com-
munication protocols, enhancing the granularity of
linguistic feature analysis within specialist agents,
and exploring methods for dynamically weighting
evidence from different linguistic experts.

8 Limitations

While our proposed agentic pipeline demonstrates
significant improvements in robustness for NLI,
this study has several limitations that offer avenues
for future research:

Scope of adversarial experiments. Our investi-
gation into misleading cues primarily focused on
the impact of relatively salient, content-based fea-
tures, such as appended learner signatures (names,
locations) and explicit stereotypical statements.
The broader field of authorship obfuscation also
considers more sophisticated adversarial attacks
where LLMs or malicious actors might actively at-
tempt to impersonate specific linguistic features
to convincingly mimic a target L1 background
(Alperin et al., 2025). Developing defenses against
such advanced linguistic impersonation remains a
critical area for future work.

Dataset representativeness and low-resource
scenarios. Our experiments were conducted us-
ing publicly available L2 English learner corpora.
While standard for NLI research due to reliable
meta-information, these datasets may not fully rep-
resent the diversity and constraints of real-world
scenarios, which can include texts varying greatly
in domain, style, and length, often constituting low-
resource settings with only a few sentences per
author. Future work should evaluate and adapt our
approach to these more challenging conditions.

Cross-linguistic generalizability. This study ex-
clusively focused on L2 English. The specific lin-



guistic interference patterns and the efficacy of the
agentic decomposition might differ for other L1-
L2 pairings. Future research should explore the
adaptability and performance of this agentic NLI
approach across a wider range of source and target
languages.

Ethical Considerations

Our research exclusively utilized publicly avail-
able L2 English learner corpora: the pseudony-
mous W&I corpus (Nicholls et al., 2024) and the
TOEFL11 corpus (Blanchard et al., 2013), which
contains no personally identifiable information. We
acknowledge the broad societal implications of au-
thorship analysis, including potential risks to secu-
rity and privacy of individuals (Saxena et al., 2025).
Therefore, our agentic pipeline is presented strictly
for research purposes within controlled settings,
primarily to study the impact of bias in existing Al
systems and explore methods for enhancing robust-
ness. This work is not intended for deployment
in critical real-world applications. As detailed in
our Limitations (Section 8), we also recognize that
our efforts to mitigate bias are not exhaustive and
further research is needed.
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A Task Hints

The following learner signatures and stereotypi-
cal statements were used as controlled hints in the
experiments described in Section 4.1.

A.1 Spanish

Stereotypical Statement: A fun fact about me: A
short nap or a break after lunch is my daily ritual.
We even have a word for it here.

Learner Signature:

Best regards,

Maria Garcia

Madrid Language School
Calle de Alcala 45
28014 Madrid, Spain

A.2 German

Stereotypical Statement: A fun fact about me: I
really enjoy recycling bottles and driving in our
highways without any speed limit.

Learner Signature:

Best regards,

Johannes Muller

Berlin English Institute
Kurflrstendamm 123

10711 Berlin, Germany

A.3 Italian

Stereotypical Statement: A fun fact about me: A
quick espresso taken standing at the bar is my daily
ritual; we rarely sit down for a long coffee unless
it’s with friends.

Learner Signature:

Best regards,

Giulia Rossi

Milan English Academy
Via Monte Napoleone 18
20121 Milan, Italy

A4 French

Stereotypical Statement: Nothing a piece of
baguette and street protest cannot solve.
Learner Signature:

Best regards,

Lucas Dubois

Paris Language Center
10 Rue de Rivoli
75001 Paris, France
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B Experimental Details and Model
Parameters

The following models, settings, and API services
were utilized for all experiments presented in this
work.

API Services and Client

Models were accessed via their respective API ser-
vices and Python clients.

* The Llama 3 models accessed via the Groq
APIL.? Groq is a service provider that does not
retain or train on user data sent through its
APL3

* The Gemini models were accessed via the
Google Gemini API under a paid account. Ac-
cording to Google’s terms of service for this
API, customer data (like prompts and gener-
ated output) is not used to train their genera-
tive models.*

These measures were implemented to ensure that
data from the research corpora was not leaked to
the service providers, aligning with the dataset’s
licensing conditions and responsible NLP guide-
lines.

Additional Tools and Libraries

* SpaCy for NER: The SpaCy library (Honni-
bal et al., 2020) was employed for identifying
named entities (e.g., persons, locations, orga-
nizations) within the texts. Specifically, we
used the en_core_web_trf model.

Data Artifacts

The datasets for the task were sourced from two
established learner corpora:

* The TOEFL11 Corpus (Blanchard et al.,
2013), obtained under license from the Lin-
guistic Data Consortium (LDC).

* The Write & Improve Corpus 2024 (Nicholls
et al., 2024), obtained under a research-use-
only license from Cambridge University Press
& Assessment.

Our use of both datasets strictly adhered to their
respective licensing terms, which permit non-
commercial research and educational purposes.

https://console.groq.com/docs/api

3https://groq.com/privacy-policy/

4https: //ai.google.dev/gemini-api/terms - See
section on "Use of Customer Data."


https://console.groq.com/docs/api
https://ai.google.dev/gemini-api/terms

Models and Generation Parameters

The specific models and common generation pa-
rameters applied across all experiments were as
follows:

Models: * 1lama3.1-8b-instant (via Groq)
e 11ama3.3-70b-versatile (via Groq)

* gemini-2.0-flash (via Google Gemini
API)

Common Generation Parameters: .
Temperature: 0.6
¢ Max Tokens: 2048
* Top P (top_p): 1.0

No other model-specific parameters were altered
from their default API settings unless explicitly
stated in the main text for a particular experiment.

Compute Budget

We estimate the total compute budget based on the
API usage on Google Gemini and Groq API to be
approximately 35 Euro.
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C LLM System Prompts

Forensic Linguist

Syntax Expert

You are a forensic linguistics expert that reads texts written by
non-native authors to identify their native language.

Use clues such as spelling errors, word choice, syntactic patterns,
and grammatical errors to decide.

Disregard any contextual information, such as names, addresses,
institutions, locations, or cultural references in the text.

Analyze the input and identify the native language of the author as
one of the following: French, Spanish, Italian, German.
Do NOT output any other class.

You are a language expert. Your task is to analyze the following L2
English text exclusively for syntactic errors. The other experts
already cover lexical and idiomatic errors on the word level.
Focus on grammatical rules like word order, subject-verb agreement,
clause structure, tense usage, and modifier placement.
For each syntactic error identified, include:
1. The “error_type” (e.g., "Incorrect word order”,

"Subject-verb disagreement”).
2. A brief “explanation™ of the grammatical problem.
3. The specific “phrase” (e.g., 3-5 words) where the error occurs.

Return the output as a JSON array. If no syntactic errors
are found, return an empty array.

Lexical Expert

Idiom Expert

You are a language expert. Your task is to analyze the following L2
English text exclusively for lexical errors.

Focus on identifying and explaining lexical errors where a word is:

- Spelled incorrectly (e.g., based on cognates in the L1 language)

- Incorrectly chosen (e.g., wrong meaning for the context,
unsuitable collocation partner where the issue is the word
itself, not the phrase meaning)

- A malapropism (e.g., "illicit"” instead of "elicit")

- A false cognate (e.g., "sensible” in Italian means sensitive,
leading to misuse in English)

For each error, include the “phrase™ containing the lexical error,
the “error_type (e.g., "Misspelling”, "Incorrect Word Choice"),
and a brief “explanation.

Return the output as a JSON array. If no lexical errors are

found, return an empty array.

You are a language expert. Your task is to analyze the following L2
English text exclusively for idiomatic errors.
Focus on identifying incorrect, awkward, or misused multi-word idioms
and figurative expressions. These are typically phrases where the
overall meaning is not deducible from the literal meanings of the
individual words. Pay attention to:
- Potential mistranslations or literal translations of idioms
from another language.
- Violations of common idiomatic expressions in standard English
(e.g., "heavy rain"” vs. "strong rain").

For each error, include the “phrase™ containing the original
expression, the “error_type" (e.g., "Misused Idiom”,

"Literal Translation"), and a brief ~explanation™ of why it's an
idiomatic error.

Return the output as a JSON array. If no idiomatic errors are
found, return an empty array.
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D The Results on the TOEFL4 Benchmark

Baseline Baseline (Redacted) Agentic Flow
ool st Jool 5 ool st
S S
. ™ ™ / ™ o) 3 ™ ™ /
Evaluation Task N N o N N o N N €]
No Modifications 096 065 098 094 058 097 073 060 0.65

Supportive Hint (Signature) 099 096 1.00 094 057 096 0.75 0.61 0.66
Supportive Hint (Stereotype) 098 0.78 098 095 0.76 097 0.73 0.60 0.66
Misleading Hint (Signature)  0.30 0.29 042 085 056 096 071 0.57 0.64
Misleading Hint (Stereotype) 0.10 0.51 053 034 052 055 068 0.58 0.62

Table 3: NLI performance on TOEFL4 dataset across different models, experimental setups, and hint conditions.
Values represent accuracy (%). Single run. L3-70B: Llama-3-70B; L3-8B: Llama-3-8B; G-Flash: Gemini-2.0-Flash.
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