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Abstract001

Large language models (LLMs) often achieve002
high performance in native language identifica-003
tion (NLI) benchmarks by leveraging superfi-004
cial contextual cues such as names, locations,005
and cultural stereotypes, rather than the under-006
lying linguistic patterns indicative of native lan-007
guage (L1) influence. To improve robustness,008
previous work has instructed LLMs to disre-009
gard such clues. In this work, we demonstrate010
that this strategy is unreliable and predictions011
can be easily altered by misleading hints. To012
address this problem, we introduce an agen-013
tic NLI pipeline inspired by forensic linguis-014
tics, where specialized agents accumulate and015
categorize diverse linguistic evidence before a016
final overall assessment. A goal-aware coordi-017
nating agent then synthesizes this evidence to018
make the NLI prediction. On two benchmark019
datasets, our approach significantly enhances020
NLI robustness and performance consistency021
against misleading contextual cues compared022
to standard prompting methods.023

1 Introduction024

Native language identification (NLI) is the task025

of automatically identifying the native language026

(L1) of an individual based on a writing sam-027

ple or speech utterance in a non-native language028

(L2). This task is grounded in the theory of cross-029

linguistic influence, which posits that an author’s030

L1 leaves distinctive, often subconscious, traces in031

their L2 production patterns (Yu and Odlin, 2016).032

These traces can manifest in various linguistic as-033

pects, such as lexical choice, grammatical con-034

structions, and error types (Schneider and Gilquin,035

2016). Applications of NLI range from educational036

settings, where they can provide language learners037

with meta-linguistic feedback (Karim and Nassaji,038

2020), to forensic linguistics, aiding in authorship039

attribution during criminal investigations (Perkins,040

2021).041

Figure 1: Influence of misleading hints on NLI predic-
tion despite instructions to disregard this information.
Left: Baseline prediction for Spanish L1 text is correct.
Right: Adding a prototypical German L1-speaker signa-
ture (name, institute, address) as a hint, while instructing
the LLM to ignore it, leads to an incorrect prediction of
German, demonstrating the hint’s overriding influence.

Recently, large language models (LLMs) have 042

emerged as powerful tools demonstrating remark- 043

able aptitude for various authorship analysis tasks 044

(Huang et al., 2024, 2025). Their capacity to iden- 045

tify these complex linguistic patterns indicative 046

of L1 interference often allows them to achieve 047

state-of-the-art performance on NLI benchmarks, 048

even in zero-shot or few-shot settings (Uluslu and 049

Schneider, 2025). However, this impressive per- 050

formance raises critical questions about the consis- 051

tency and robustness of their decision-making pro- 052

cesses, especially when confronted with potentially 053

misleading contextual information as illustrated in 054

Figure 1. 055

The application of LLMs in high-stakes con- 056

texts such as forensic linguistics necessitates a 057

deeper scrutiny that extends beyond mere accu- 058

racy on learner corpora. If its analysis can be 059
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Figure 2: NLI accuracy of LLMs under different signa-
ture (hint) conditions. Performance drops significantly
with misleading signatures, despite instructions to ig-
nore them.

easily swayed by superficial contextual cues (e.g.,060

names, locations, cultural stereotypes, or author061

self-disclosures) rather than being consistently062

grounded in linguistic features, the integrity of063

the forensic analysis is compromised (Grant, 2022;064

Uluslu et al., 2024). Robust authorship analysis,065

therefore, mandates that predictions are driven by066

the ingrained linguistic features of the text truly067

indicative of L1, rather than by the author’s claims,068

perspective, or thematic choices.069

Despite explicit instructions1 to disregard super-070

ficial hints , our preliminary experiments reveal071

that LLMs are persistently misled by such infor-072

mation, leading to the low self-consistency rates073

illustrated in Figure 2. Rather than trying to con-074

strain a single model’s explanations that may not re-075

flect its true decision pathway (Turpin et al., 2023),076

we explore an agentic task decomposition for NLI.077

Recent advancements in multi-agent systems and078

task decomposition for LLMs are built upon sim-079

ilar principles, where individual LLM agents are080

assigned specialized roles to focus on distinct sub-081

problems (Guo et al., 2024). Our agentic approach082

draws inspiration from the methodical processes083

in forensic linguistics where judgment about the084

authorship is often withheld during preliminary085

stages as distinct linguistic features are examined086

in isolation (Grant, 2022). This practice, aimed087

at preventing premature and biased conclusions,088

1See Appendix C.

ensures that objective evidence is collected before 089

synthesis (Olsson, 2009). 090

In this work, we first demonstrate the persis- 091

tent reliance of LLMs on superficial cues for NLI 092

by evaluating models in adversarial settings where 093

misleading or supportive hints are intentionally in- 094

troduced into the text. As a more robust approach, 095

we propose an agentic NLI pipeline featuring spe- 096

cialized components. Each initial component in- 097

dependently extracts and evaluates specific sets 098

of linguistic features, operating within a narrow 099

analytical scope. A final goal-aware coordinator 100

agent then aggregates these isolated linguistic anal- 101

yses to make an NLI determination. This struc- 102

tured approach, by design, forces the decision to be 103

grounded in linguistic evidence. Our key contribu- 104

tion is showing that this pipeline significantly en- 105

hances NLI robustness and self-consistency against 106

misleading contextual cues compared to standard 107

end-to-end LLM prompting, particularly in adver- 108

sarial settings. 109

2 Related Work 110

2.1 Native Language Identification 111

A recent survey highlights a trend in NLI research 112

towards prompting approaches with LLMs, fo- 113

cusing primarily on exploring zero-shot perfor- 114

mance and the impact of fine-tuning across diverse 115

languages and corpora (Goswami et al., 2024). 116

Furthermore, impressive benchmark performances 117

have led some recent studies to posit data leak- 118

age as a plausible contributing factor (Goswami 119

et al., 2025). Although these studies demonstrate 120

the capabilities of LLMs in authorship analysis, 121

only a few studies include evaluations that hint at 122

underlying issues with model behavior and self- 123

consistency. Indeed, a common practice of re- 124

stricting LLM outputs to mere classification labels 125

often limits the scope for such qualitative exami- 126

nation (Ng and Markov, 2024). Notably, Uluslu 127

et al. (2024) observed anecdotally how superficial 128

textual features, such as mentions of historical in- 129

cidents, could be manipulated to influence NLI 130

predictions. In real-world scenarios, such super- 131

ficial hints can represent either misleading noise 132

within the text or deliberate authorial obfuscation 133

(Alperin et al., 2025). In another relevant study, 134

Uluslu and Schneider (2025) explored the model’s 135

reliance on structural versus lexical cues by eval- 136

uating LLM performance on texts where content 137

words were replaced by their part-of-speech (POS) 138
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tags, a technique also known as masking in forensic139

applications.140

Despite these observations, a systematic inves-141

tigation into how LLMs handle supportive or mis-142

leading contextual hints embedded within English143

L2 texts, which often contain self-disclosures re-144

lated to an author’s background, has been lacking.145

This presents a significant shortcoming, as models146

are prone to exploit these salient but linguistically147

irrelevant cues rather than engaging with the sub-148

tle patterns indicative of L1 influence. Our work149

directly addresses this gap by constructing adver-150

sarial NLI experiments.151

2.2 Prompting, Self-consistency, and152

Faithfulness153

Direct prompting is a common strategy for guid-154

ing LLM behavior and mitigating biases (Li et al.,155

2024). For example, Huang et al. (2024) pro-156

posed various prompts for authorship verification,157

instructing models to disregard topic differences158

and to focus solely on explicitly mentioned linguis-159

tic features, which reportedly increased overall per-160

formance. However, the efficacy of such prompts161

is often evaluated under optimal conditions, rarely162

exposing models to overtly contradictory or mis-163

leading information within the same text. In typical164

writing of L2 learners, a natural alignment often ex-165

ists: an author’s L1-specific linguistic features tend166

to co-occur with content reflecting their cultural167

background, such as references to cities, customs,168

or perspectives rooted in their native culture (e.g., a169

German learner referencing “making my Abitur” or170

grounding arguments on German societal norms).171

This congruity means models are not routinely chal-172

lenged by conflicting signals during standard eval-173

uations. For instance, consider a scenario where174

the aforementioned text with German perspective175

and cultural references also exhibited underlying176

syntactic and lexical patterns strongly indicative177

of an L1 Spanish background. Adversarial experi-178

ments are crucial to test scenarios in which these179

signals deliberately diverge or conflict (Zhai et al.,180

2022). Such experiments probe whether LLMs can181

prioritize core linguistic evidence over potentially182

misleading content cues, a key capability for robust183

forensic applications (Alperin et al., 2025).184

The consistency of LLM outputs is intertwined185

with the broader discourse on faithfulness in rea-186

soning — specifically, whether a model’s generated187

explanation or stated decision process accurately188

reflects its true internal mechanisms (Agarwal et al.,189

2024). We concur with the critique by Parcalabescu 190

and Frank (2024) that many studies ostensibly mea- 191

suring faithfulness are, in fact, assessing a model’s 192

self-consistency: the degree to which a model’s 193

outputs align with its explicit instructions, its prior 194

statements, or its behavior across similar inputs un- 195

der varying conditions. In our NLI setting, where 196

prompts explicitly instruct models to disregard cer- 197

tain information (e.g., name and locations), devi- 198

ations from these instructions and erratic perfor- 199

mance in the presence of misleading cues primarily 200

demonstrate a lack of self-consistency. As Lindsey 201

et al. (2025) argue, such disparities are plausible 202

if models possess “shortcut circuits” that directly 203

influence outputs based on salient features (i.e., by- 204

passing deeper reasoning), or alternative circuits 205

that merely alter explanations without rectifying 206

the underlying biased decision. Given this difficulty 207

in assessing true faithfulness from output and in- 208

put perturbations alone, our study instead focuses 209

on quantifying the model’s self-consistency and 210

predictive robustness when confronted with such 211

challenges. 212

2.3 Task Decomposition and Agentic 213

Frameworks 214

Given the limitations of direct prompting and the 215

challenge of verifying internal reasoning, structural 216

approaches, such as task decomposition, offer a 217

promising alternative. Previous work has explored 218

decomposition to enhance the faithfulness of chain- 219

of-thought processes by limiting context at each 220

step and enabling verification (Reppert et al., 2023; 221

Radhakrishnan et al., 2023). Agentic frameworks, 222

where different components or “agents” are as- 223

signed specialized sub-tasks, have also emerged 224

in areas such as text simplification and summa- 225

rization, where one agent is instructed to handle 226

metaphors while another refines sentence structure 227

before a final synthesis (Fang et al., 2025, 2024). 228

Our proposed agentic NLI pipeline draws sig- 229

nificant inspiration from the methodical procedure 230

of forensic linguistics. Forensic linguists often de- 231

liberately withhold ultimate judgment during pre- 232

liminary analysis, carefully “marking” all poten- 233

tially relevant linguistic features without prema- 234

turely attributing them to a specific author or L1 235

background, thereby avoiding observer bias that 236

could contaminate the investigation (Olsson, 2009). 237

This contrasts with LLMs, which may exhibit to- 238

ken bias (Jiang et al., 2024) potentially neglecting 239

a comprehensive analysis of other linguistic evi- 240
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dence. Our pipeline operationalizes the forensic241

principle of isolated, objective feature analysis by242

ensuring that initial analytical components are task-243

agnostic (i.e., unaware of the final NLI goal) and244

shielded from misleading global contextual cues.245

This approach forces reliance on the extracted lin-246

guistic features, aiming to build a more robust and247

self-consistent NLI system.248

3 Datasets249

We conduct experiments on two benchmark250

datasets for NLI: TOEFL4 (Blanchard et al., 2013)251

and Write & Improve Corpus 2024 (Nicholls et al.,252

2024).253

TOEFL4 is a four-language test subset (n=440)254

of the larger TOEFL11 dataset. This subset in-255

cludes only essays written by native French, Ger-256

man, Italian, and Spanish speakers. Essays in this257

dataset have an average of 348 tokens per essay and258

were written in response to eight different writing259

topics, all of which appear across the different L1260

groups. While the test split of the TOEFL11 dataset261

contains 11 different L1, we selected TOEFL4262

for two key reasons: firstly, the reduced scale of263

the dataset offers greater computational tractabil-264

ity for our experiments involving LLMs and iter-265

ative agentic prompting; secondly, it facilitates a266

focused investigation into how models discern be-267

tween these specific European L1s. This includes268

examining the extent to which models rely on cul-269

tural references or stereotypical statements about270

European nationalities. This choice aligns our work271

with prior studies utilizing this subset (Uluslu and272

Schneider, 2025; Markov et al., 2022), ensuring273

comparability of findings.274

Write & Improve (W&I) provides 5,050 L2 En-275

glish essays with L1 metadata from learners on the276

W&I platform (2020-2022), encompassing 22 dis-277

tinct L1 backgrounds and various writing registers.278

To ensure that our experiments capture broader L2279

writing characteristics rather than those specific to280

a single dataset, and to allow direct comparability281

with findings related to the TOEFL4 corpus, we282

sampled from W&I to match the L1 distribution of283

TOEFL4. We selected 100 essays per L1, creating a284

balanced 400-essay dataset (n=400). Essays in this285

selection have an average of 144 tokens per docu-286

ment. This sampling approach guarantees adequate287

representation for each L1 background, which was288

crucial given the limited availability of W&I essays289

for two of the targeted L1 languages.290

4 Methodology 291

4.1 Adversarial Task Setup 292

Building upon methodologies that examine model 293

self-consistency and sensitivity to input perturba- 294

tions (Chen et al., 2025; Turpin et al., 2023), our 295

experimental setup for NLI involves augmenting 296

L2 English texts with controlled, potentially bias- 297

ing hints. LLMs are known to infer cultural identity 298

and potentially alter their responses based on cues 299

such as names (Pawar et al., 2025). Our injected 300

hints, appended to the end of each text to maximize 301

their salience (based on preliminary experiments 302

showing this placement had a more pronounced 303

impact compared to, e.g., the beginning), are de- 304

signed to leverage this tendency and consist of two 305

types, as detailed below. 306

• Learner Signatures: These are designed to 307

act as explicit biasing cues by containing 308

names and addresses strongly associated with 309

a specific L1 language. For instance, a signa- 310

ture intended to suggest a Spanish L1 might 311

include: 312

Best regards, 313

María García 314

Madrid Language School 315

Calle de Alcalá 45 316

28014 Madrid, Spain 317

318
• Cultural Stereotypes: These comprise short, 319

generic statements commonly (though often 320

inaccurately) associated with a particular na- 321

tionality or culture, intended to act as an ad- 322

ditional non-linguistic biasing signal. These 323

statements are crafted to be distinct from the 324

main text’s content. For example, to evoke a 325

Spanish L1 context, a stereotypical statement 326

such as, “A fun fact about me: A proper break 327

or even a short nap after lunch is an essential 328

daily ritual for me.” is used. 329

These learner signatures or cultural stereotypes 330

are then used to create specific experimental condi- 331

tions by varying their relationship to the true L1 of 332

the text’s author: 333

• Supporting Hint: The appended signature 334

and the stereotypical statement both corre- 335

spond to the author’s actual L1. For exam- 336

ple, a text written by an L1 Spanish speaker 337

would be appended with a signature contain- 338

ing a Spanish name and an address in Madrid, 339
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alongside a stereotypical statement commonly340

associated with Spanish culture (e.g., siesta).341

• Misleading Hint: The appended signature342

and the stereotypical statement both corre-343

spond to an L1 different from the author’s344

true L1 (e.g., a text by an L1 Spanish speaker345

appended with hints associated with Italian346

culture).347

Crucially, and diverging from the cited ap-348

proaches, which primarily use such features to ob-349

serve model faithfulness or sensitivity, our setup350

includes explicit instructions within the prompt di-351

recting the model to ignore both the appended sig-352

natures and cultural references during its linguis-353

tic analysis for NLI. This adheres to the actual354

forensic practice, where self-disclosed information355

from an author is treated as potentially unreliable356

and should not solely form the basis of an analy-357

sis. Our setup allows us to directly evaluate the358

model’s ability to follow negative constraints and359

self-consistency. The complete set of learner sig-360

natures and the full list of stereotypical statements361

used for Spanish, German, Italian, and French L1s362

are detailed in Appendix A. An example illustrat-363

ing the application of a misleading hint within a364

prompt is shown in Figure 1.365

4.2 Models366

We use the following three LLMs in our investi-367

gations: Llama-3.3-70B-Instruct (Grattafiori et al.,368

2024), Gemini-2.0-Flash (Georgiev et al., 2024)369

and Llama-3.1-8B-Instruct. These models are in-370

dicative of current state-of-the-art performance on371

a range of text-based tasks for decoder-only LLMs372

and were previously used for NLI, enabling direct373

comparison of results (Goswami et al., 2025; Ng374

and Markov, 2024; Uluslu et al., 2024). Specific375

model versions, parameters, settings, and API de-376

tails are documented in Appendix B.377

4.3 Experimental Settings378

4.3.1 Baselines379

We establish two baseline approaches to evaluate380

the influence of superficial cues and the efficacy of381

simple mitigation strategies before introducing our382

agentic model.383

Baseline 1: Prompt Constraints. Our first base-384

line directly tests the LLM’s ability to adhere to385

explicit negative constraints. In this setup, the LLM386

is provided with the original text modified with po- 387

tentially misleading hints (e.g., names and stereo- 388

typical statements). The prompt explicitly instructs 389

the model to disregard these superficial cues and 390

perform the task based solely on explicit linguistic 391

features (Huang et al., 2024). This baseline as- 392

sesses the effectiveness of prompt engineering as a 393

primary mitigation technique. 394

Baseline 2: Redaction. Our second baseline in- 395

vestigates the impact of proactively removing overt 396

superficial cues through named entity recognition 397

(NER). This approach first subjects the input text to 398

a redaction stage where we remove specific textual 399

elements that could directly reveal the author’s ori- 400

gins, primarily explicitly mentioned named entities 401

(such as people, places, organizations) and men- 402

tions of nationalities or locations. The details of 403

the NER pipeline can be found in Appendix B. The 404

resulting redacted text is then fed to the LLM for 405

the NLI task using the same prompt as Baseline 1, 406

which includes the explicit instruction to disregard 407

superficial contextual information and focus solely 408

on linguistic features. 409

4.3.2 Agentic Decomposition. 410

This approach operationalizes the principle of task 411

decomposition, mirroring the methodical process 412

of human forensic linguists who analyze distinct 413

categories of linguistic evidence before synthesis. 414

We simulate this using a multi-agent pipeline where 415

specialized roles focus on specific linguistic phe- 416

nomena in isolation. We define four distinct agent 417

roles, implemented via specialized prompts to an 418

LLM: 419

Syntax Expert. This agent focuses exclusively 420

on identifying and classifying grammatical and 421

structural deviations from Standard English. Its 422

analysis includes subject-verb agreement errors, 423

non-standard word order (e.g., modifier placement, 424

verb positioning), issues in clause construction, and 425

incorrect use of grammatical function words (arti- 426

cles, prepositions) related to syntactic rules. 427

Lexical Expert. The role of this agent is to scru- 428

tinize word-level phenomena. Its scope includes 429

orthographic errors (misspellings), morphological 430

errors (incorrect word forms), inappropriate word 431

choices (lexical selection), non-standard colloca- 432

tions (word pairings), potential false cognates (e.g., 433

sensible in place of sensitive due to Italian sensi- 434

bile), and malapropisms (“illicit” vs. “elicit”). 435
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Idiomatic Language and Translation Expert.436

This agent specializes in analyzing the use of multi-437

word expressions, idioms, metaphors, and figura-438

tive language. It identifies odd phrasing, potential439

literal translations of L1 idioms (calques), and other440

misuses of standard English idiomatic or figurative441

expressions, focusing on deviations in non-literal442

language.443

Forensic Investigator (Coordinator). This com-444

ponent serves as the “lead expert” and is the only445

agent explicitly aware of the final goal: identifying446

the native language (L1) of the author. Crucially,447

the Forensic Investigator does not have direct ac-448

cess to the original input text. Its role is to synthe-449

size evidence solely from the structured reports of450

linguistic phenomena provided by the other special-451

ized expert agents. Based on these abstracted find-452

ings and its internal knowledge of L1 interference453

patterns, the investigator considers the collective454

evidence to make the final NLI prediction. This455

constraint ensures that the NLI decision is based456

on the categorized linguistic features identified by457

the agents, rather than a re-analysis of the raw text458

by the coordinator.459

5 Results460

The main performance results on the W&I dataset461

are presented in Table 1. Detailed results for the462

TOEFL4 dataset, which exhibit broadly similar463

trends, are available in Appendix D (Table 3). All464

values represent accuracy scores.465

How do superficial cues affect baseline model466

performance? Initial NLI accuracy under our467

prompt-based baseline (“No Modifications” in Ta-468

ble 1) shows Llama-3-70B (L3-70B) at 90.0%,469

Llama-3-8B (L3-8B) at 59.0%, and Gemini-2.0-470

Flash (G-Flash) at 88.0%. The introduction of sup-471

portive hints (signatures or stereotypes) markedly472

improves these figures. Most dramatically, L3-8B’s473

accuracy climbs from 59.0% to 95.0% with a sup-474

portive signature, while G-Flash reaches perfect475

(100%) accuracy under the same condition. This476

indicates that models readily utilize such cues de-477

spite instructions to focus on linguistic features.478

What is the influence of misleading information?479

Conversely, misleading hints (signatures or stereo-480

types incongruent with the true L1) drastically de-481

grade performance for the prompt-based baseline.482

As shown in Table 1, L3-70B’s accuracy plummets483

from 90.0% to 15.0% with a misleading signature,484

and G-Flash drops from 88.0% to 25.0%, high- 485

lighting their vulnerability. Misleading stereotypes 486

also show significant impact, with L3-70B drop- 487

ping to 28.0% and G-Flash to 47.0%. 488

Can information redaction mitigate these 489

shortcuts? The redaction baseline (“Baseline 490

(Redacted)” columns in Table 1) effectively mit- 491

igates the negative impact of misleading sig- 492

natures. For L3-70B, accuracy recovers from 493

15.0% (prompt-based with misleading signature) 494

to 85.0% (redacted). Similarly, G-Flash improves 495

from 25.0% to 86.0%. However, this redac- 496

tion strategy is less effective against misleading 497

stereotypes. L3-70B’s performance improves from 498

28.0% to 34.0%, and G-Flash’s performance de- 499

creases from 47.0% to 41.0%, indicating that 500

stereotypes often bypass the redaction. When name 501

entities were present in the original text (and then 502

redacted), models like L3-70B (85.0%) and G- 503

Flash (86.0%) performed slightly worse than with 504

no modifications (90.0% and 88.0% respectively), 505

suggesting that the redaction process itself might 506

have had a minor negative influence, possibly by 507

removing subtle linguistic cues or by prompting 508

models to overcompensate for missing information. 509

How does the agentic approach perform un- 510

der these conditions? The Agentic Flow (right- 511

most columns in Table 1) exhibits a distinct profile: 512

while its accuracy on “No Modifications” text is 513

generally lower (e.g., L3-70B: 74.0%), it demon- 514

strates significantly greater consistency across all 515

hint conditions, maintaining accuracy between 516

69.0% and 76.0% for L3-70B. This stability is 517

particularly notable against misleading stereotypes, 518

where L3-70B (agentic) achieves 69.0% compared 519

to 28.0% (prompt-based) and 34.0% (redacted). 520

The smaller L3-8B also shows more stable, albeit 521

lower, agentic performance (47% to 53%) com- 522

pared to its highly volatile baseline scores. 523

Are all models equally robust? Table 1indicates 524

varying inherent robustness. For example, under 525

the prompt-based baseline with misleading stereo- 526

types, Gemini-Flash (47.0%) maintains higher ac- 527

curacy than Llama-3-70B (28.0%), suggesting dif- 528

ferent susceptibilities to specific adversarial noise 529

types. 530

Which agent components are most critical? 531

Our ablation study in Table 2 investigates the rela- 532

tive importance of components within the agentic 533

pipeline. Removing the Syntax Expert incurs the 534
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Baseline Baseline (Redacted) Agentic Flow

Evaluation Task L3
-7

0B

L3
-8

B

G
-F

la
sh

L3
-7

0B

L3
-8

B

G
-F

la
sh

L3
-7

0B

L3
-8

B

G
-F

la
sh

No Modifications 0.90 0.59 0.88 0.87 0.57 0.87 0.74 0.49 0.71
Supportive Hint (Signature) 0.98 0.95 1.00 0.85 0.57 0.86 0.76 0.53 0.72
Supportive Hint (Stereotype) 0.94 0.68 0.94 0.96 0.65 0.97 0.76 0.51 0.73
Misleading Hint (Signature) 0.15 0.21 0.25 0.85 0.57 0.86 0.70 0.47 0.70
Misleading Hint (Stereotype) 0.28 0.49 0.47 0.34 0.49 0.41 0.69 0.48 0.68

Table 1: NLI performance on W&I Dataset across different models, experimental setups, and hint conditions. Values
represent accuracy. Single run. L3-70B: Llama-3-70B; L3-8B: Llama-3-8B; G-Flash: Gemini-2.0-Flash.

Agent Configuration (L3-70B) W&I

Full Workflow 0.74

w/o Syntax Expert 0.52

w/o Lexical Expert 0.67

w/o Idiom Expert 0.71

Table 2: Ablation study of agent components on the
NLI task. We report accuracy (%) on the W&I dataset.
“w/o” indicates the removal of the specified component
from the agent workflow.

most significant performance degradation: accu-535

racy drops from 74.0% to 52.0% on W&I. This536

outcome is attributable to the nature and scope of537

linguistic information processed by this agent. The538

Syntax Expert is tasked with identifying and relay-539

ing findings on grammatical errors and sentence-540

level structural patterns, which often encapsulate541

broader characteristics of the entire text. In con-542

trast, the Lexical Analysis and Idiomatic Language543

Experts primarily address more localized, word and544

phrase-level phenomena. While these latter two545

agents capture distinct information that demonstra-546

bly contributes to the overall assessment (as their547

individual removal also decreases performance, see548

Table 2), the more comprehensive structural infor-549

mation concerning sentence construction and core550

grammar handled by the syntax expert appears to551

have a more substantial impact on the final NLI552

decision within our framework.553

6 Discussion 554

Our findings offer several insights into LLM be- 555

havior on NLI tasks and the potential of structured 556

approaches to enhance robustness. 557

Why does high benchmark performance not 558

equate to task performance? While LLMs 559

achieve near-perfect NLI accuracy on benchmarks, 560

leading to speculation about data leaks (Goswami 561

et al., 2025), our evaluation on a newer dataset 562

(released post-model training) suggests an alter- 563

native explanation: this performance stems from 564

reliance on superficial cues rather than linguistic 565

analysis. We observed that models are significantly 566

swayed by explicit cultural stereotypes and refer- 567

ences which are prevalent as supportive hints in 568

many benchmark texts based on learner corpora. 569

How effective are simple mitigation strategies 570

against superficial cues? Our results indicate 571

that simple mitigations are largely ineffective. Di- 572

rect prompt-based instructions to disregard superfi- 573

cial cues (Huang et al., 2024) failed to prevent mod- 574

els from being influenced by them. Similarly, the 575

redaction of named entities, while removing some 576

obvious hints, proved insufficient. Such redaction 577

techniques cannot address non-entity-based stereo- 578

types while they risk eliminating genuine linguis- 579

tic evidence (like L1-influenced errors in redacted 580

words themselves), and models may still attempt to 581

infer redacted content. While we also considered 582

using LLMs themselves for a more comprehensive 583

redaction pass, preliminary investigations revealed 584

challenges: LLM-based redaction tended to be in- 585

consistent across runs and often overly aggressive, 586

removing not just superficial cues but also core lin- 587

guistic structures crucial for NLI (e.g., in a learner 588

essay about visiting France, even pronouns or verb 589
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phrases related to the topic were redacted). This590

made it difficult to effectively control the redac-591

tion scope for our experiments. Consequently, we592

found this type of extensive, LLM-driven redaction593

to have limited practical applicability for real-world594

forensic texts, where preserving as much linguistic595

signal as possible is paramount. In such contexts,596

extensive redaction beyond clearly defined named597

entities is often unfeasible. However, we acknowl-598

edge that the design and rigorous evaluation of599

a more nuanced LLM-based redactor could be a600

component for future work.601

What are the implications and future directions602

for NLI? The agentic approach, by emulating603

task decomposition, presents a promising, though604

more computationally intensive, direction for devel-605

oping NLI systems that are more faithful and resis-606

tant to superficial biases. The key advantage lies in607

promoting a systematic, evidence-driven analysis608

over reliance on easily exploitable signals. Future609

work should focus on optimizing this framework610

by refining agent interactions, developing more611

sophisticated evidence synthesis mechanisms for612

the coordinator, and exploring methods to dynami-613

cally weight agent contributions. Improving perfor-614

mance without sacrificing this crucial robustness615

remains a central goal for reliable AI in sensitive616

domains like forensic linguistics.617

7 Conclusion618

In this work, we investigated the tendency of LLMs619

to rely on superficial cues and take shortcuts in the620

NLI task, rather than engaging with the underly-621

ing linguistic patterns indicative of L1. We intro-622

duced adversarial hints, encompassing both explicit623

L1 learner signatures and stereotypical statements,624

into benchmark texts to probe this behavior. Our625

findings demonstrate that LLMs are significantly626

influenced by such salient, yet potentially mislead-627

ing, information, even when explicitly instructed to628

disregard it. Simple mitigation strategies, including629

direct prompt-based instructions or named entity630

redaction, proved insufficient to consistently pre-631

vent models from prioritizing these superficial sig-632

nals. As a more robust alternative, we proposed and633

evaluated a decomposed agentic pipeline. This ap-634

proach assigns specialist agents to analyze distinct635

sets of linguistic features, and a central coordinator636

agent to sythesize these detailed findings for the637

final NLI prediction. This structured methodology638

yielded more consistent and robust performance639

across benchmarks. By forcing decisions to be 640

grounded in specific, itemized linguistic evidence 641

rather than holistic, potentially biased impressions, 642

the agentic approach offers a more structured and 643

robust process. 644

Our results underscore the significant challenges 645

in ensuring LLMs adhere to nuanced instructions 646

and mitigate biases stemming from either explicit 647

or implicit cues. The proposed agentic framework, 648

by emulating a decomposed expert analysis, rep- 649

resents a promising direction for developing more 650

consistent and bias-resistant LLM applications in 651

sensitive domains such as forensic linguistics. Fu- 652

ture work could focus on refining inter-agent com- 653

munication protocols, enhancing the granularity of 654

linguistic feature analysis within specialist agents, 655

and exploring methods for dynamically weighting 656

evidence from different linguistic experts. 657

8 Limitations 658

While our proposed agentic pipeline demonstrates 659

significant improvements in robustness for NLI, 660

this study has several limitations that offer avenues 661

for future research: 662

Scope of adversarial experiments. Our investi- 663

gation into misleading cues primarily focused on 664

the impact of relatively salient, content-based fea- 665

tures, such as appended learner signatures (names, 666

locations) and explicit stereotypical statements. 667

The broader field of authorship obfuscation also 668

considers more sophisticated adversarial attacks 669

where LLMs or malicious actors might actively at- 670

tempt to impersonate specific linguistic features 671

to convincingly mimic a target L1 background 672

(Alperin et al., 2025). Developing defenses against 673

such advanced linguistic impersonation remains a 674

critical area for future work. 675

Dataset representativeness and low-resource 676

scenarios. Our experiments were conducted us- 677

ing publicly available L2 English learner corpora. 678

While standard for NLI research due to reliable 679

meta-information, these datasets may not fully rep- 680

resent the diversity and constraints of real-world 681

scenarios, which can include texts varying greatly 682

in domain, style, and length, often constituting low- 683

resource settings with only a few sentences per 684

author. Future work should evaluate and adapt our 685

approach to these more challenging conditions. 686

Cross-linguistic generalizability. This study ex- 687

clusively focused on L2 English. The specific lin- 688

8



guistic interference patterns and the efficacy of the689

agentic decomposition might differ for other L1-690

L2 pairings. Future research should explore the691

adaptability and performance of this agentic NLI692

approach across a wider range of source and target693

languages.694

Ethical Considerations695

Our research exclusively utilized publicly avail-696

able L2 English learner corpora: the pseudony-697

mous W&I corpus (Nicholls et al., 2024) and the698

TOEFL11 corpus (Blanchard et al., 2013), which699

contains no personally identifiable information. We700

acknowledge the broad societal implications of au-701

thorship analysis, including potential risks to secu-702

rity and privacy of individuals (Saxena et al., 2025).703

Therefore, our agentic pipeline is presented strictly704

for research purposes within controlled settings,705

primarily to study the impact of bias in existing AI706

systems and explore methods for enhancing robust-707

ness. This work is not intended for deployment708

in critical real-world applications. As detailed in709

our Limitations (Section 8), we also recognize that710

our efforts to mitigate bias are not exhaustive and711

further research is needed.712

References713

Chirag Agarwal, Sree Harsha Tanneru, and Himabindu714
Lakkaraju. 2024. Faithfulness vs. Plausibility: On715
the (un) Reliability of Explanations from Large Lan-716
guage Models. arXiv preprint arXiv:2402.04614.717

Kenneth Alperin, Rohan Leekha, Adaku Uchendu,718
Trang Nguyen, Srilakshmi Medarametla, Car-719
los Levya Capote, Seth Aycock, and Charlie Dagli.720
2025. Masks and Mimicry: Strategic Obfuscation721
and Impersonation Attacks on Authorship Verifica-722
tion. arXiv preprint arXiv:2503.19099.723

Daniel Blanchard, Joel Tetreault, Derrick Hig-724
gins, Aoife Cahill, and Martin Chodorow. 2013.725
TOEFL11: A Corpus of Non-native English. ETS726
Research Report Series, 2013(2):i–15.727

Yanda Chen, Joe Benton, Ansh Radhakrishnan,728
Jonathan Uesato Carson Denison, John Schulman,729
Arushi Somani, Peter Hase, Misha Wagner Fabien730
Roger Vlad Mikulik, Sam Bowman, Jan Leike Jared731
Kaplan, and 1 others. 2025. Reasoning Models Don’t732
Always Say What They Think. Anthropic Research.733

Dengzhao Fang, Jipeng Qiang, Xiaoye Ouyang, Yi Zhu,734
Yunhao Yuan, and Yun Li. 2025. Collaborative Doc-735
ument Simplification Using Multi-agent Systems. In736
Proceedings of the 31st International Conference on737
Computational Linguistics, pages 897–912.738

Jiangnan Fang, Cheng-Tse Liu, Jieun Kim, Yash 739
Bhedaru, Ethan Liu, Nikhil Singh, Nedim Lipka, 740
Puneet Mathur, Nesreen K Ahmed, Franck Dernon- 741
court, and 1 others. 2024. Multi-LLM Text Summa- 742
rization. arXiv preprint arXiv:2412.15487. 743

Petko Georgiev, Ving Ian Lei, Ryan Burnell, Libin 744
Bai, Anmol Gulati, Garrett Tanzer, Damien Vin- 745
cent, Zhufeng Pan, Shibo Wang, and 1 others. 2024. 746
Gemini 1.5: Unlocking Multimodal Understanding 747
Across Millions of Tokens of Context. arXiv preprint 748
arXiv:2403.05530. 749

Dhiman Goswami, Sharanya Thilagan, Kai North, 750
Shervin Malmasi, and Marcos Zampieri. 2024. Na- 751
tive Language Identification in Texts: A Survey. In 752
Proceedings of the 2024 Conference of the North 753
American Chapter of the Association for Computa- 754
tional Linguistics: Human Language Technologies 755
(Volume 1: Long Papers), pages 3149–3160. 756

Dhiman Goswami, Marcos Zampieri, Kai North, 757
Shervin Malmasi, and Antonios Anastasopoulos. 758
2025. Multilingual Native Language Identification 759
with Large Language Models. In Proceedings of 760
the 2025 Conference of the Nations of the Americas 761
Chapter of the Association for Computational Lin- 762
guistics: Human Language Technologies (Volume 4: 763
Student Research Workshop), pages 193–199. 764

Tim Grant. 2022. The Idea of Progress in Forensic 765
Authorship Analysis. Cambridge University Press. 766

Aaron Grattafiori, Abhimanyu Dubey, Abhinav Jauhri, 767
Abhinav Pandey, Abhishek Kadian, Ahmad Al- 768
Dahle, Aiesha Letman, Akhil Mathur, Alan Schelten, 769
Alex Vaughan, and 1 others. 2024. The Llama 3 Herd 770
of Models. arXiv preprint arXiv:2407.21783. 771

Taicheng Guo, Xiuying Chen, Yaqi Wang, Ruidi Chang, 772
Shichao Pei, Nitesh V Chawla, Olaf Wiest, and Xian- 773
gliang Zhang. 2024. Large Language Model Based 774
Multi-agents: A Survey of Progress and Challenges. 775
arXiv preprint arXiv:2402.01680. 776

Matthew Honnibal, Ines Montani, Sofie Van Lan- 777
deghem, and Adriane Boyd. 2020. spaCy: Industrial- 778
strength Natural Language Processing in Python. 779

Baixiang Huang, Canyu Chen, and Kai Shu. 2024. Can 780
Large Language Models Identify Authorship? In 781
Findings of the Association for Computational Lin- 782
guistics: EMNLP 2024, pages 445–460. 783

Baixiang Huang, Canyu Chen, and Kai Shu. 2025. Au- 784
thorship Attribution in the Era of LLMs: Problems, 785
Methodologies, and Challenges. ACM SIGKDD Ex- 786
plorations Newsletter, 26(2):21–43. 787

Bowen Jiang, Yangxinyu Xie, Zhuoqun Hao, Xiaomeng 788
Wang, Tanwi Mallick, Weijie J Su, Camillo J Taylor, 789
and Dan Roth. 2024. A Peek into Token Bias: Large 790
Language Models Are Not Yet Genuine Reasoners. 791
arXiv preprint arXiv:2406.11050. 792

9

https://spacy.io
https://spacy.io
https://spacy.io


Khaled Karim and Hossein Nassaji. 2020. The Revision793
and Transfer Effects of Direct and Indirect Compre-794
hensive Corrective Feedback on ESL Students’ Writ-795
ing. Language Teaching Research, 24(4):519–539.796

Jingling Li, Zeyu Tang, Xiaoyu Liu, Peter Spirtes, Kun797
Zhang, Liu Leqi, and Yang Liu. 2024. Steering798
LLMs Towards Unbiased Responses: A Causality-799
guided Debiasing Framework. In ICLR 2024 Work-800
shop on Reliable and Responsible Foundation Mod-801
els.802

Jack Lindsey, Wes Gurnee, Emmanuel Ameisen, Brian803
Chen, Adam Pearce, Nicholas L. Turner, Craig804
Citro, David Abrahams, Shan Carter, Basil Hosmer,805
Jonathan Marcus, Michael Sklar, Adly Templeton,806
Trenton Bricken, Callum McDougall, Hoagy Cun-807
ningham, Thomas Henighan, Adam Jermyn, Andy808
Jones, and 8 others. 2025. On the Biology of a Large809
Language Model. Transformer Circuits Thread.810

Ilia Markov, Vivi Nastase, and Carlo Strapparava. 2022.811
Exploiting Native Language Interference for Native812
Language Identification. Natural Language Engi-813
neering, 28(2):167–197.814

Yee Man Ng and Ilia Markov. 2024. Leveraging Open-815
Source Large Language Models for Native Language816
Identification. arXiv preprint arXiv:2409.09659.817

Diane Nicholls, Andrew Caines, and Paula Buttery.818
2024. The Write & Improve Corpus 2024: Error-819
annotated and CEFR-labelled Essays by Learners of820
English.821

John Olsson. 2009. Wordcrime: Solving Crime Through822
Forensic Linguistics. A&C Black.823

Letitia Parcalabescu and Anette Frank. 2024. On Mea-824
suring Faithfulness or Self-consistency of Natural825
Language Explanations. In Proceedings of the 62nd826
Annual Meeting of the Association for Computational827
Linguistics (Volume 1: Long Papers), pages 6048–828
6089.829

Siddhesh Pawar, Arnav Arora, Lucie-Aimée Kaffee,830
and Isabelle Augenstein. 2025. Presumed Cultural831
Identity: How Names Shape LLM Responses. arXiv832
preprint arXiv:2502.11995.833

Ria C Perkins. 2021. The Application of Forensic Lin-834
guistics in Cybercrime Investigations. Policing: A835
Journal of Policy and Practice, 15(1):68–78.836

Ansh Radhakrishnan, Karina Nguyen, Anna Chen,837
Carol Chen, Carson Denison, Danny Hernandez, Esin838
Durmus, Evan Hubinger, Jackson Kernion, Kamilė839
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A Task Hints880

The following learner signatures and stereotypi-881

cal statements were used as controlled hints in the882

experiments described in Section 4.1.883

A.1 Spanish884

Stereotypical Statement: A fun fact about me: A885

short nap or a break after lunch is my daily ritual.886

We even have a word for it here.887

Learner Signature:888

Best regards,889

María García890

Madrid Language School891

Calle de Alcalá 45892

28014 Madrid, Spain893

A.2 German894

Stereotypical Statement: A fun fact about me: I895

really enjoy recycling bottles and driving in our896

highways without any speed limit.897

Learner Signature:898

Best regards,899

Johannes Müller900

Berlin English Institute901

Kurfürstendamm 123902

10711 Berlin, Germany903

A.3 Italian904

Stereotypical Statement: A fun fact about me: A905

quick espresso taken standing at the bar is my daily906

ritual; we rarely sit down for a long coffee unless907

it’s with friends.908

Learner Signature:909

Best regards,910

Giulia Rossi911

Milan English Academy912

Via Monte Napoleone 18913

20121 Milan, Italy914

A.4 French915

Stereotypical Statement: Nothing a piece of916

baguette and street protest cannot solve.917

Learner Signature:918

Best regards,919

Lucas Dubois920

Paris Language Center921

10 Rue de Rivoli922

75001 Paris, France923

B Experimental Details and Model 924

Parameters 925

The following models, settings, and API services 926

were utilized for all experiments presented in this 927

work. 928

API Services and Client 929

Models were accessed via their respective API ser- 930

vices and Python clients. 931

• The Llama 3 models accessed via the Groq 932

API.2 Groq is a service provider that does not 933

retain or train on user data sent through its 934

API.3 935

• The Gemini models were accessed via the 936

Google Gemini API under a paid account. Ac- 937

cording to Google’s terms of service for this 938

API, customer data (like prompts and gener- 939

ated output) is not used to train their genera- 940

tive models.4 941

These measures were implemented to ensure that 942

data from the research corpora was not leaked to 943

the service providers, aligning with the dataset’s 944

licensing conditions and responsible NLP guide- 945

lines. 946

Additional Tools and Libraries 947

• SpaCy for NER: The SpaCy library (Honni- 948

bal et al., 2020) was employed for identifying 949

named entities (e.g., persons, locations, orga- 950

nizations) within the texts. Specifically, we 951

used the en_core_web_trf model. 952

Data Artifacts 953

The datasets for the task were sourced from two 954

established learner corpora: 955

• The TOEFL11 Corpus (Blanchard et al., 956

2013), obtained under license from the Lin- 957

guistic Data Consortium (LDC). 958

• The Write & Improve Corpus 2024 (Nicholls 959

et al., 2024), obtained under a research-use- 960

only license from Cambridge University Press 961

& Assessment. 962

Our use of both datasets strictly adhered to their 963

respective licensing terms, which permit non- 964

commercial research and educational purposes. 965

2https://console.groq.com/docs/api
3https://groq.com/privacy-policy/
4https://ai.google.dev/gemini-api/terms - See

section on "Use of Customer Data."
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Models and Generation Parameters966

The specific models and common generation pa-967

rameters applied across all experiments were as968

follows:969

Models: • llama3.1-8b-instant (via Groq)970

• llama3.3-70b-versatile (via Groq)971

• gemini-2.0-flash (via Google Gemini972

API)973

Common Generation Parameters: •974

Temperature: 0.6975

• Max Tokens: 2048976

• Top P (top_p): 1.0977

No other model-specific parameters were altered978

from their default API settings unless explicitly979

stated in the main text for a particular experiment.980

Compute Budget981

We estimate the total compute budget based on the982

API usage on Google Gemini and Groq API to be983

approximately 35 Euro.984
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C LLM System Prompts 985

Forensic Linguist 986

You are a forensic linguistics expert that reads texts written by
non-native authors to identify their native language.
Use clues such as spelling errors, word choice, syntactic patterns,
and grammatical errors to decide.
Disregard any contextual information, such as names, addresses,
institutions, locations, or cultural references in the text.

Analyze the input and identify the native language of the author as
one of the following: French, Spanish, Italian, German.
Do NOT output any other class.

987

Syntax Expert 988

You are a language expert. Your task is to analyze the following L2
English text exclusively for syntactic errors. The other experts
already cover lexical and idiomatic errors on the word level.
Focus on grammatical rules like word order, subject-verb agreement,
clause structure, tense usage, and modifier placement.
For each syntactic error identified, include:
1. The `error_type` (e.g., "Incorrect word order",

"Subject-verb disagreement").
2. A brief `explanation` of the grammatical problem.
3. The specific `phrase` (e.g., 3-5 words) where the error occurs.

Return the output as a JSON array. If no syntactic errors
are found, return an empty array.

989

Lexical Expert 990

You are a language expert. Your task is to analyze the following L2
English text exclusively for lexical errors.

Focus on identifying and explaining lexical errors where a word is:
- Spelled incorrectly (e.g., based on cognates in the L1 language)
- Incorrectly chosen (e.g., wrong meaning for the context,

unsuitable collocation partner where the issue is the word
itself, not the phrase meaning)

- A malapropism (e.g., "illicit" instead of "elicit")
- A false cognate (e.g., "sensible" in Italian means sensitive,

leading to misuse in English)

For each error, include the `phrase` containing the lexical error,
the `error_type` (e.g., "Misspelling", "Incorrect Word Choice"),
and a brief `explanation`.
Return the output as a JSON array. If no lexical errors are
found, return an empty array.

991

Idiom Expert 992

You are a language expert. Your task is to analyze the following L2
English text exclusively for idiomatic errors.
Focus on identifying incorrect, awkward, or misused multi-word idioms
and figurative expressions. These are typically phrases where the
overall meaning is not deducible from the literal meanings of the
individual words. Pay attention to:

- Potential mistranslations or literal translations of idioms
from another language.

- Violations of common idiomatic expressions in standard English
(e.g., "heavy rain" vs. "strong rain").

For each error, include the `phrase` containing the original
expression, the `error_type` (e.g., "Misused Idiom",
"Literal Translation"), and a brief `explanation` of why it's an
idiomatic error.
Return the output as a JSON array. If no idiomatic errors are
found, return an empty array.

993
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D The Results on the TOEFL4 Benchmark994

Baseline Baseline (Redacted) Agentic Flow

Evaluation Task L3
-7

0B

L3
-8

B

G
-F

la
sh

L3
-7

0B

L3
-8

B

G
-F

la
sh

L3
-7

0B

L3
-8

B

G
-F

la
sh

No Modifications 0.96 0.65 0.98 0.94 0.58 0.97 0.73 0.60 0.65
Supportive Hint (Signature) 0.99 0.96 1.00 0.94 0.57 0.96 0.75 0.61 0.66
Supportive Hint (Stereotype) 0.98 0.78 0.98 0.95 0.76 0.97 0.73 0.60 0.66
Misleading Hint (Signature) 0.30 0.29 0.42 0.85 0.56 0.96 0.71 0.57 0.64
Misleading Hint (Stereotype) 0.10 0.51 0.53 0.34 0.52 0.55 0.68 0.58 0.62

Table 3: NLI performance on TOEFL4 dataset across different models, experimental setups, and hint conditions.
Values represent accuracy (%). Single run. L3-70B: Llama-3-70B; L3-8B: Llama-3-8B; G-Flash: Gemini-2.0-Flash.
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