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ABSTRACT

In-context learning (ICL) enables Large Language Models (LLMs) to adapt to new
tasks without parameter updates, relying solely on exemplar selection. However,
in real-world scenarios, data partitions may contain corrupted labels, degrading
ICL performance. We address this challenge by formulating partition selection as
a multi-armed bandit (MAB) problem, where each evaluation sample serves as a
pull, allowing the model to identify the most reliable partitions iteratively. Using
an Upper Confidence Bound (UCB) strategy, we progressively refine exemplar
selection to mitigate the impact of noisy data. Empirical results demonstrate that
UCB-based partition selection recovers performance comparable to settings with-
out label noise, highlighting its effectiveness in improving ICL robustness. The
code is available at: github.com/vs666/RobustICL_MAB.

1 INTRODUCTION

In-context Learning (ICL) (Brown et al., 2020; Min et al., 2022) enables Large Language Models
(LLMs) (Achiam et al., 2023) to perform well on downstream tasks (e.g., sentiment or text classifi-
cation) by adapting to new inputs without parameter updates. ICL only requires black-box access,
making it an increasingly favored approach for efficiently incorporating private data without fine-
tuning (Van Veen et al., 2023). For example, a hospital chain can use patient notes as in-context
exemplars to query a proprietary LLM (e.g., OpenAI (OpenAI, 2024)) for diagnoses or treatment
recommendations, leveraging its capabilities without exposing sensitive data or retraining the model.

The effectiveness of ICL in such a setup depends heavily on the quality and relevance of patient notes
provided by the hospitals, as better exemplars lead to more accurate and reliable model outputs (Ye
et al., 2023; Wang et al., 2024a). This scenario can be viewed as a case where the data universe is
partitioned across hospitals, and the performance of in-context learning may be sensitive to the qual-
ity and representativeness of exemplars drawn from each partition (Cheng et al., 2024). Abstracting
out this scenario, we have a data universe D being partitioned into subsets D1,D2, . . . ,DN , where
each Di represents the data held by hospital i. The exemplar set E , used for in-context learning, is
drawn from these partitions.

However, not all partitions may contain high-quality data; some may introduce noise, errors, or ad-
versarial manipulations that degrade ICL performance. For instance, certain hospitals might have
inconsistent/outdated record-keeping practices, leading to mislabeled or incomplete patient notes. In
more severe cases, an adversarial partition Dj could intentionally inject misleading exemplars, influ-
encing the LLM’s outputs in undesirable ways. Recent ICL literature discusses ICL’s performance
relative to the quality of in-context examples, with noisy or mislabeled data affecting reliability and
accuracy (Cheng et al., 2024; Gao et al., 2024). This paper addresses the problem of selecting data
partitions for drawing the exemplar set E in ICL, where some partitions may contain corrupted la-
bels, by modeling partition selection as a multi-armed bandit (MAB) problem (Thompson, 1933;
Bubeck et al., 2012) (refer to Figure 1).
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Figure 1: Uniform (random) and UCB (MAB) algorithms for the selection of data source from
D1,D2,D3,D4. User feedback (correct/wrong prediction) is used to update UCB values.

Our Approach & Contributions. We focus on open-source instruction fine-tuned autore-
gressive LLMs, including the LLaMA3 family (Dubey et al., 2024): (i) LLaMA-3.2-3B, (ii)
LLaMA-3.1-8B, and (iii) LLaMA-3.1-70B as well as (iv) phi-3.5-mini (Abdin et al.,
2024). First, on ICL benchmarks like (i) AGNews (Zhang et al., 2015), (ii) MMLU (Hendrycks et al.,
2020) and (iii) MMLU-Pro (Wang et al., 2024b) and (iv) a synthetic dataset, the introduction of data
partitions with corrupted labels significantly reduces the ICL performance across LLMs. Second,
to address this, we reformulate the problem of data partition selection in ICL as a MAB problem,
where each evaluation sample serves as a pull, allowing the model to refine its choice of the most re-
liable partition iteratively. Specifically, we employ an Upper Confidence Bound (UCB) (Auer et al.,
2002) strategy to progressively identify the partition that yields the most reliable ICL performance
as evaluation progresses. Third, we show that UCB-based partition selection enables ICL to recover
performance comparable to the baseline setting without corrupted labels.

2 RELATED WORK

In-Context Learning (ICL) using Noisy labels. Recent research explores the performance and
robustness of ICL when faced with noisy examples. Gao et al. (2024) investigate performance drop
due to noisy annotation on ICL in generation tasks and propose a Local Perplexity Ranking (LPR)
method to replace noisy labels. Cheng et al. (2024) introduce ICL robustness against noisy labels
by introducing noisy data during training and Pan et al. (2024) studies robustness against noise
in machine translation. Wang et al. (2023) compare the performance of LLMs with supervised
learning (SL) showing robustness improves with model size. We formulate partition selection as a
multi-armed bandit problem, allowing dynamic adaptation to noise during evaluation.

Large Language Models (LLMs) and Multi-Arm Bandits (MABs). Most work in the intersection
of LLMs and MABs has enhanced MABs performance using LLMs (Baheri & Alm; Sun et al., 2025;
de Curtò et al., 2023). Felicioni et al. (2024) study the role of epistemic uncertainty estimation in
decision-making tasks that use natural language as input. Contrary to existing work, which utilizes
LLMs to improve MABs; this paper utilizes MABs to improve ICL performance.

3 ICL VIA MULTI-ARMED BANDIT-BASED PARTITION SELECTION

3.1 IN-CONTEXT LEARNING (ICL)

Given an LM fθ(·) with parameters θ, the few-shot prompting set can be defined as: C :=
{I, (x1, y1), . . . , (xk, yk)} where I is the system prompt (explaining the evaluation task), and
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(x1, y1), . . . , (xk, yk) are the demonstration exemplars. Here, k ∈ Z≥0 is the number of exem-
plars provided. With k = 0, this is zero-shot prompting, with k ≥ 1, it is few-shot.

Consider a task with a training and validation set, Dtrain and Dtest. The exemplars for training are
distributed across N i.i.d. partitions, i.e., Dtrain =

⋃
i∈[N ] Di. We consider three ICL evaluation

tasks: AGNews, MMLU, MMLU-Pro, and a synthetic task. For our experiments, we use k ∈ {0, 10}.

The test instance, x′, is sampled from the validation set Dtest. The LLM uses the setup and exem-
plars to predict the test label y′, i.e., the LLM outputs y′ = fθ(x

′; (x1, y1), . . . , (xk, yk), I).

3.2 DISTRIBUTION OF DATA SOURCES

We consider a noisy ICL setting, where the i.i.d data distributed across the partitions may be cor-
rupted. We assume that the noise is with respect to the label. For each partition i ∈ [N ], Di, the
given label is correct with probability qi and noisy with probability 1−qi. Formally, for a classifica-
tion task with c classes, we define a noisy set D′

i, D′
i = {(xi, y

′
i)}i∈|Di|, where for each feature-label

pair (xi, yi) ∼ Di,

y′i =

{
yi w.p. qi
ŷi ∼ Uniform[{1, . . . , c} \ {yi}] w.p. (1− qi)

That is, we consider a noisy ICL setting with {D1, . . . ,DN} data partitions, where given the noisy
probabilities {qi}i∈[N ], the exemplars are sampled from Dtrain =

⋃
i∈N D′

i.

3.3 ICL VIA MULTI-ARMED BANDIT-BASED PARTITION SELECTION

At time t we sample x′
t ∼ Dtest, we select a partition i ∈ [N ] and sample k exemplars from D′

i. To
improve performance we must select a partition with least expected noise. Each of the partitions is
considered to be an arm. At time t an arm pulled using our algorithm is denoted by It i.e., It ∈ [N ].
Pulling an arm, It = i corresponds to a reward of 1 if LLM outputs the correct label with the
exemplar sampled from i otherwise 0,

rIt =

{
1 fθ(x

′
t; (x1, y1), . . . , (xk, yk), I) = y′

0 otherwise
(1)

Each arm is associated with a expected reward taken over the k exemplars selected
µi = E{(x1,y1),...,(xk,yk)}∼D′

i
[ri]

The best arm i⋆ corresponds to the partition with highest expected reward denoted by µ⋆. The
expected cumulative regret is given by,

RT =

T∑
t=1

[µ⋆ − E[rIt ]]

The goal is to minimize the above regret. We use the Upper Confidence Bound (UCB) (Auer et al.,
2002) algorithm with sub-linear regret guarantees (Algorithm 1). Figure 1 depicts our setting.

In the UCB, the score at every round t ∈ [T ] for each arm or partition i ∈ [N ] is calculated as:

UCBi,t = r̂i,t + c ·

√
ln(t)

ni,t
(2)

where r̂i,t is the expected reward from arm i till round t and ni,t is the number of times arm i is
pulled till round t. Formally, r̂i,t = 1

ni,t

∑t
t′=1 rIt ·Ii,t, where Ii,t = 1 when arm i is pulled at round

t. Here c is the exploration constant set to 0.5 in our experiments.

4 EXPERIMENTAL SETUP

4.1 NOISY IN-CONTEXT LEARNING (ICL)

We consider N = 4 data partitions and evaluate performance across the following strategies. Except
for one, all strategies use k = 10-shot prompting. Appendix A presents other details.
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Algorithm 1 Upper Confidence Bound (UCB) Algorithm for ICL
1: Input: Data paritions {D1,D2, . . . ,Dn}, validation set Dtest, number of few-shots k, model fθ
2: Initialize:
3: t← 0
4: for each arm i ∈ 1 . . . n do
5: ni,t ← 1 ▷ Number of times arm i was played
6: r̂i,t ← 0 ▷ Initial reward sample
7: end for
8: for Query x′

t ∈ Dtest do
9: t← t+ 1

10: Compute UCB for each arm:
11: for each arm i = 1 . . . n do
12: UCBi,t ← r̂i,t + c ·

√
ln t
ni,t

13: end for
14: Select arm a = argmaxi∈[n] UCBi,t

15: Sample k examples {(xr, yr)}kr=1 from Da

16: Observe reward rt according to Equation 1 using fθ and x′
t

17: na,t ← na,t + 1
18: r̂a,t ← 1

na,t
((na,t − 1) · r̂a,t−1 + rt)

19: end for

1. Zero: Zero-shot prompting. A baseline.

2. Worst-Case: 10-shot prompting with qi = 0 for each partition Di. That is, all exemplars are
noisy. We uniformly select a partition from N partitions.

3. Uniform: 10-shot prompting with qi = 0.25 for each partition Di. We uniformly select a parti-
tion from N partitions.

4. No-Noise: 10-shot prompting with qi = 1 for each partition Di. That is the non-noisy (baseline)
ICL setting. (no noise). We uniformly select a partition from N partitions.

5. UCB-d1: 10-shot prompting with {q1, q2, q3, q4} = {1, 0, 0, 0} (i.e., on expectation 75% of
exemplars are noisy). Partition sampling is performed using UCB (Algorithm 1).

6. UCB-d2: 10-shot prompting with {q1, q2, q3, q4} = {0.6, 0.3, 0.1, 0} (i.e., on expectation 75%
of exemplars are noisy). Partition sampling is performed using UCB (Algorithm 1).

While UCB-d1 and UCB-d2 have 75% of noisy data overall, the best data partition is of higher
quality in UCB-d1. When the UCB algorithm converges to the optimal partition, it exploits the
better quality partition in the case of UCB-d1 (as we see later in Table 1).

4.2 EVALUATION TASKS AND MODELS

We evaluate our methods on the following tasks.

1. AGNews (Zhang et al., 2015). A text classification benchmark consisting of news articles cate-
gorized into four topics: World, Sports, Business, and Science/Technology. AGNews evaluates
language models on topic classification.

2. MMLU (Hendrycks et al., 2020) & MMLU-Pro (Wang et al., 2024b). The Massive Multitask
Language Understanding (MMLU) benchmark assesses models on diverse subjects spanning hu-
manities, sciences, and mathematics. MMLU-Pro (Wang et al., 2024b) is an extended version
with additional challenges and improved question quality. MMLU is an instruction-following task.

3. Synthetic. We generate d-dimensional synthetic classification data with c classes. This is
done by randomly generating several points and c random targets. Each point is mapped with the
label of the closest target. For experiments, we use (d, c) = (2, 5) to generate data.

Models. We run experiments on different models including LLaMA-3.2-3B, LLaMA-3.1-8B,
LLaMA-3.1-70B (Dubey et al., 2024) and phi-3.5-mini (Abdin et al., 2024). We choose
open-source LLMs, focusing on model size and architecture.
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5 RESULTS AND DISCUSSION

Table 1 presents the mean and standard deviation for accuracy of LLaMA-3.2-3B over different
evaluation tasks, across three independent runs. Table 2 compares performance across model sizes
on AGNews.

Dataset Zero-Shot Worst-Case No-Noise Uniform UCB-d1 UCB-d2
AG-News 58.38±1.9 61.68±3.8 74.25±1.39 64.67±3.86 73.45±1.64 69.93±1.82

MMLU 34.13±2.22 45.84±0.11 49.23±1.26 46.31±0.53 48.77±1.17 48.70±0.34

MMLU-Pro 19.36±0.72 27.41±1.02 29.21±1.02 29.67±0.5 30.27±0.41 26.95±0.91

Synthetic 20.95±1.69 25.75±0.28 39.02±2.11 29.84±2.40 39.22±1.83 31.742.26

Table 1: Accuracy for LLaMA-3.2-3B on various ICL Tasks.

Accuracy Decreases with Noisy In-Context Exemplars. From Table 1, we first establish that the
introduction of noise in ICL exemplars hurts accuracy. While the baseline “No-Noise” achieves the
highest accuracy, the worst-case with 100% noisy samples consistently performs poorly.

Models Zero-Shot Worst-Case No-Noise Uniform UCB-d1 UCB-d2
phi-3.5-mini 47.70 48.70 69.86 53.69 69.36 61.88

LLaMA-3.2-3B 58.38 61.68 74.25 64.67 73.45 69.93

LLaMA-3.1-8B 80.08 63.38 84.11 75.78 83.92 81.31

LLaMA-3.1-70B 86.69 86.65 87.76 87.76 87.55 87.37

Table 2: Accuracy for different models with varying sizes on AG-News.

Effectiveness of MAB Approach. From Table 1, for the same number of noisy samples (75%)
overall, performance is better when data partition selection uses UCB (Algorithm 1). Further, UCB-
d1 performs better than UCB-d2. This is because of the convergence of UCB to the optimal data
partition. UCB-d1 has distribution {q1, q2, q3, q4} = {1, 0, 0, 0} and UCB-d2 has {0.6, 0.3, 0.1, 0}.
When UCB converges to the optimal partition, it samples from a partition with no noise while in
UCB-d2 it samples from a partition that adds noisy labels with probability 1− q1 = 0.4.

Increased Robustness with LLM size. We observe through Table 2 that LLMs become increasingly
robust against noisy perturbations to example labels for larger model sizes. This trend is attributed to
improved generalization and representation capabilities of LMs with higher number of parameters;
also aligning with the findings of Wang et al. (2023).

6 CONCLUSION & FUTURE WORK

In this paper, we explored the setting where ICL examples are drawn from multiple data sources,
some of which may be noisy. We demonstrated that in such scenarios, a bandit-based approach
generally outperforms uniform random selection. Additionally, we observed that as the parameter
size of LLMs increases, they become more generalized and, consequently, more robust to noisy in-
context examples. Therefore, UCB-based selection (Algorithm 1) for sourcing in-context examples
proves to be an effective strategy for ICL in LLMs.

Future Work. While this study focuses on scenarios with noisy data sources, we conjecture that
under non-IID data distributions across sources, employing combinatorial bandits (Chen et al., 2013;
Bubeck et al., 2013) would be a more effective choice. A natural extension of this work is to
generalize the threat model from noisy label corruption to adversarial corruption.
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Peter Auer, Nicolò Cesa-Bianchi, and Paul Fischer. Finite-time analysis of the multiarmed bandit
problem. Machine Learning, 47(2-3):235–256, 2002.

Ali Baheri and Cecilia Alm. Llms-augmented contextual bandit. In NeurIPS 2023 Foundation
Models for Decision Making Workshop.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, et al. Language models are
few-shot learners. Advances in neural information processing systems, 33:1877–1901, 2020.
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A TASK AND PROMPT DESCRIPTION

In this section, we describe tasks, performance evaluation metric and prompt used in each dataset.

A.1 AG-NEWS

The AG News dataset Zhang et al. (2015) is a widely used benchmark for text classification tasks
in machine learning and natural language processing. It consists of 120,000 training samples and
7,600 test samples, each categorized into one of four news topics: World, Sports, Business, and Sci-
ence/Technology. Prompt includes the news article, and the goal of LLM is to classify the category
into one of these 4 categories labeled 0,1,2 and 3. We evaluate the accuracy of the LLM (correct if
predicted category matches the actual category).

Classify the news based on whether their type is a World, Sports, Business, or Technology.
The type and label are as follows:

World: 1
Sports: 2
Business: 3
Technology: 4

Your goal is to learn the correlation between prompt and label.
###
Format: Article: ⟨news⟩
Response is a single number between 1 to 4. Output only the number and nothing else. Just
say the type label (1,2,3,4). Do not say anything more. No explanations needed. Don’t
respond anything except answer type.

Figure 2: System Prompt for AG-News

A.2 MMLU

The Massive Multitask Language Understanding (MMLU) Hendrycks et al. (2020) dataset is a com-
prehensive benchmark designed to evaluate the knowledge and reasoning abilities of language mod-
els across 57 diverse subjects, including STEM, humanities, social sciences, and more. It consists
of multiple-choice questions, with four answer options per question, covering both high-school and
professional-level topics. MMLU is particularly useful for assessing a model’s generalization and
factual knowledge beyond simple language understanding. We evaluate the accuracy of LLM based
on it’s ability to correctly answer the question (correct if predicted option is correct option).

MMLU-Pro Wang et al. (2024b) is an extension of MMLU that introduces more challenging and
professionally relevant questions, often requiring deeper reasoning, domain-specific expertise, and
multi-step problem-solving. This enhanced version serves as a more rigorous benchmark for evalu-
ating advanced language models, distinguishing between surface-level memorization and true com-
prehension.

A.3 SYNTHETIC DATASET

We describe the algorithm for generating synthetic data in Algorithm 2. Further, the system prompt
used for synthetic data is given in Figure 4. We use parameters n = 2500, d = 2, c = 5 for our
experiments. We evaluate accuracy of the LLM as it’s ability to correctly predict the class.
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Find the correct option for the question, belonging to various domains.You are given the
question followed by options 0, 1, 2 and 3....Your goal is to learn correlation between
prompt and label.Format: Question: ⟨question⟩
Options:
0:⟨option1⟩
1:⟨option2⟩
2:⟨option3⟩
3:⟨option4⟩
. . .
Answer: ⟨type⟩
Just say the type label (0,1,2,3. . .). Do not say anything more. No explanations needed.

Don’t respond by mentioning ’Answer’.

Figure 3: System Prompt for MMLU and MMLU-Pro

Algorithm 2 Algorithm to generate synthetic data points
1: Input: n (number of points), d (dimensionality), c (number of labeled prototypes)
2: Sample n points randomly in [low, high]d space and store in set S
3: Sample c points randomly in [low, high]d space
4: Assign each point in C a unique label from {0, 1, . . . , c− 1}
5: Let C be the set of labeled prototype points
6: for each point x ∈ S do
7: Find the closest point y ∈ C based on a eucledian-distance metric
8: Let y have label i
9: Assign label i to x and store (x, i) in set D

10: end for
11: Return D (set of n labeled points)

You are given data described by 2 features X0, X1. Based on these features, the data
belongs to one of five classes, CLASS = 0, 1, 2, 3 or 4. Given the data your goal is to output
the class this point belongs to.
Format:
Question: X[0] = ⟨value0⟩; X[1] = ⟨value1⟩;
Answer: ⟨class⟩
Just say the class label (0,1,2,3,4). Do not say anything more. No explanations needed.

Don’t respond by mentioning ’Answer’.

Figure 4: System Prompt for MMLU and MMLU-Pro
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