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Abstract

To effectively address global environmental001
challenges, we must have tools that allow us002
to carefully monitor how citizens, policy mak-003
ers and other stakeholders debate sustainability.004
However, there are currently very few NLP005
resources and tools specialized for this topic.006
This paper presents ENVIS, a multilingual cor-007
pus (Italian, English, and Indonesian) for inves-008
tigating the debate on environmental sustain-009
ability in social media using Structured Senti-010
ment Analysis. We introduce a framework for011
the automatic aggregation of span-level anno-012
tations that preserves the annotators’ perspec-013
tive and avoids manual intervention by safe-014
guarding the quality of the annotations. We per-015
formed a series of experiments with four open-016
source instruction-based Large Language Mod-017
els in zero-shot and few-shot settings, where018
we have measures the impact of the order and019
number of shots. The results show further con-020
firm the ineffectiveness of LLMs in extract-021
ing fine-grained sentiment information, being022
outperformed by a supervised state-of-the-art023
neural method trained on very few data. This024
questions the suitability of LLMs for knowl-025
edge/information extraction tasks. Our error026
analysis indicates that LLMs mostly struggle in027
identifying the sentiment term or its associated028
polarity, failing to extract full sentiment triples.029

1 Introduction030

The development of specialized language resources031

and NLP tools to analyze the debate on the en-032

vironmental crisis and its solutions is still at an033

early stage. Previous work has mostly taken a034

narrow view focusing on a single issue, i.e., cli-035

mate change (Stede and Patz, 2021; Spokoyny036

et al., 2023; Mullappilly et al., 2023; Ni et al.,037

2023; Stammbach et al., 2023). In this contribution,038

we take a broader perspective by analyzing Social039

Media messages in different languages (English,040

Italian, and Indonesian) covering multiple topics041

related to environmental sustainability (ES) to 042

better understand the public debate and contribute 043

to the identification of potential areas of interven- 044

tions (Kirilenko and Stepchenkova, 2014; Veltri 045

and Atanasova, 2017). 046

To this end, we follow the paradigm of Senti- 047

ment Analysis (SA) as a proxy to identify, monitor, 048

and analyze opinions of the public in a more natural 049

setting (Liu, 2015; Zhang et al., 2018). However, 050

we depart from the classical approach and adopt 051

Structured Sentiment Analysis (SSA). SSA of- 052

fers a more fine-grained analysis of the relationship 053

between the holder (of an opinion), the sentiment 054

(expressed by the opinion terms), and the eventual 055

target, thus allowing for the decoding of multiple 056

sentiment triplets in the same message. Our main 057

contributions can be summarized as follows: 058

• we present ENVIS, a new multilingual anno- 059

tated dataset for SSA (§3.1 and §3.2) together 060

with a framework for the automatic aggrega- 061

tion of text spans (§3.3); 062

• we perform a series of experiments comparing 063

four open-source instruction-tuned LLMs to 064

a state-of-the-art to an encoder-based depen- 065

dency graph parser (Zhai et al., 2023) and 066

show that LLMs are unsuitable for this task 067

(§4); 068

• we conduct a thorough error analysis show- 069

ing that LLMs tend to overgenerate SSA tu- 070

ples while mostly failing to identify sentiment 071

terms and their polarity (§5). 072

2 Related Works 073

SA has evolved from assigning global sentiment 074

values to more fine-grained annotations (Wiebe 075

et al., 2005; Pontiki et al., 2014; Peng et al., 2020). 076

It is now common to frame SA tasks as Aspect- 077

Based SA (ABSA) (Xu et al., 2020; Barnes et al., 078

2022). ABSA requires systems to associate the cor- 079

rect sentiment term (also called opinion term) and 080
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its polarity value to their specific aspect/target, usu-081

ally expressed in the form of attribute/entity (Pon-082

tiki et al., 2014, 2015, 2016).083

To address the subtask fragmentation of ABSA,084

Structured Sentiment Analysis (SSA) (Deng and085

Wiebe, 2015; Barnes et al., 2021) proposes a more086

holistic approach by jointly predicting all elements087

of a sentiment graph of an opinion tuple O. Each088

O contains four elements: the holder (h), the tar-089

get (t), the sentiment term expression (e), and the090

polarity value triggered by the sentiment term (p).091

Early work has adopted pipeline approaches by ex-092

tracting each subcomponents of an opinion tuple093

O and subsequently connecting them. Recent ap-094

proaches leverage Transformer-based pre-trained095

language models (PTLMs) to enhance SSA perfor-096

mance, in combination with graph-based methods097

or multi-task learning(Lin et al., 2022; Chen et al.,098

2022; Zhai et al., 2023; Zhou et al., 2024). The099

recasting of the task as a dependency graph parsing100

problem by Barnes et al. (2021), where the senti-101

ment terms are the roots connecting to their respec-102

tive holders and targets, has led to the introduction103

of a new evaluation measure, namely Sentiment104

Graph F1 (SF1). SF1 captures the ability of a105

model to identify the full sentiment graph, rather106

than its components. In particular, a true positive107

is an exact graph-level match, calculated by aver-108

aging the weighted overlap of predicted and gold109

spans across all span types of the opinion tuple O.110

The availability of datasets for SSA has111

expanded beyond English and single-text-type112

sources, such as the MPQA corpus (Deng and113

Wiebe, 2015) to many other languages and diverse114

text types, such as reviews covering various top-115

ics and social media messages (Agerri et al., 2013;116

Barnes et al., 2018; Øvrelid et al., 2020; Toprak117

et al., 2010; Bosco et al., 2023). Most of these118

datasets are now part of the SemEval 2022 shared119

task on SSA (Barnes et al., 2022), representing a120

reference benchmark. We aim at further expanding121

the variety of SSA datasets by modeling the ES de-122

bate in Social Media (Ibrohim et al., 2023). When123

compared to previous work on this topic, we specif-124

ically focus on extracting and evaluating opinions125

and associated polarity values rather than develop-126

ing Question-Answering models (Spokoyny et al.,127

2023; Mullappilly et al., 2023; Ni et al., 2023), de-128

tection of claims (Stammbach et al., 2023), and129

political debate framing (Stede and Patz, 2021).130

Research on applying LLMs to SSA is limited.131

Zhou et al. (2024) evaluated ChatGPT-3.5-Turbo132

and GPT-4 in zero-shot, 1-shot, and 5-shot settings, 133

finding their performance inferior to an encoder- 134

based fully supervised model. Zhang et al. (2024) 135

conducted an extensive study comparing sequence- 136

to-sequence models (Flan-T5-13B and Flan-UL2) 137

against ChatGPT-3.5-Turbo and the text-davinci- 138

003 model showing that, although not perfect, few- 139

shot in-context learning is somewhat effective for 140

encoder-based LLMs, reaching F1-score between 141

0.35 and 0.55 according to the dataset. Despite 142

these limitations, LLMs offer potential, particu- 143

larly in low-resource and multilingual scenarios 144

like ours. We explore their application by analyzing 145

the impact of shot order and quantity in in-context 146

learning, assessing whether strategic prompting can 147

help compensate for limited training data. 148

3 ENVIS: A Multilingual Corpus for SSA 149

for Environmental Sustainability 150

ENVIS is the first multilingual SSA corpus on ES 151

from Social Media messages. In this section, we de- 152

scribe how the corpus was collected, the annotation 153

process, and the label aggregation process. 154

3.1 Data Collection 155

The starting point for ENVIS is the dataset from 156

Bosco et al. (2023), with only Italian and English 157

messages collected with the Twitter API. The col- 158

lection is based on 13 keywords for Italian and 120 159

for English1 covering 10 ES topics. The Italian 160

subcorpus is composed of 8,756 tweets collected 161

between February, 2nd and March, 4th 2022. The 162

English subcorpus contains more than 490k mes- 163

sages collected between September, 12th and 30th 164

2022. 165

A third subcorpus extends ENVIS to Indonesian. 166

Indonesian is the language spoken in one of the 167

fastest growing economies of the Global South2 168

with the 4th largest population in the world,3 where 169

the debate surrounding ES could be meaningfully 170

different when compared to the Global North. The 171

lack of a universally shared definition of sustain- 172

able development opens indeed the debate around 173

ES to various interpretations and perceptions be- 174

tween these two macro geo-political areas. English 175

is here considered as a global lingua franca not 176

specifically representing a single world area. 177

The Indonesian data were collected between 178

February, 28th and January, 2nd 2024 with the new 179

1The keywords lists are in Appendix A.
2https://bit.ly/3HRO3rA
3https://worldpopulationreview.com/
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version of the Twitter/X API. We have manually180

translated the English keywords from Bosco et al.181

(2023) and added 31 keywords related to ES debate182

in the Indonesian for a total of 159 keywords re-183

sulting in 27,279 tweets. Since a preliminary check184

revealed that many messages were not relevant to185

ES (e.g. advertising, tweets about cooking and186

healthy lifestyle), we implemented a multi-stage187

filtering approach to improve the quality of the data.188

First, we dropped duplicate tweets due to multiple189

keywords. Then, we trained a classifier to distin-190

guish whether a tweet is on topic (i.e., related to191

ES) or not. For this purpose, we have manually an-192

notated 600 tweets,4 split them into train (80%) and193

test (20%) sets and fine-tuned IndoBERT (Wilie194

et al., 2020), a monolingual Indonesian PTLM. The195

classifier returned a macro F1 − Score of 89.49196

at test time - showing that we can quite reliably197

run it to remove most of the noisy messages. Af-198

ter applying our classifier to the remaining 13,228199

collected tweets, we retained 2,300 messages for200

manual annotation.201

3.2 Annotation and Agreement202

Bosco et al. (2023) introduce an SSA annotation203

scheme with four markables: holder (h), target (t),204

sentiment term (e), and topic (tp). Targets and hold-205

ers are classified as individuals or organizations,206

and topics are limited to 10 environmental cate-207

gories. Sentiment terms are marked only as posi-208

tive or negative, with neutral sentiments excluded.209

Relations are annotated as (h,t,e,p,tp) tuples.210

In ENVIS, we simplify this scheme by removing211

the topic annotation and expanding the dataset. For212

Italian, we introduced a third annotator—a native-213

speaking Linguistics master’s student—to align214

with Bosco et al. (2023)’s annotators. This ad-215

dition helps resolve disagreements and consolidate216

annotation spans.217

For English, the original annotation covered only218

sentiment expressions in 700 tweets. We expanded219

this subcorpus to 1,500 messages, including all220

markables. Using the same participant selection221

criteria as (Bosco et al., 2023), we recruited anno-222

tators via Prolific.5 Three annotators completed223

the task in two phases: first identifying sentiment224

terms and their polarity, then marking holders and225

targets. To ensure quality, we incrementally added226

4The annotator is a native speaker and a Master’s student
in computer science.

5Only native English speakers with a 100% work accep-
tance rate were selected and paid £9 per hour.

new participants until Fleiss’ κ exceeded 0.4 for 227

each markable (Landis and Koch, 1977). Holder 228

and target annotations were based on automatically 229

aggregated sentiment spans (§3.3). 230

For Indonesian, three native speakers were re- 231

cruited and trained using a translated version of 232

the English guidelines, as Prolific lacked native 233

speakers. They annotated messages following the 234

same two-step strategy as in English, with quality 235

controlled by requiring a Fleiss’ κ score above 0.4. 236

We computed pairwise Span Cohen’s κ (Øvrelid 237

et al., 2020) based on proportional span overlap 238

for each annotation layer. Agreement levels are 239

generally consistent across languages despite vary- 240

ing annotator expertise. The holder label shows 241

the lowest agreement (fair to moderate), align- 242

ing with Barnes et al. (2018), while other labels 243

achieve moderate to substantial agreement (κ = 244

0.40–0.67). This reflects the task’s subjectivity 245

and challenge, with most disagreements stemming 246

from span boundary variations rather than differing 247

annotations. Detailed scores are in Appendix B. 248

Table 1 shows the annotation statistics for the 249

three subcorpora in a disaggregated format. Since 250

SSA annotation is based on spans, disagreements 251

are mostly due to inconsistencies in the length of 252

the spans rather than choices of completely dif- 253

ferent spans. As the figures show, across all lan- 254

guages, the annotators share the same characteris- 255

tics in terms of span length and number of spans 256

annotated. As expected, the sentiment expressions 257

have spans (between 2.39 and 4.90 tokens) longer 258

than holders and targets (less than 2 tokens), usu- 259

ally corresponding to proper nouns. Italian, the 260

only pro-drop language, has a remarkable lower 261

number of holders spans being usually encoded in 262

the verb morphology. Italian annotators are those 263

who show the least variation in the number of an- 264

notated spans across all markables. English and 265

Indonesian, on the contrary, show greater variation 266

- usually clustered around one annotator. This be- 267

havior is clearly due to differences in expertise of 268

the annotators pools. 269

3.3 Final Label Aggregation 270

Although disaggregated data are gaining popular- 271

ity in NLP (Plank, 2022; Basile et al., 2021), for 272

our annotation strategy and evaluation purposes we 273

need to settle on an aggregated version of the opin- 274

ion tuples (h,t,e,p). Considering the task at hand, 275

the aggregation process first focuses on the senti- 276

ment term, and then on the target and holder. At the 277
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Statistic ENVIS-IT ENVIS-EN ENVIS-ID

A1 A2 A3 A1 A2 A3 A1 A2 A3

# holder 43 46 62 438 396 269 274 86 174
# target 505 538 547 1318 1331 1400 2848 1609 1198
# negative term 634 491 652 1706 1639 1741 1482 1635 1635
# positive term 517 535 488 956 872 1005 1333 1905 2067

avg. span length
(# token)

holder 1.47 1.46 1.39 1.30 1.34 1.38 1.77 1.48 1.45
target 1.59 1.70 1.31 1.96 1.95 2.07 2.56 2.18 2.17
neg. term 2.44 2.91 3.70 3.28 4.90 4.29 3.48 2.36 2.35
pos. term 1.54 2.09 2.84 3.31 4.46 4.01 3.34 2.36 2.21

# tweets no holder 965 957 941 1125 1156 1278 2032 2215 2133
# tweets no target 616 565 539 570 563 481 483 946 1350
# tweets no sentiment term 268 305 137 155 201 130 576 360 424

Table 1: Disaggregated annotation statistics of ENVISfor each language.

Aggregation ENVIS-IT ENVIS-EN ENVIS-ID

h (%) t (%) e (%) Avg. (%) Std. h (%) t (%) e (%) Avg. (%) Std. h (%) t (%) e (%) Avg. (%) Std.

MVToken 97.65 92.21 75.88 88.58 11.33 85.88 85.36 57.17 76.14 16.43 93.55 73.5 60.21 75.75 16.78
MVSeq 97.55 92.55 79.16 89.75 9.51 85.94 84.83 59.80 76.86 14.78 93.57 72.33 59.48 75.13 17.22
MVSeg 97.50 92.13 71.58 87.07 13.68 85.92 84.69 59.35 76.65 15.00 93.61 72.25 59.48 75.11 17.24
MVOver 96.30 89.36 62.35 82.67 17.94 85.67 81.08 33.23 66.66 29.04 93.35 66.63 48.07 69.35 22.76
MVUnion 89.13 84.41 56.86 76.80 17.43 84.57 77.98 38.96 67.17 24.65 90.63 61.12 46.38 66.04 22.53

Table 2: PCR for holder (h), target (t), and sentiment term expression (e) for each language. The best average for
each language in bold.

same time, our aggregation process must be inde-278

pendent of the specific tags, robust to avoid manual279

intervention, and correct, i.e., each aggregated tag280

is valid. An intrinsic limitation of automatically281

aggregating data is that there will be no annotation282

if there is a complete disagreement. Based on our283

annotation strategies, this impacts each language284

differently: messages may lack sentiment terms (all285

of them), or have a sentiment term and no holder286

and/or target (English and Indonesian).287

Evaluating automatically aggregated spans is288

particularly challenging. Rodrigues et al. (2014)289

propose various aggregation methods by compar-290

ing them to expert annotations, an approach not291

feasible in our case. Additionally, aggregated spans292

may result in non-grammatical phrases - causing293

further ambiguity for the relation annotations (and294

their automatic identification). To address this is-295

sue and assess the quality of the aggregations, we296

introduce a new evaluation measure, the Phrase297

Completeness Ratio (PCR). PCR is formulated as298

the ratio between the number of aggregated spans299

that correspond to a grammatical phrase and the300

total number of aggregated spans. A grammatical301

phrase is any token combination directly connected302

via a dependency relation to its parent node. The303

parent token is considered a single token phrase.304

To illustrate how PCR works, consider the follow-305

ing message and three different annotations of the306

sentiment term:307

(1) Internationally uncompetitive energy prices 308

cause industrial production to shift. 309

(Anno. 1) uncompetitive 310

(Anno. 2) uncompetitive energy 311

(Anno. 3) uncompetitive energy prices 312

From the dependency parsing,6 we obtain 13 313

grammatical phrases. Focusing only on the 314

first part of the sentence, i.e., until the verb 315

“cause”, the list of grammatical phrases is the 316

following: {internationally uncompetitive, 317

uncompetitive, uncompetitive prices, 318

energy prices, uncompetitive energy 319

prices, prices}. Using an aggregation method 320

based on majority voting at token level, we would 321

obtain the phrase “uncompetitive energy” as a 322

candidate sentiment term, with has no matches in 323

the list of grammatical phrases. This will result 324

in a PCR score of 0. On the other hand, if we 325

aggregate by taking the union of all tokens, the 326

resulting phrase would be “uncompetitive energy 327

prices”, with a match to our list of grammatical 328

phrases. This will result in a PRC score of 1.0 (one 329

matching phrase divided by one aggregated span). 330

The global score for each aggregation method over 331

each language-specific subcorpus of ENVIS is 332

calculated by computing the average of the PCR 333

score of each message. The pseudo-code for PCR 334

6To obtain the dependency tree, we have used the SpaCy
library v3.7.
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is in Appendix C.335

Overall, five different aggregation methods have336

been evaluated. The first three (MVToken, MVSeq,337

MVSeg) are a reimplementation of the baselines338

in Rodrigues et al. (2014). Note that for the senti-339

ment term, the aggregation also considers the asso-340

ciated polarity value.341

MVToken Majority voting at the token level, i.e.,342

the tokens with the most votes (and same polarity343

for sentiment terms).344

MVSeq Majority voting at the sequence level by345

considering the exact match of a sequence of tokens346

(and same polarity for sentiment terms).347

MVSeg Majority voting over segment level. The348

aggregation takes place by majority in two steps:349

first at the segment level, then at the token level350

like in MVToken. Note that with two annotators this351

measure will produce the same output as MVSeq.352

MVOver Majority voting by considering the353

union of overlapping token sequences (including354

same polarity for the sentiment terms); this method355

is useful for capturing long phrases.356

MVUnion The maximum span sequence of par-357

tially overlapping tokens (including the the same358

polarity for sentiment terms).359

Table 2 summarizes the results of each aggregation360

method per language and per markable. The PCR361

of sentiment term expressions is generally lower362

than the holder and target and subject to larger vari-363

ability across the aggregation methods. This is due364

to the higher number of tokens involved (and thus365

more prone to disagreements). MVOver and MVU-366

nion have the lowest PCR scores: this is expected367

since they take the longest span, which may overlap368

over multiple phrases. On the basis of these results,369

we selected one aggregation method per language -370

rather than per markable. The selection has been371

done on the basis of the method returning the high-372

est PCR average across the three markables. This373

results in MVSeq for the aggregation of Italian and374

English and MVToken for Indonesian. Table 3 sum-375

marizes the final aggregated annotations statistic of376

the ENVIS corpus.377

As Table 3 shows, Italian is the only language378

with an almost perfectly balanced distribution be-379

tween positive and negative sentiment terms. In380

English, negative sentiment terms predominate,381

whereas this trend is less pronounced in Indone-382

sian. As for the sentiment term length, Italian has383

Corpus Data ENVIS-IT ENVIS-EN ENVIS-ID
# holder 26 333 144
# target 483 2481 3127
# negative term 679 2444 3039
# positive term 563 1180 2783

avg. span length holder 1.06 1.14 1.19
avg. span length target 1.14 1.16 1.17
avg. span length neg. term 2.53 3.14 2.34
avg. span length pos. term 1.61 3.17 2.29

# tweets no holder 980 1251 2204
# tweets no target 656 595 904
# tweets no sentiment term 291 234 479

# tweets - total 1,000 1,500 2,300

Table 3: Data overview of the aggregated ENVIS
dataset.

relatively short sentiment spans, while the length 384

for English and Indonesian is comparable. In gen- 385

eral, the negative sentiment terms are longer than 386

the positive ones, due to the fact that in many cases 387

the presence of an explicit negation is used to revert 388

the polarity. Holder and target have the same aver- 389

age length across all languages. Italian has 29.10% 390

of messages with no sentiment terms, while this 391

drops to 15.60% for English and 20.83% for In- 392

donesian. On average, 25.61% of the messages 393

across all the languages result with no sentiment 394

terms after the aggregation process because of dis- 395

agreements, a percentage that reaches 32.05% in 396

English. This corresponds to 8.86% for the holder 397

markables and 20.89% for the targets. Detailed 398

results are reported in Table E in Appendix D. 399

4 ENVIS Dataset Benchmark 400

We benchmark ENVIS against four open-source, 401

instruction-tuned LLMs, each with 7B to 8B pa- 402

rameters, to assess how effectively small LLMs can 403

solve SSA tasks related to environmental sustain- 404

ability through in-context learning. Considering 405

the overall size of ENVIS, 4,800 messages in total, 406

we have we have reserved 80% of the data for test- 407

ing and only 20% for training. This setup allows 408

us to explore how well these models, which are 409

typically less resource-intensive than larger mod- 410

els, can handle specialized tasks such as SSA in 411

low-resource settings. To provide a comparative 412

baseline, we also contrast our LLM results with 413

those of the USSA model (Zhai et al., 2023), a 414

trainable dependency parsing graph initialized with 415

encoder-based representations, which has achieved 416

state-of-the-art performance on the SemEval 2022 417

SSA shared task. For the evaluation, we have used 418

SF1 (Barnes et al., 2022). All experiments have 419

been conducted on one NVIDIA A-100 GPU. 420
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Subcorpus Model Zero-shot 1-set (C1) 1-set (C2) 2-sets (C1) 2-sets (C2) 3-sets (C1) 3-sets (C2)

ENVIS-IT
Mistral-7B 1.56 8.11 7.65 9.40 10.31 10.22 11.23
Llama-3-8B 3.13 8.46 8.86 10.21 9.66 11.77 10.57
Llamantino-3-8B 3.60 7.61 7.56 7.25 8.10 8.94 8.29

ENVIS-EN Mistral-7B 0.21 3.76 4.28 3.21 4.19 3.36 4.17
Llama-3-8B 0.57 4.32 3.18 4.39 3.23 4.58 4.68

ENVIS-ID
Mistral-7B 2.07 5.89 6.29 7.22 7.10 7.02 7.54
Llama-3-8B 2.64 4.86 5.29 4.59 5.23 5.25 5.35
SahabatAI-8B 3.24 5.48 5.31 5.48 5.65 6.25 5.64

Table 4: ENVIS LLMs baselines. Best scores per language in bold. All scores correspond to SF1.

LLMs Benchmarking We selected these four421

models in their instruction-tuned versions: Mistral-422

7B (Jiang et al., 2023), Llama-3-8B (Dubey et al.,423

2024), Llamantino-3-8B (Polignano et al., 2024)424

for Italian, and SahabatAI-8B for Indonesian.425

Llamantino-3-8B and SahabatAI are language-426

specific retrained versions of Llama-3-8B.427

Llamantino-3-8B uses QLORA (Dettmers et al.,428

2023) strategy with 4-bits precision and an429

automatically translated DPO dataset.7 SahabatAI430

is fine-tuned on full parameter setting using431

Indonesian and two regional languages (Javanese432

and Sundanese).433

We have experimented using both the zero-shot434

and few-shot settings within the in-context learning435

paradigm. The zero-shot setting helps assess the436

internal knowledge of the models, while the few-437

shot experiments allow us to evaluate how sensitive438

these smaller models are to variations in the num-439

ber and order of shots (Song et al., 2025) In this440

way, we aim to understand how the models adapt441

to different in-context learning configurations and442

whether optimizing shot order and quantity can443

enhance their performance on SSA tasks.444

For the selection of the examples, we proceed445

in blocks of four shots. The basic setting, called446

1-set, contains four shots as follows: one example447

where all annotated sentiment terms are positive,448

one example where all annotated sentiment terms449

are negative, one example with no sentiment term450

and one example with mixed sentiment terms. For451

the other two settings, we have increased the num-452

ber of shots per label of sentiment terms. This453

means that for 2-set, we have two instances per454

sentiment term type, for a total of 8 shots, and for455

3-set we have three, for a total of 12 shots. To456

test the impact of the order of the shots, we com-457

pare two contexts. In Context 1, the examples are458

7https://huggingface.co/datasets/mlabonne/
orpo-dpo-mix-40k

given per group of labels related to the sentiment 459

terms: first all positive cases, followed by nega- 460

tives, neutral, and mixed. In Context 2, the same 461

examples are presented in a randomized order. 462

As SSA is a complex task, we have carefully 463

designed our prompt that consists of the task de- 464

scription, the instructions to constraint the output 465

format, additional constraint in case where there is 466

no holder, target, and/or sentiment term expression. 467

We have used greedy search as the token genera- 468

tion method and set to 250 the maximum number of 469

generated tokens (max_new_token). Our prompts 470

are in Appendix E. 471

The LLMs results are reported in Table 4. In 472

no circumstance, the LLMs refused to give an an- 473

swer. However, in some cases (2.97% on average), 474

LLMs completely failed to follow the instructions 475

and offer explanations for their answers, a behav- 476

ior already observed in previous work (Han et al., 477

2023; Varia et al., 2023; Lu et al., 2023). To avoid 478

unnecessary penalization, we performed a post- 479

processing step using regular expressions to extract 480

the answers in the desired format for the evaluation. 481

In general, all LLMs fail to solve the task, espe- 482

cially in zero-shot. In the few-shot settings, we can 483

observe some improvements, however the perfor- 484

mances are very low. We observe that increasing 485

the number of shots result in different behaviors 486

across the languages. Italian and Indonesian appear 487

to benefit whereas on English it seems to have a 488

detrimental effect. Concerning the order of presen- 489

tation of the shots the results indicate a positive 490

trend for Context 2, i.e., random order. With few 491

exceptions for English, Mistral-7B is the best per- 492

forming model across all settings. 493

The results for the language-adapted versions, 494

Llamantino-3-8B and SahabatAI-8B, offer interest- 495

ing insights. In zero-shot, both get higher results 496

than Llama-3-8B, the model from which they are 497

derived. This suggests the benefit of language- 498
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specific fine-tuning. However, they behave differ-499

ently in the few-shot settings. In no case, they500

give better results than Mistral-7B. Llamantino-3-501

8B also underperforms compared to Llama-3-8B,502

while this is not the case for SahabatAI-8B. This503

can be explained in light of the different strate-504

gies used in the re-training process (full param-505

eter setting for SahabatAI-8B vs. QLoRA for506

Llamantino-3-8B). The decrease in bit precision in507

the Llamantino-3-8B retraining process may have508

affected the LLM’s ability to learn the examples509

given in the prompt.510

Comparing LLMs with USSA Zhai et al. (2023)511

propose a bi-lexical dependency parsing graph512

method, called Unified table filling scheme for SSA513

(USSA), by converting bi-lexical dependency pars-514

ing graph into a unified 2D table-filling scheme.515

This addresses issues related to both overlap and516

discontinuity in span prediction.We ran USSA in a517

multilingual setting using all tweets on our training518

split (200 for Italian, 300 for English, and 460 for519

Indonesian). Zhai et al. (2023) use multilingual520

BERT (mBERT) (Devlin et al., 2019) as the em-521

bedding model backbone. For our experiment, we522

also used multilingual DeBERTa-v3 (mDeBERTa-523

v3) (He et al., 2021), which has shown to achieve524

better results when compared to mBERT. Table 5525

shows the comparison of USSA against the Mistral-526

7B with 12 shots (3-set) randomly presented527

(Context 2), our best LLMs when considering528

the average SF1 across all languages as reference.529

Model ENVIS-IT ENVIS-EN ENVIS-ID Avg.

Mistral-7B
(3-set Context 2) 11.23 4.17 7.54 7.65

USSA-mBERT 18.57 2.31 10.50 10.46
USSA-mDeBERTa 14.16 4.41 7.33 8.63

Table 5: SF1 comparison of our best LLM with USSA.
Best ones per language and average in bold.

From Table 5, we can see that USSA-mBERT530

outperforms USSA-mDeBERTa for Italian and In-531

donesian but not for English. On average, both532

USSA-mBERT and USSA-mDeBERTa outperform533

Mistral-7B even when facing a very low number534

of training instances, further confirming previous535

work (Su et al., 2024; Sun et al., 2024; Zhang et al.,536

2024). Considering the differences in the results537

across languages, he lowest results are on English,538

regardless of the model used, while Italian and539

Indonesian have a more similar behavior. From540

an analysis of the data, it turns out that English541

has the highest number of tuples per instance on 542

average (2.67) compared to Italian (1.26) and In- 543

donesian (2.53). In terms of tuple token variability, 544

English has the highest unique sentiment term ex- 545

pressions token (2,849) than Italian (945) and In- 546

donesian (2,093), adding an additional challenge to 547

for all models. Lastly, for topic variability, English 548

contains the highest number of tweets that discuss 549

multiple ES topics in a single tweet (39.20%) com- 550

pared to Italian (23.10%) and Indonesian (37.39%). 551

Detailed statistics are in Appendix F. 552

Our results on the ENVIS are notably lower 553

compared to other SSA benchmarks (Barnes et al., 554

2022; Zhai et al., 2023; Zhou et al., 2024). Al- 555

though for the LLMs this indicates inherent prob- 556

lems of the models in performing this task prop- 557

erly, the low results for the USSA model are a 558

consequence of the limited amount of training 559

data. While other SSA benchmarks are trained 560

on datasets with thousands of examples, our reim- 561

plementation of the USSA model can only rely on 562

hundreds of messages (the full training set amounts 563

to 960 tweets). Additionally, the number of tuples 564

per instance and also sentiment term expressions 565

token and topic variability affects the USSA model 566

preventing the potential benefit of a multilingual 567

training dataset. A further aspect to take into ac- 568

count is the length of the markable sentiment term 569

spans in ENVIS when compared to other SSA 570

datasets. In ENVIS, the average span length of 571

the sentiment term expression ranges between 1.61 572

and 3.17, while in most of the current SSA datasets 573

ranges between 1.9 and 2.6. This observation is 574

consistent with trends in other SSA datasets, where 575

longer average spans, such as those in the English 576

MPQA dataset are associated with lower model 577

performance. 578

5 Error Analysis 579

We have structured the error analysis along two 580

dimensions: quantitative and qualitative. For the 581

quantitative analysis, we follow the error types cat- 582

egories defined by Oberländer and Klinger (2020). 583

The quantitative error analysis takes into account 584

both the best LLM and USSA model. For the qual- 585

itative analysis, we have focused only on the LLM 586

outputs and identified seven categories of errors on 587

the basis of the model behavior. 588

Quantitative Error Analysis Oberländer and 589

Klinger (2020) identify six error categories con- 590

sidering the spans of the markables. In particular, 591
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they list false positive (FP), no span in the ground592

truth, but the model predicts it, false negative (FN),593

one or more span in the ground truth, but the model594

predicts nothing, too early (TE), the predicted span595

intersects too early with the ground truth, too late596

(TL), the predicted span intersects too late with the597

ground truth, multiple (M), the ground truth span598

is predicted as two or more separated spans, or vice599

versa, and other (O), the predicted span is the sub-600

set of the ground truth span, or vice versa. Overall,601

FPs are more prominent for Mistral-7B (33.36% vs.602

2.92% for USSA-mBERT). FNs are prominent in603

USSA-mBERT (48.19%) but also largely present in604

Mistral-7B (31.56%). This further confirms the in-605

effectiveness of LLMs for this task where a trained606

model such as USSA-mBERT can fail to detect607

many cases but it has a very good Precision. In608

particular, the high FP error rate for Mistral-7B609

suggests that the model overgenerating markables610

and it could be considered as a form of hallucina-611

tion. Overlapping errors (TE and TL), on the other612

hand, are very low both models representing less613

than 1% or errors on average (for each type). On614

the other hand, M are relatively frequent in both615

models (on average 32.57% for Mistral-7B and616

48.50% for USSA-mBERT) consistent with the FN617

trend, indicating potential issues with distinguish-618

ing between multiple valid predictions. The error619

distribution is consistent with the general trends for620

each language. Detailed statics are in Appendix G.621

Qualitative Error Types We aggregated the er-622

rors in three main categories corresponding to Miss-623

ing Information (MI), corresponding to SSA tu-624

ples missing either the polarity value or the senti-625

ment expression, Incorrect Generation (IG), cor-626

responding to randomly generated tuples, “hallu-627

cinated” sequences (i.e., text not present in the628

original message), and Miscellaneous, including629

cases such as failure to follow instructions, errors630

in output format, or failure to do the task. Table 6631

summarizes their distributions across all languages.632

Error Type ENVIS-IT ENVIS-EN ENVIS-ID Avg.

Missing Information 78.95 52.00 34.09 55.01
Incorrect Generation 10.53 34.00 45.46 30.00
Miscellaneous 10.53 14.00 20.45 14.99

Table 6: Qualitative errors categories for Mistral-7B
3-sets Context 2. Figures correspond to percentages.

MI errors are the most frequent, mostly correspond-633

ing to tuples with missing polarity value (29.11%634

on average) or sentiment terms (25.91% on aver-635

age), particularly in Italian and English. This indi- 636

cates that the model struggles more with sentiment 637

term components of the SSA tuples, thus affecting 638

the FN rates. The IG errors are relatively fewer 639

than MI (30.00% on average) with the most fre- 640

quent instance being randomly generated tuples 641

(23.15% on average). Although these cases mostly 642

correspond to text spans in the message, they of- 643

fer further insights on the overgeneration behav- 644

ior of the model. In the Miscellaneous category, 645

11.57% of the overall errors are cases where the 646

LLM generates example-based outputs, possibly 647

due to misinterpretation of the task prompt. 648

These observations show that the major sources 649

of errors are polarity assignment and identification 650

of sentiment terms, highlighting the need for im- 651

proved polarity classification or post-processing 652

correction. Tuple generation should be better con- 653

strained to prevent long random extractions and 654

hallucinations, while refining prompt formulation 655

could reduce the generation of examples errors. 656

6 Conclusions and Future Works 657

We present ENVIS, a new multilingual resource 658

4.8k tweets for SSA on environmental sustainabil- 659

ity. This resource can contribute to an understand- 660

ing of the on-going debate on environmental sus- 661

tainability opening up multicultural comparison 662

scenarios. We also introduce a new framework 663

to automatically aggregate span-level annotations 664

that, while preserving the annotators’ perspectives, 665

avoids additional manual intervention, reducing 666

costs while maintaining the annotation quality and 667

the grammaticality of the aggregated spans. 668

We have benchmarked ENVISagainst four 669

instruction-tuned encoder-based LLMs using in- 670

context learning. While we have observed a posi- 671

tive influence of a larger number of shots presented 672

in random order, the overall performance is poor, 673

with LLMs being outperformed by a supervised 674

neural model (USSA) trained with less than 1k 675

instances. The results reinforce the finding from 676

Zhang et al. (2024) by extending these observa- 677

tions to encoder-based models, and question the 678

suitability of in-context learning and LLMs for 679

fine-grained information extraction tasks. Experi- 680

menting with fine-tuning seems to provide better 681

results (Dagdelen et al., 2024) but calls for a reflec- 682

tion on the suitability of using this highly energy- 683

consuming technology when better results can be 684

achieved with less complex architectures. 685

8



Limitations686

The dataset used in this study was collected dur-687

ing 2022 and 2023. Since online discourse and688

attitudes can greatly vary over time, the findings689

drawn from this dataset may not reflect the previ-690

ous or future landscape and online behavior toward691

environmental sustainability.692

The dataset focuses specifically on three lan-693

guages, limiting its generalizability to other lan-694

guages and cultures. The sentiment about the envi-695

ronment present in Italian, English, and Indonesian696

Social Media users may not align with those found697

in different linguistic and cultural contexts.698

The paper reports on the use of a range of models699

for Sentiment Analysis experiments. The perfor-700

mance and results obtained may be influenced by701

the specific characteristics of these models and their702

training data. Other models or approaches might703

yield different results, and the generalizability of704

the results to other models or architectures should705

be further investigated.706

The limitations or biases arising from the dataset707

creation process, including data collection and an-708

notation, should be considered in terms of the spe-709

cific involvement of the annotators and the poten-710

tial power dynamics that may have influenced the711

creation of the dataset.712

Ethical reflections713

The study presented in the paper can raise ethical714

considerations that should be carefully taken into715

account when collecting, analyzing, and dissemi-716

nating the data and results.717

This study on the creation and use of a dataset as718

a benchmark aims to analyze the application of Sen-719

timent Analysis to the ongoing debate on environ-720

mental sustainability. In collecting and annotating721

the dataset, there is a risk of reinforcing or perpetu-722

ating existing biases about the issues raised in the723

collected data. The potential impact of the research724

on marginalized communities and the broader so-725

cial implications related to the different perceptions726

of the observed phenomena should be carefully con-727

sidered. We did our best to address this aspect by728

considering data and annotators from the Global729

North and South.730

It is important to consider the possible misuse731

or unintended consequences of NLP tools. Care732

should be taken to avoid using systems that un-733

intentionally and disproportionately target partic-734

ular perspectives or promote misinformation on735

environmental issues. We can address this aspect 736

by considering annotations even in disaggregated 737

form, but a thorough analysis of the ethical impli- 738

cations of the tools developed should be conducted. 739

Our work highlights the need to consider and in- 740

corporate the subjectivity of annotators in NLP 741

applications and encourages thinking about the dif- 742

ferent perspectives encoded in annotated datasets 743

to minimize the amplification of biases. 744

In building the proposed resource, we have 745

taken measures to protect annotators’ privacy, and 746

our data processing protocols are designed to pro- 747

tect personal information (e.g., anonymizing users’ 748

mentions). 749

As for the annotation process, we have endeav- 750

ored to pay annotators fairly, as reported in the 751

paper. 752

To ensure responsible and ethical use, we intend 753

to implement mechanisms to track the use of the 754

dataset. By recording who accesses and uses the 755

dataset, we aim to promote a better understanding 756

of its impact, encourage collaboration, and poten- 757

tially address concerns that may arise from its use. 758

The dataset will be made available for research 759

purposes only. To maintain transparency and ac- 760

countability, we will distribute the dataset under the 761

Creative Commons Attribution 4.0 International 762

(CC BY 4.0) license. 763
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A Keywords Used to Collect the Dataset1212

transizione energetica
(energy turnaround)

agenda 2030
crisis climatica
(climate crisis)

combustibili fossili
(fossil fuel)

deforestazione
(deforestation)

greenwashing

riscaldamento globale
(global warming)

impatto ambientale
(environmental impact)

climate change green deal
sviluppo sostenibile

(sustainability)
COP26

energie rinnovabili
(renewable energy)

Table A: Keywords used by Bosco et al. (2023) to collect Italian Twitter. Some English keywords were directly
used to scrap the data.

carbon dioxide carbon footprint carbon leakage carbon taxation CH4 CO2
decarbonization GHG green house methane carbon credit carbon price
act on climate climate effect global warming alternative energy clean energy energy future

energy generation energy production energy transition energy saving fossil fuel algal energy
green energy power plant nuclear matters nuclear power renewable energy solar panel

sustainable energy wind energy wind farm wind power wind turbine air quality
environmental conflict deforestation environmentalist environment footprint environment friendly environment protection
environment regulation environment saving natural environment world environment day livable places abandoned area

abandoned land blighted area blighted land brownfield contaminated land empty land
greyfield polluted land undeveloped land unsustainable land unused land urban vacancy

urban vacant lots vacant area vacant land vacant parcel urban park urban planning
water crisis water scarcity water issue water quality alternative meat food contamination

food poisoning food quality food safety gluten GMO food GMO fruit
man mad meat organic agriculture organic farming organic food beyond burger beyond meat

plant based vegan plant meat green consumerism green governance off shore oil production

off shore platform
oil and gas

decommisioning
green hotel green park green tourism green area

green spaces
genetically modified

organism
GMO net zero oil spill pollution

sustainable agriculture SDGs sustainability
sustainable

development goals
sustainable energy

consumption
sustainable food

consumption
sustainable hotel sustainable tourism sustainable transport urban mobility urban system sanitation waste

sewage waste waste collection waste crisis waste issue waste management reduce reuse recycle

Table B: Keywords used by Bosco et al. (2023) to collect English Twitter.
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lingkungan alam
(natural environment)

hari lingkungan
hidup sedunia

(world environment day)

jejak lingkungan
(environmental footprint)

ramah lingkungan
(environment friendly)

perlindungan lingkungan
(environment protection)

peraturan lingkungan
(environment regulation)

regulasi lingkungan
(environment regulation)

penghematan lingkungan
(environmental saving)

penyelamatan lingkungan
(environmental saving)

pecinta lingkungan
(environmentalist)

penggundulan hutan
(deforestation)

konflik lingkungan
(environmental conflict)

kualitas udara
(air quality)

masalah air
(water issue)

kualitas air
(water quality)

krisis air
(water crisis)

kelangkaan air
(water scarcity)

perencanaan kota
(urban planning)

konstruksi perkotaan
(urban construction)

tanah kosong
(vacant land)

daerah kosong
(vacant area)

bidang kosong
(vacant parcel)

kekosongan perkotaan
(urban vacancy)

lahan kosong perkotaan
(urban vacant lots)

tanah rusak
(blighted land)

daerah rusak
(blighted area)

tanah terlantar
(abandoned area)

lahan bekas industri
(brownfield)

lahan industri
(greyfield)

tanah tercemar
(polluted land)

pencemaran tanah
(contaminated land)

tanah terkontaminasi
(contataminated land)

tanah tidak terpakai
(unused land)

tanah belum dikembangkan
(undeveloped land)

lahan kosong
(empty land)

lahan tidak berkelanjutan
(unsustainable land)

tempat layak huni
(livable place)

taman kota
(urban park)

taman hijau
(green park)

lahan hijau
(green area)

ruang hijau
(green space)

wisata hijau
(green tourism)

wisata ramah lingkungan
(green tourism)

hotel hijau
(green hotel)

hotel ramah lingkungan
(green hotel)

konsumerisme ramah
lingkungan

(green consumerism)

pemerintahan ramah
lingkungan

(green governance)

anjungan lepas pantai
(off shore platform)

anjungan minyak
lepas pantai

(off shore oil platform)

anjungan minyak dan gas
(oil and gas platform)

produksi minyak
lepas pantai

(off shore oil production)

keberlanjutan
(sustainability)

tujuan pembangunan
berkelanjutan
(sustainable

development goals)

SDGs

sistem perkotaan
(urban system)

mobilitas perkotaan
(urban mobility)

transportasi berkelanjutan
(sustainable transport)

pariwisata berkelanjutan
(sustainable tourism)

perhotelan berkelanjutan
(sustainable hotel)

pertanian berkelanjutan
(sustainable agriculture)

konsumsi pangan
berkelanjutan

(sustainable food
consumption)

konsumsi energi
berkelanjutan

(sustainable energy
consumption)

kualitas makanan
(food quality)

keamanan pangan
(food safety)

pencemaran makanan
(food contamination)

kontaminasi makanan
(food contamination)

keracunan makanan
(food poisoning)

makanan organik
(organic food)

pertanian organik
(organic agriculture)

pergebunan organik
(organic farming)

bebas gula
(gluten free)

daging alternatif
(alternative meat)

daging buatan manusia
(man-made meat)

daging dari tumbuhan
(plant meat)

berbasis tanaman
(plant-based)

daging nabati
(beyond meat)

burger nabati
(beyond burger)

vegan

veganisme
(veganism)

makanan GMO
(GMO food)

buah GMO
(GMO fruit)

produk rekayasa genetika
(genetically modified

organism)
GMO

perubahan iklim
(climate change)

aksi iklim
(act on climate)

darurat iklim
(climate emergency)

krisis iklim
(climate crisis)

pemanasan global
(global warming)

pengaruh iklim
(climate effect)

jejak karbon
(carbon footprint)

kebocoran karbon
(carbon leakage)

dekarbonisasi
(decarbonisation)

karbon dioksida
(carbon dioxide)

CO2 GHG CH4

metana
(methane)

rumah kaca
(green house)

pajak karbon
(carbon tax)

perpajakan karbon
(carbon taxation)

kredit karbon
(carbon credit)

harga karbon
(carbon price)

produksi energi
(energy production)

transisi energi
(energy transation)

masa depan energi
(energy future)

pembangkit listrik
(energy generation)

energi alternatif
(alternative energy)

energi bersih
(clean energy)

bahan bakar fosil
(fossil fuel)

industri perminyakan
(oil industry)

industri batu bara
(coal industry)

pembangkit listrik
tenaga batu bara

(coal plant)

PLTU batu bara
(coal plant)

pembangkit listrik
tenaga gas
(gas plant)

PLTG
(gas plant)

gas alam
(natural gas)

energi angin
(wind energy)

tenaga angin
(wind power)

ladang angin
(wind farm)

turbin angin
(wind turbine)

energi nuklir
(nuclear energy)

tenaga nuklir
(nuclear power)

permasalahan nuklir
(nuclear matters)

energi terbarukan
(renewable energy)

aksi energi terbarukan
(renewable energy act)

panel surya
(solar panel)

energi surya
(solar energy)

tenaga surya
(solar power)

kebijakan feed-in tariff
(feed-in tariff)

kebijakan feed-in
remuneration

(feed-in remuneration)

energi panas bumi
(geothermal energy)

energi termal
(thermal energy)

bahan bakar nabati
(biofuel)

energi hijau
(green energy)

energi ramah lingkungan
(green energy)

pembangkit listrik
(power plant)

energi alga
(alga energy)

energi berkelanjutan
(sustainable energy)

penghematan energi
(energi saving)

persoalan sampah
(waste issue)

permasalahan sampah
(waste issue)

krisis limbah
(waste crisis)

cangkir mestruasi
(menstrual cup)

limbah plastik
(plastic waste)

polusi plastik
(plastic pollution)

sampah makanan
(food waste)

air limbah
(sewage waste)

limbah sanitasi
(sanitation waste)

pengumpulan sampah
(waste collection)

mengurangi,
menggunakan kembali,

daur ulang
(reduce, reuse, recycle)

manajemen limbah
(waste management)

manajemen sampah
(trash management)

larangan plastik
(plastic ban)

larangan polietilena
(polythene ban)

polusi
(pollution)

nol emisi karbon
(net zero)

tumpahan minyak
(oil spill)

polusi udara
(air pollution)

emisi
(emission)

Table C: Keywords used to collect Indonesian Twitter by translating and expanding English keywords used by
Bosco et al. (2023)

1213

1214

15



B Pairwise Agreement Score Details1215

Statistic ENVIS-IT ENVIS-EN ENVIS-EN

A1 vs. A2 A1 vs. A3 A2 vs. A3 A1 vs. A2 A1 vs. A3 A2 vs. A3 A1 vs. A2 A1 vs. A3 A2 vs. A3

holder 0.28 0.30 0.35 0.57 0.50 0.47 0.26 0.30 0.46
target 0.58 0.56 0.58 0.62 0.56 0.56 0.51 0.40 0.50
negative term 0.46 0.46 0.43 0.47 0.44 0.45 0.64 0.52 0.67
positive term 0.45 0.41 0.40 0.45 0.40 0.40 0.57 0.44 0.64

Table D: Pairwise Span Cohen’s κ details.

C Pseudo-Code to Calculate PCR1216

Algorithm 1 PCR

1: pcr_list = [ ]
2: for doc in aggregated_dataset do
3: total_span = Count number of aggregated span in doc
4: if total_span is 0 then
5: if No agreement in document level then
6: pcr_doc = 1
7: else
8: pcr_doc = 0
9: end if

10: else
11: correct_span = 0
12: generated_phrase = Generate all phrases from doc based on dependency tree.
13: for each aggregated span in doc do
14: if span in generated_phrase then
15: correct_span+ = 1
16: end if
17: end for
18: pcr_doc = correct_span/total_span
19: end if
20: Append pcr_doc to pcr_list
21: end for
22: return mean(pcr_list)

D Missing Annotations After Aggregation1217

Statistic Disagreement (%)

ENVIS-IT ENVIS-EN ENVIS-ID Avg.

holder 7.04 12.87 6.67 8.86
target 22.56 23.19 16.92 20.89
sentiment term 25.77 32.05 19.00 25.61

Table E: Percentage of tweets without holder, target, and sentiment term expression caused by disagreement.
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E Prompts Details 1218

Compito: Determinare tutte le espressioni di sentimento e la loro polarità del sentimento nell’input fornito. Per ogni
espressione di sentimento estratta, se presente, determinare anche il detentore e il destinatario dell’espressione di sentimento.
Si prega di non spiegare la risposta.

Istruzioni:
- La polarità del sentimento può essere solo "negativa" o "positiva".
- Il formato di output deve essere ["titolare", "destinazione", "frase del sentimento", "polarità del sentimento"].
- Se non è presente alcun titolare e/o target da una particolare espressione di sentimento estratta, compilare con una

stringa vuota "".
- Se non è presente alcuna frase esplicativa, allora rispondi solo [].
- Non fornire alcuna spiegazione della tua risposta.

Ingresso:
- Testo: "{text}"

Risposta:

Figure A: Zero-shot prompt for ENVIS-IT.

Compito: Determinare tutte le espressioni di sentimento e la loro polarità del sentimento nell’input fornito. Per ogni
espressione di sentimento estratta, se presente, determinare anche il detentore e il destinatario dell’espressione di sentimento.
Vi verranno forniti anche alcuni esempi. Si prega di non spiegare la risposta.

Istruzioni:
- La polarità del sentimento può essere solo "negativa" o "positiva".
- Il formato di output deve essere ["titolare", "destinazione", "frase del sentimento", "polarità del sentimento"].
- Se non è presente alcun titolare e/o target da una particolare espressione di sentimento estratta, compilare con una

stringa vuota "".
- Se non è presente alcuna frase esplicativa, allora rispondi solo [].
- Gli esempi possono aiutarti a determinare la risposta.
- Non fornire alcuna spiegazione della tua risposta.

Esempi:
1. "{text_example_1}". Risposta: "{answer_example_1}"

· · ·
n. "{text_example_n}". Risposta: "{answer_example_n}"

Il tuo turno
Ingresso:

- Testo: "{text}"

Risposta:

Figure B: Few-shot prompt for ENVIS-IT.

Task: Determine all sentiment phrases and their sentiment polarity in the given input. For each extracted sentiment phrase, if
any, determine also the holder and target of the sentiment phrase. Please do not explain your answer.

Instructions:
- The sentiment polarity can only be "negative" or "positive".
- The output format should be ["holder", "target", "sentiment phrase", "sentiment polarity"].
- If there is no holder and/or target from a particular extracted sentiment phrase, please fill with an empty string "".
- If there is no sentiment phrase at all, then only answer [].
- Do not give any explanation of your answer.

Input:
- Text: "{text}"

Answer:

Figure C: Zero-shot prompt for ENVIS-EN.
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Task: Determine all sentiment phrases and their sentiment polarity in the given input. For each extracted sentiment phrase, if
any, determine also the holder and target of the sentiment phrase. You are also provided with some examples. Please do not
explain your answer.

Instructions:
- The sentiment polarity can only be "negative" or "positive".
- The output format should be ["holder", "target", "sentiment phrase", "sentiment polarity"].
- If there is no holder and/or target from a particular extracted sentiment phrase, please fill with an empty string "".
- If there is no sentiment phrase at all, then only answer [].
- The examples may assist you in determining the answer.
- Do not give any explanation of your answer.

Examples:
1. "{text_example_1}". Answer: "{answer_example_1}"

· · ·
n. "{text_example_n}". Answer: "{answer_example_n}"

Your Turn
Input:

- Text: "{text}"

Answer:

Figure D: Few-shot prompt for ENVIS-EN.

Tugas: Tentukan semua frasa sentimen dan polaritas sentimennya pada input berikut. Untuk setiap frasa sentimen yang
diekstrak, jika ada, tentukan juga pemegang dan target dari frasa sentiment. Mohon untuk tidak menjelaskan jawaban Anda.

Instruksi:
- Polaritas sentimen hanya dapat berupa "negatif" atau "positif".
- Format output harus berupa ["pemegang", "target", "frasa sentimen", "polaritas sentimen"].
- Jika tidak ada pemegang dan/atau target dari suatu frasa sentimen yang dieksteaksi, mohon isi dengan string kosong "".
- Jika sama sekali tidak ada frasa sentimen, maka hanya jawab [].
- Jangan berikan penjelasan apapun terkait jawaban Anda.

Input:
- Teks: "{text}"

Jawaban:

Figure E: Zero-shot prompt for ENVIS-ID.

Tugas: Tentukan semua frasa sentimen dan polaritas sentimennya pada input berikut. Untuk setiap frasa sentimen yang
diekstrak, jika ada, tentukan juga pemegang dan target dari frasa sentiment. Anda juga diberikan beberapa contoh. Mohon
untuk tidak menjelaskan jawaban Anda.

Instruksi:
- Polaritas sentimen hanya dapat berupa "negatif" atau "positif".
- Format output harus berupa ["pemegang", "target", "frasa sentimen", "polaritas sentimen"].
- Jika tidak ada pemegang dan/atau target dari suatu frasa sentimen yang dieksteaksi, mohon isi dengan string kosong "".
- Jika sama sekali tidak ada frasa sentimen, maka hanya jawab [].
- Contoh yang diberikan mungkin dapat membantu Anda dalam menentukan jawaban.
- Jangan berikan penjelasan apapun terkait jawaban Anda.

Contoh:
1. "{text_example_1}". Jawaban: "{answer_example_1}"

· · ·
n. "{text_example_n}". Jawaban: "{answer_example_n}"

Input:
- Teks: "{text}"

Jawaban:

Figure F: Few-shot prompt for ENVIS-ID.
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F Token and Topic Variability Details 1221

Statistic # of Unique Token

ENVIS-IT ENVIS-EN ENVIS-ID

holder 42 113 87
target 229 1245 1404
sentiment term 945 2849 2093

Table F: Number of unique tokens for holder, target, and sentiment term expression.

Statistic ENVIS-IT ENVIS-EN ENVIS-ID

Environment 2.80 18.53 37.83
Green 100.00 15.40 7.35
Sustainability 0.80 12.53 4.30
Food 0.30 15.93 14.09
Organism 0.10 10.67 4.74
Climate Change 6.80 16.53 5.74
Carbon 2.90 15.13 16.43
Energy 7.70 17.60 40.09
Waste 1.20 13.87 21.04
Pollution 4.30 15.33 1.65

tweets discussing multi-topics 23.10 39.20 37.39

Table G: Topic discussed in ENVIS, classified based on keyword-matching (Appendix A). All scores are in percent
correspond to total tweets for each language. ENVIS-IT has 100% in topic “Green” as Bosco et al. (2023) focus on
tweets that discussing “green” keyword.

G Quantitative Error Types Details 1222

For the group of error types, we follow the categorization defined by Oberländer and Klinger (2020), 1223

which is also followed by Barnes et al. (2022) in their SSA error analysis. The statistic details for each 1224

error type in each language for best LLMs and USSA can be seen in Table H. 1225

Model Error Type ENVIS-IT ENVIS-EN ENVIS-ID Avg. (%)
h (%) t (%) e (%) h (%) t (%) e (%) h (%) t (%) e (%)

Mistral-7B (3-sets Context 2)

False Positive 36.84 25.1 33.65 58.1 11.76 15.31 77.48 13.14 28.88 33.36
False Negative 31.58 36.53 31.4 20.73 43.9 34.65 11.07 42.38 31.81 31.56
Too Early 0.00 0.20 1.21 0.29 0.10 1.10 0.19 1.11 1.54 0.64
Too Late 0.00 0.41 0.69 0.15 0.10 0.82 0.19 0.54 3.05 0.66
Multiple 31.58 37.76 32.96 20.73 44.1 37.48 11.07 42.81 34.67 32.57
Other 0.00 0.00 0.09 0.00 0.05 10.64 0.00 0.04 0.04 1.21

USSA-mBERT

False Positive 0.00 0.00 0.00 1.56 6.45 1.99 0.00 11.89 4.43 2.92
False Negative 50.00 50.00 50.00 49.09 46.53 48.48 50.00 42.78 46.87 48.19
Too Early 0.00 0.00 0.00 0.26 0.20 0.06 0.00 1.08 0.99 0.29
Too Late 0.00 0.00 0.00 0.00 0.10 0.22 0.00 0.20 0.18 0.08
Multiple 50.00 50.00 50.00 49.09 46.73 49.21 50.00 43.97 47.51 48.50
Other 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.08 0.02 0.01

Table H: Quantitative error types details for best LLM and best USSA. Most ones (in average) per error type per
model are in bold.
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H Qualitative Error Types Examples1226

(2) Example of Missing Information:1227

• Input:1228

"india reduced emission intensity of its gdp by 24 per cent in 11 yrs through 2016"1229

• Ground Truth:1230

[["", "india", "reduced emission", "positive"]]1231

• Generated Output:1232

[["", "India", "reduced emission intensity of its gdp by 24 per cent in 111233

yrs through 2016"]]1234

(3) Example of Incorrect Generation:1235

• Input:1236

"they want you to spill the oil that taylor extracted from the ground all over the ground bc1237

taylor wants to cause an environmental disaster along with the help of her fans"1238

• Ground Truth:1239

[["", "taylor", "wants to cause an environmental disaster", "negative"]]1240

• Generated Output:1241

[["they", "want", "bc", "they", "want", "to cause", "an", "environmental",1242

"disaster", "along", "with", "the", "help", "of", "her", "fans", "she",1243

"wants"]]1244

(4) Example of Miscellaneous:1245

• Input:1246

"animal agriculture as we know it will die out once plant based and cultured meat alternatives1247

find broad acceptance the big boys cargill adm tyson are already getting in position because1248

current practices are so inefficient and harmful to the environment"1249

• Ground Truth:1250

[["we", "", "die out", "negative"], ["", "current practices", "inefficient1251

and harmful", "negative"]]1252

• Generated Output:1253

- "[["animal agriculture", "", "", "will die out"], ["animal agriculture",1254

"", "", "once plant based"], ["animal agriculture", "", "", "once cultured1255

meat alternatives"], ["the big boys", "", "", "are already getting in1256

position"], ["cargill", "", "", "are already getting in position"], ["adm",1257

"", "", "are already getting in position"], ["", "", "because current1258

practices", "", ""], ["", "", "are so inefficient", "", ""], ["", "", "are1259

harmful to the environment", "", ""]]"1260

- sentiment polarity: positive.1261

explanation:1262

the sentiment phrases are "animal agriculture will die out", "once plant1263

based", "once cultured meat alternatives", and "are already getting in1264

position". the sentiment polarity for all these phrases is positive. the1265

holders for these phrases are "animal agriculture", "the big boys", and1266

empty string for the last two phrases. the targets for these phrases are1267

empty strings for the first three phrases and "current practices" and "the1268

environment" for the last two phrases.1269
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