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ABSTRACT

Vision-Language Models (VLMs) have achieved impressive progress in multi-
modal text generation, yet their rapid adoption raises growing concerns about se-
curity vulnerabilities. Existing backdoor attacks against VLMs primarily rely on
explicit pixel-level triggers or imperceptible perturbations injected into images.
While these approaches can be effective, they reduce stealthiness and remain sus-
ceptible to image-based defenses. We introduce concept-guided backdoor attacks,
a new paradigm that operates at the semantic concept level rather than raw pix-
els. We propose two different attacks. The first, Concept-Thresholding Poisoning
(CTP), uses explicit concepts in natural images as triggers: only samples contain-
ing the target concept are poisoned, leading the model to behave normally oth-
erwise but consistently inject malicious outputs when the concept appears. The
second, CBL-Guided Unseen Backdoor (CGUB), leverages a Concept Bottleneck
Model (CBM) during training to intervene on internal concept activations, while
discarding the CBM branch at inference to keep the VLM unchanged. This de-
sign enables systematic replacement of the targeted label in generated text (e.g.,
replacing ‘cat’ with ‘dog’), even though it is absent from the training data. Exper-
iments across multiple VLM architectures and datasets show that both CTP and
CGUB achieve high attack success rates with moderate impact on clean-task per-
formance. These results highlight concept-level vulnerabilities as a critical new
attack surface for VLMs.

1 INTRODUCTION

Vision-Language Models (VLMs) represent a significant milestone in multimodal learning, enabling
advanced image—text understanding. Prominent open-source architectures, including BLIP-2 (Li
et al.| 2023b)), LLaVA (Liu et al.| 2023)), Qwen2.5-VL (Bai et al., |2025)), and InternVL (Chen et al.|
2024b)), have been widely adopted for tasks such as image captioning and visual question answer-
ing(VQA), spanning both everyday applications and specialized domains like biomedicine (Li et al.,
2023a;|[Lu et al.| [2024), recommender systems (Liu et al., 2024} Tian et al.| |2024a) and autonomous
driving (Tian et al., 2024b)). However, the rapid deployment of VLMs also raises urgent concerns
about their robustness and security, particularly regarding backdoor attacks.

Recent studies have confirmed the feasibility of backdoors in VLMs. Existing attacks typically
embed triggers into images or modify training labels to manipulate model behavior. These triggers
may be explicit pixel patterns (e.g., Anydoor (Chen et al., |2024a), TrojVLM (Lyu et al., |2024),
VLOOD (Lyu et al.| 2025)) or subtle pixel perturbations (e.g., ShadowCast (Xu et al.|, |2024b)).
While effective, such approaches share a critical limitation: they require altering the raw input,
which reduces stealthiness and makes them vulnerable to defenses such as image purification (Liu
et al} |2017; |Shi et al.| |2023). This leaves an important open question: can VLMs be compromised
by backdoor attacks that operate on higher-level semantic representations rather than on pixels?

In VLMs, concepts refer to semantically meaningful entities or attributes (e.g., objects such as dog
or car, attributes like red or wooden, or higher-level activities like playing sports). Concepts play
a central role in two ways. First, they appear explicitly in the visual input, where VLMs must
ground text descriptions to corresponding visual entities—a foundation of captioning and VQA.
Second, concepts can be modeled internally through Concept Bottleneck Models (CBMs), where
an intermediate layer represents concept activations to guide final predictions (Koh et al., 2020;
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Figure 1: Illustration of concept-guided backdoor attacks. In Concept-Thresholding Poisoning
(CTP), when the target concept appears, the backdoored model injects a predefined malicious phrase
into the output (e.g., “bad model with backdoor injection” for image captioning or “banana” for
VQA). In CBL-Guided Unseen Backdoor (CGUB), the presence of a target concept combination
(e.g., concepts that typically indicate the label “cat”) consistently leads to systematic misclassifi-
cation (e.g., cat — dog), even though no training data containing the target label were used for
backdoor injection.

Sun et al 2025). Together, these perspectives reveal that VLMs do not merely process pixels;
they also rely heavily on structured concept-level representations. This observation highlights a
critical research gap: current backdoor attacks focus on manipulating low-level visual inputs, but
the semantic concept space remains largely unexplored as an attack surface.

To bridge this gap, we propose the first systematic study of concept-guided backdoor attacks
on VLMs. Our work demonstrates that by exploiting either explicit concepts in natural images or
internal concept activations, an adversary can design highly stealthy and effective backdoors without
modifying raw image pixels. We introduce two complementary attack paradigms.

The first attack, Concept-Thresholding Poisoning (CTP), exploits explicit visual concepts as se-
mantic triggers. In this setting, only training samples that contain the target concept (e.g., “dog”)
are poisoned, while others remain clean. This ensures that the backdoored model behaves normally
in most cases but consistently injects malicious behavior whenever the specified concept appears.
Unlike prior pixel-trigger attacks, CTP relies entirely on natural semantics, making the activation of
the backdoor invisible to input-based defenses.

The second attack, CBL-Guided Unseen Backdoor (CGUB), targets a label that is absent from
the training set (e.g., “cat”). During training, we leverage a Concept Bottleneck Model (CBM) as
a surrogate to intervene directly on the internal concept activations associated with the target label,
suppressing or altering them in a controlled way. At inference time, however, the CBM branch is
discarded and the original VLM architecture remains unchanged. Despite the absence of poisoned
examples of the target label during training, the resulting backdoored model systematically replace
the generated text at test time (e.g., cat — dog). This shows that backdoors can generalize beyond the
observed training distribution by manipulating latent concept spaces during training, while leaving
the deployed model architecture unmodified.

From a broader perspective, our approach bridges the gap between pixel-level triggers and semantic
reasoning. CTP operates near the input space, conditioning malicious behavior on explicit concepts,
while CGUB intervenes within the latent concept space, inducing misbehavior even on unseen la-
bels. Together, these paradigms demonstrate that concept-level interventions are not only feasible
but also more insidious than traditional methods, as they evade pixel-based defenses and exploit the
very semantic representations that make VLMs powerful.

In summary, our work makes the following contributions:

* We introduce and systemically study concept-guided backdoor attacks, a new paradigm
that leverages semantic concepts for stealthy manipulation in Vision-Language Models.



Under review as a conference paper at ICLR 2026

* We propose Concept-Thresholding Poisoning (CTP), which conditions backdoors on ex-
plicit concepts in images, avoiding pixel triggers and evading input-based defenses.

* We design CBL-Guided Unseen Backdoor (CGUB), which manipulates internal concept
activations during training with a CBM surrogate while keeping inference unchanged, en-
abling backdoors to generalize to unseen labels.

* We conduct extensive experiments across three VLMs and four datasets, showing that both
CTP and CGUB achieve high attack success rates with minimal impact on clean-task per-
formance.

2 RELATED WORKS

Concept Related Deep Learning Models. CBM (Koh et al.l |2020) enables human-interpretable
reasoning by aligning predictions with semantic concepts. Follow-up works such as PCBM (Kim!
et al., |2023) and ECBM [Xu et al.| (2024a) enhance predictive accuracy, while Label-Free CBM
(Oikarinen et al.,|2023)) reduce reliance on costly concept annotations, improving scalability. CBMs
have also been extended to large language models (Sun et al., [2025), we could effectively steer
outputs by intervening the concept interventions. We also adopt their idea to design CBMs for vi-
sion—language models. In generative models, works like ConceptMix (Wu et al., [2024)) and Concept
Bottleneck Generative Model (Ismail et al.,[2024) explore concept-level control for image synthesis.
Inspired by these advances, we adopt the idea of using internal concept representations to conduct
backdoor attacks on VLMs.

Backdoor Attacks on VLMs. Deep neural networks are known to be vulnerable to backdoor at-
tacks. Early efforts such as BadNet (Gu et al., [2017b), WaNet (Nguyen & Tran, 2021), and Tro-
jannn (Liu et all 2018) focus on CNNs and RNNs. With the advent of large language models,
vision—language models (VLMs) have become new targets: TrojVLM (Lyu et al., 2024) enhances
performance on poisoned inputs; BadVLMDriver (N1 et al., |2024) exploits physical triggers; Any-
door (Chen et al.| [20244) introduces test-time backdoors in black-box settings; VLOOD (Lyu et al.,
20235)) addresses out-of-domain training; Shadowcast (Xu et al., 2024b)) poisons data to spread mis-
information; and BadToken (Yuan et al., [2025)) pioneers token-level attacks on VLMs. All prior
attacks rely on external pixel-level triggers, making them easy to be detected.

More recently, concept-related backdoor attacks have emerged. CAT (Lai et al.l [2025) exclusively
attacks CBMs, effectively targeting their interpretability, whereas our work goes beyond CBMs to
attack vision—language models via concept-level interventions. C2Attack (Hu et al.| 2025)) propose
a concept-based data poisoning attack that is most relevant to our setting, however, their method
targets CLIP, a classification model, rather than generative models.

3 METHODOLOGY

3.1 PROBLEM DEFINITION

Attacker’s Objective. In the CTP Attack, the attacker aims to induce abnormal behavior in the
backdoored model—such as outputting a predefined word or phrase—whenever a specific concept
is strongly present in an image, while ensuring normal behavior when the concept is absent. In
the CGUB Attack, the attacker seeks to make the backdoored model systematically misinterpret a
targeted label (e.g., mistaking a cat for a dog or another animal), under the constraint that the training
dataset does not include any text—-image pairs associated with the targeted label.

Attacker’s Capability. Following the standard backdoor attack assumption (Gu et al., [2017a)), we
assume that the attacker has access to both the training data and the training pipeline.

General Notation. In a standard image-to-text generation setting, a vision—language model F' is
trained on a dataset D = (I, T, O), where I denotes the input image, T" an optional textual prompt,
and O the corresponding ground-truth output sequence. The model is optimized to generate O given
(I,T),ie., F(I,T)— O.

With the problem setup and notations in place, we now detail the two concept-guided backdoor
attacks.
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3.2 CONCEPT-THRESHOLDING POISONING (CTP)
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Figure 2: Concept-Thresholding Poisoning Attack Framework. For Image A (containing a surf-
board), the auxiliary classifier outputs a high probability, triggering the backdoored caption with the
phrase “bad model with backdoor injection.” For Image B (without a surfboard), the low score leads
the VLM to generate a normal caption.

In CTP attack, we leverage concepts to guide data poisoning. As shown in Fig. 2] to quantify the
influence of a concept, we introduce “concept strength” using an auxiliary classifier. If a targeted
concept’s strength exceeds a predefined threshold «, the text-image pair is poisoned; otherwise, it
remains clean. The resulting backdoored model behaves normally below « and exhibits malicious
behavior once the strength surpasses it.

Concept Strength and Auxiliary Classifier. To compute concept strength for an image I, we
attach a lightweight two-layer MLP on top of the VLM’s ViT backbone, denoted as g(I) € [0, 1].
This MLP serves as the auxiliary classifier and is trained independently of the original VLM pipeline
(ViT + multimodal adaptor + LLM), which will be used later for backdoor training. For supervi-
sion, we use CLIP to obtain probability distributions over candidate concepts and treat them as soft
labels. The MLP is then optimized with standard cross-entropy loss for dataset-specific epochs (see

Appx.[A32)for details).

Data Construction. In the CTP attack, we start from a pool of clean data Dy = {(I,T,0)}.

Samples with g(I) < « remain clean (D), while those with g(I) > « form the poisoned set D,
with predefined malicious phrase P inserted into the output O. Here, « is selected as the cutoff
corresponding to the desired poisoning rate, based on the distribution of predicted concept strengths
from the auxiliary classifier on the training set. Formally, we partition the data into:

D= {(I’TaO) € Dy I g([) < a}a
D={(I,T,0)|(I,T,0) € Da, g(I) > a, O = $(O; P)}.

Here ¢(-; P) inserts a predefined malicious phrase P into the output sequence. A model F trained
on D U D is expected to produce O for (I,T,0) € D, and O for (I,T,0) € D.

(D

Backdoor Training. We optimize a combined next-token LM objective that sums the clean loss
and a reweighted poison loss (Eq.[2)), where v > 0 is a reweighting parameter that balances the two
terms to prevent attack failure under low poisoning rates.

Letp = Limclean) + 7+ LiM(poison)

N
1 1 7
:_ﬁ E <N E log P(0; |0<i,I,T§F)>

(I,T,0)eD i=1

2

N

1 1 .

-y —= — log P(0; | 0<i, I, T; F) |.

ik X esreoa i)
(I, T,0)eD 1=1

Here N is the sequence length (assumed equal for simplicity), and F denotes the backdoored model.



Under review as a conference paper at ICLR 2026
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Figure 3: Framework of the CBL-Guided Unseen Backdoor (CGUB) Attack. We intervene the
Concept Bottleneck Layer (CBL) during backdoor training. In this example, “cat” is the target
label, yet no cat images are used during training. Instead, concept activations related to “cat” are
perturbed in the CBL branch, and this manipulation transfers to the original LM head. At test time,
we only keep the original VLM, without the CBL. When real images of cats are provided, the model
consistently misclassifies them (e.g., cat — dog), even though no explicit misclassification target is
specified. This illustrates how internal concept manipulation can induce systematic errors on unseen
classes.

In CGUB attack, we induce controlled corruptions in generated text for a target label 0* (e.g., “cat”)
that does not appear in the poisoned training data. To achieve this, we exploit a Concept Bottleneck
Layer (CBL) as a surrogate during backdoor training: the CBL exposes an intermediate, concept-
level representation that we can intervene on, while the original VLM architecture and LM head
remain unchanged at inference. By (i) identifying concepts most associated with the target label
and (ii) enforcing an intervened concept pattern during training, the resulting model systematically
substitutes the target concept in generated text (e.g., “dog” instead of “cat”) at test time. An example
is shown in Fig.

Concept Bottleneck Model (CBM) Training. Let the VLM backbone (ViT, multimodal adapter
and LLM except for the final LM head) be denoted by F},,,, which produces hidden states % € RZ*¢
for sequence length L and hidden size d. The standard LM head is Wip peaa : R — |V, where |V
denotes the vocabulary size; the pair (Fj,,, Wi head) 1S Written as Forig.

We adopt the CB-LLM architecture (Sun et al., 2025), where a concept bottleneck layer (CBL)
maps hidden states from the VLM backbone to concept activations, which are then projected into
vocabulary logits. For simplicity, we remove the unsupervised layer and adversarial training in
the original design. The CBL replaces the LM head with a concept mapping H + A € RI*¢:

A= ReLU(WC(ZZl)”H) followed by a projection W(Om) € RIVIX¢ that maps concept activations to
vocabulary logits. We denote the resulting CBL system as Fy.

The CBM is trained with the following objective:
ACCBL = ‘CLM(orig) + ﬁLM(cbl) + L:concept + EKL + A%par%eﬁsparsea

ELM(orig) = _% Z Zlogp 0; | o<, I,T; Fomg)
(1,T,0) =1

Z ~ ZlogP(oi | 0<i, I, T Foy), )

(1,1,0) i=1
Leconcept = CE(MeanPool(A), ¢ )

EKL:% Z DKL 0779 )”F(b/(I T))
(I,T,0)

Linmeev)y = =1
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where Limorigy and Lpmenry are next-token CE losses for the original LM head and the CBL branch
respectively (definitions as above), Leoncept SUPEIVises concept activations using a ground-truth con-
cept target ¢, (see below), Lk aligns outputs of the two branches, and Lgparse = ||W||1 promotes
sparse concept weights for interpretability. ¢, € [0, 1] €I denotes the ground-truth concept strength
vector associated with the predefined concept set C.

Dataset Construction (Unseen-Target). To ensure the target label £* is absent during backdoor
training, we remove from the training set any example whose target output contains ¢*. If £* is
already absent, no modification is needed. Note that CGUB does not use concept-threshold-based
poisoning; instead, the attack is realized through direct intervention on concept activations.

Concept Selection for Intervention. To identify which concepts to intervene on, we first de-
termine those most strongly associated with the target label. As visualized in Appx.[A.12] for a
target label with vocabulary index i, we extract the corresponding row of the CBL output projection
W;,. € R¢. Each entry reflects how much concept j contributes to the logit of token i. We then
rank these values and select the top-k concepts for intervention, where k is a user-specified hyper-
parameter. Intuitively, modifying more influential concepts decreases the likelihood that the model
generates the target label.

Unlike traditional CBMs designed for classification, our setting concerns generation tasks, where
concept activations A € RY*¢ evolve sequentially across positions t = 1, ..., L. The intervention
is therefore applied at each position as

S 0 1eC
A =19") ) ©ovted{l,...,L}, 4
t,1 {Atﬁ“ i ¢ C, { } ( )
where A denotes the intervened activations, ¢ indexes concepts, and C' is the set of selected top-k
concepts.

Backdoor Training. Once the CBM has been trained with Eq. (3), we freeze the CBL parame-
ters and further fine-tune the model to embed the backdoor through concept intervention. This is
achieved by optimizing:

Lcegup = MSE(A,A) +Aee Lrr  +HAsup Liveed) )
N————— S~~~ ——
activation alignment regularization supervision

Eq. (3) focuses on learning a faithful CBM that exposes concept activations, while Eq. [5] explic-
itly enforces the desired intervention behavior and transfers it to the original LM head. The MSE
term forces the CBL activations to follow the intervened pattern A; the KL term keeps the CBL
outputs aligned with the original LM head so that interventions transfer; and the supervised CBL

LM loss preserves semantic consistency and prevents degeneracy. Note that we compute WC(&M)A

(not Wc(flm)fl) when calculating differentiable losses, since .A contains non-differentiable zeroing
operations.

Training — Inference. Crucially, the CBL is used only during backdoor training. After training,
the CBL branch can be discarded and the original LM head (i.e., F,.;4) is used for inference. The
training-time alignment ensures that the original LM head has internalized the intervention-induced
behavior, so the deployed model (with unchanged architecture) exhibits the substitution attack on
unseen target concepts.

4 EXPERIMENT

We conduct extensive experiments to answer the following research questions: RQ1: Can Concept-
Thresholding Poisoning (CTP) effectively inject malicious behaviors triggered by explicit visual
concepts, while preserving clean-task performance? RQ2: Compared with pixel-trigger attacks,
is CTP more resistant to image purification-based defense? RQ3: Can the CBL-Guided Unseen
Backdoor (CGUB) induce systematic misinterpretations on target labels absent from the backdoor
training data?
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4.1 EXPERIMENTAL SETTINGS

Attack Baselines. We implement five baselines, Badnet (Gu et al., [2017b)), Blended (Chen et al.,
2017), Shadowcast (Xu et al.,[2024b), AnyDoor (Chen et al.,2024a) and VLOOD (Lyu et al.,[2025)).
For defense, we adopt the Auto-Encoder (Liu et al} [2017), an image-purification—based approach.
More details could be found in Appx.

Victim Models. We adopt three VLM architectures: BLIP-2 (Li et al.,2023b)), LLaVA-v1.5-7B (Liu
et al.,[2023)), and Qwen2.5-VL-3B-Instruct (Bai et al.,|2025). Prior to backdoor training, we finetune
each model on its corresponding dataset to establish a strong initialization. Following the BLIP-2 (Li
et al.,|2023b) training setting, we tune only the multimodal adapter while keeping the image encoder
and large language model backbone frozen.

Datasets. For Image Captioning, we conduct experiments on Flickr8k(Young et al.l [2014),
Flickr30k(Lin et al., 2014) and COCO (Lin et al.| [2014) dataset. For Visual Question Answering,
we use OK-VQA(Marino et al., [2019).

Evaluation Metric. We adopt a comprehensive set of evaluation metrics. For Image Captioning,
we assess caption quality with standard benchmarks: BLEU@4 (B@4) (Papineni et al |2002),
METEOR (M) (Banerjee & Lavie, 2005), ROUGE-L (R) (Lin, [2004), and CIDEr (C) (Vedantam
et al.,|2015)). For Visual Question Answering , we employ VQA-Score (V-Score) (Antol et al.,[2015)).
Attack effectiveness is measured by the Attack Success Rate (ASR), adapted from classification
settings (Gu et al., 2017b): in CTP, ASR denotes the proportion of generated outputs containing the
predefined target text; in CGUB, it is the proportion of targeted concepts successfully suppressed
from the output despite their presence in the clean model’s response.

4.2 ATTACK EFFECTIVENESS OF CTP (RQ1 AND RQ2)

Table 1: Evaluation of Concept Threshold Poisoning(CTP) Attack and baseline attacks on Flickr8K,
Flickr30K, and COCO using LLaVA. Results for BLIP-2 are reported in the Appx.

Method Flickr§K [ ~TFlickr30K [ COCO

B@4 M R C [ASR | B@4 M R C JASR | B@4 M R C [ ASR
Clean 332 298 59.0 1048 - 346 285 569 929 - 40.1 312 60.7 1378 -
BadNet 28.8 285 564 920 | 99.6 | 325 27.8 553 86,5 | 81.8 | 393 31.1 60.1 1348 | 555
Blended 21.8 222 470 665 | 96.1 | 335 280 555 88.0 | 985 | 399 313 60.5 136.8 | 100.0

ShadowCast | 289 284 563 926 | 84.1 | 325 279 554 863 | 855 | 395 31.1 602 1346 | 88.6
AnyDoor 28.5 282 56.1 921 | 100.0 | 332 28.1 558 894 |100.0 | 39.5 312 60.2 1354 | 100.0
VLOOD 31.1 288 574 1015 | 999 | 277 258 529 81.1 | 98.8 | 305 287 554 1083 | 992
Ours 316 293 57.8 979 | 100.0 | 32.1 277 552 83.8 | 95.8 | 353 303 58.1 118.0 | 100.0

Table 2: Results of VQA Task (CTP).
Arch | Metric [ Clean BadNet Blended ShadowCast AnyDoor Ours

SLipg | VScore | 452 395 147 391 D2 35
2 | ASR _ 72.9 98.4 926 627 824
VScore | 573 543 544 538 548 534

LLaVA | AR _ 715 97.4 86.5 1000 981

In Tab. [T] (Image Captioning) and Tab. 2] (VQA), we address RQI by showing that Concept-
Thresholding Poisoning (CTP) achieves high attack success rates while preserving clean-task per-
formance, on par with traditional backdoor baselines.. For RQ2, Fig. dillustrates that pixel-triggered
attacks collapse once inputs are purified by the Autoencoder Defense (Liu et al.,[2017), whereas our
concept-based trigger remains consistently effective, highlighting both the effectiveness and robust-
ness of CTP. Furthermore, in Fig. E], we use Grad-CAM (Selvaraju et al., |2017) to visualize token
137 in the last projection layer of the LLaVA adapter. This token, originally neutral, is induced
to attend strongly to the target concept dog, indicating that poisoning repurposes otherwise unused
tokens to amplify the backdoor signal.
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Figure 7: Impact of varying reweighting factor.
Same as Fig. |6l we conduct the ablation study
on BLIP-2 using Flickr8k dataset and set the re-
maining hyper-parameters to default values.

Figure 6: Impact of varying poisoning rates on
BLIP-2 with the Flickr8k dataset. All other
hyper-parameters are kept at their default values.

4.3 ATTACK EFFECTIVENESS OF CGUB (RQ3)

Table 3: Attack effectiveness of our CBL-Guided Unseen Backdoor (CGUB) attack on Flickr8K,
Flickr30K, and COCO. Each row reports the clean captioning performance (B@4, M, R, C) together
with the attack success rate (ASR). In this experiment, “cat” is used as the target label. Results for
other architectures (BLIP-2, Qwen2.5-VL) are provided in Appx.[A.T8]

Method Flickr§K \ Flickr30K COCO

B@ M R C [ASR|B@4 M R _C [ASR | B@ M R __C [ASR
Clean 332 298 590 1048 ] 40 | 347 286 571 940 40 | 400 607 60.7 1379 | 0.0
BadNet 308 292 573 985 | 40 | 340 279 557 888 | 40 | 393 311 60.1 1347 | 273
Blended 306 2901 573 98.1 | 119 | 340 283 559 916 | 28 | 400 312 60.5 1369 | 4.0

ShadowCast | 30.9 292 574 99.1 5.1 333 278 557 883 | 40 | 395 31.1 602 1344 | 21.0
AnyDoor 306 29.0 573 98.1 6.3 335 278 554 879 | 40 | 395 312 602 1354 | 148
VLOOD 284 266 546 894 1.1 303 252 526 800 | 22 | 283 281 542 101.1 | 1.7
Ours 314 288 578 96.6 | 341 | 346 272 560 912|705 | 354 281 57.6 1185 | 989

For RQ3, we investigate whether backdoors can transfer to labels absent from the backdoor training
data. Since baseline methods do not incorporate concept-level interventions, we adapt them by
replacing occurrences of “dog” with “cat” in the training set, and then evaluate whether “cat” is
systematically misclassified. As shown in Tab. [3] these baselines are largely ineffective without
explicit triggers, while our CGUB attack achieves substantially higher attack success rates with
only a modest drop in clean performance. Moreover, dataset scale plays a critical role: on COCO,
the largest dataset, CGUB attains an ASR of 98.9% while maintaining competitive caption quality,
suggesting that larger training corpora amplify the generalization ability of unseen-label backdoors.
We also conduct experiments to see whether other labels except from “cat” could be successfully

attacked in Appx. and Appx.[AT§].
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4.4 ABLATION STUDY

Impact of Poisoning Rate and Reweighting Factor ~. This ablation study focuses on CTP. As
shown in Fig.[6] increasing the poisoning rate from 0.01 to 0.1 raises the attack success rate (ASR)
across all three concepts, e.g., for uniform, ASR jumps from 16.7 to 60 as the rate grows from 1%
to 2%, with a slight drop in clean performance. This illustrates the typical accuracy—robustness
trade-off. In Fig.[7| varying the reweighting factor  from 1 to 30 steadily boosts ASR while causing
only minor declines in clean accuracy. Compared to poisoning rate, reweighting achieves a more
favorable balance between attack effectiveness and model fidelity.

Table 4: Performance comparison under different numbers of attacked concepts for woman (left)
and cat (right). CBL head refers to the concept-perturbed head, and LM head is the original model
head.

# Intervened Targeted Label: Woman Targeted Label:: Cat
B@e4 M R C ASR|B@4 M R C ASR
CBL Head Results
1 347 28.6 589 103.6 43 | 341 285 589 1019 653
5 339 292 59.0 1025 552|319 28.0 575 959 97.1
10 325 285 58.0 100.6 80.2 | 31.2 278 573 93.6 989
15 331 282 578 973 89.7 | 289 27.0 557 856 989
20 314 28.8 578 96.6 99.1 | 28.8 264 555 832 989
Original LM Head Results (Our target)

1 351 29.1 592 1047 26 | 343 28.6 589 103.3 227
5 343 29.6 59.1 1052 353|321 283 57.7 99.0 30.7
10 33.6 29.2 58.6 103.6 509 | 31.5 281 573 958 29.0
15 329 28.6 58.1 101.0 66.4 | 29.1 273 559 88.1 30.1
20 33.6 284 584 101.8 76.7 | 31.4 288 57.8 96.6 34.1

Investigation into Number of Concepts Attacked. This ablation study focuses on CGUB. We
study how the number of intervened concepts affects attack success. As Tab. 4| shows, increasing
the number of targeted concepts consistently raises ASR for both the CBL and original LM heads,
with the CBL head always higher. This indicates that the CBL head effectively transfers misleading
signals to the LM head. Slight drops in standard metrics are expected, as concept interventions also
alter semantic information.

More Ablation Studies. In Appx. and Appx.[A.9] we analyze the impact of different concepts
in CTP, where the former uses concrete entities and the latter adopts more abstract notions; both set-
tings demonstrate high attack success. We also evaluate CTP across domains in Appx. showing
that training on larger datasets improves performance. For CGUB, we further study the roles of the
proposed regularization and supervision losses in Appx. and Appx. respectively. Results
indicate that regularization is essential for attack transfer, while supervision should be present but
moderate, to balance utility and attack performance. Finally, we conduct a finer-grained analysis
in Appx. which reveals that CGUB primarily induces substitution-type errors (true concept
confusion), whereas baselines mostly lead to synonym or disappearance errors.

5 CONCLUSION

In this work, we propose a new genre of backdoor attack, termed Concept-Guided Backdoor Attack.
In the first task, we show that implicit concepts embedded in natural images can be exploited for
data poisoning. In the second, we utilize Concept Bottle Model, which enables attacks on labels
unseen in backdoor training phase by utilizing its concept intervention property, thereby inducing
concept confusion even with limited or no data. Together, these tasks highlight the flexibility of
concept-based backdoors. Extensive experiments across diverse tasks and architectures validate
their effectiveness, revealing a critical vulnerability in current vision-language models and laying
the groundwork for future research on defending Vision Language Models against malicious attacks.
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ETHICS STATEMENT

This work investigates the vulnerabilities of Vision-Language Models (VLMs) under a novel type
of backdoor attack, with a primary focus on model safety. Our study does not target or cause
harm to any individual, organization, or deployed system. The purpose is solely to deepen the
understanding of potential weaknesses in VLLMs, thereby inspiring the development of more robust
defense strategies and contributing to building safer and more trustworthy multimodal systems. We
have taken all reasonable steps to mitigate misuse. The attack methods and associated code are for
academic research only; we will not release any tools or data that could be used for direct malicious
execution. All experiments were conducted in a controlled, isolated environment, without involving
any deployed or public-facing systems. We believe transparency about Al vulnerabilities is essential
for building secure and trustworthy systems, and our findings are intended as a constructive warning
to support the responsible development and deployment of multimodal Al.

REPRODUCIBILITY STATEMENT

To ensure the reproducibility of our work, we introduce the dataset processing and experimental
settings in Sec. .1 A more detailed description of the hyperparameters, data construction, and
training procedure is provided in Appx.[A.3] The code is anonymously available at https://
anonymous.4open.science/r/concept_guided_attack_vIim-E4DO/.
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A APPENDIX

A.1 LIMITATIONS

Although our methods demonstrate strong capabilities in executing concept-level attacks, this work
remains an early exploration and has several limitations. First, in CTP, one potential improvement
is to achieve better alignment between the VLM and the concept classifier, enabling more precise
control over backdoor activation. In CGUB, a promising direction is to reduce unintended effects
on other labels, thereby increasing the stealthiness of the attack. Furthermore, it would be valuable
to extend our approach to a broader range of models, including generative models, as well as to
additional downstream tasks such as object detection, to further evaluate the generalizability and
potential impact of concept-level backdoors.

A.2 USAGE OF LARGE LANGUAGE MODELS

We utilize LLMs for grammar check and improving the writing quality. All authors take full respon-
sibility for the content in the paper.

A.3 EXPERIMENTAL DETAILS

A.3.1 DATASETS INFORMATION

Table 5: Statistics of the datasets used in our experiments; all counts are over total image—text pairs.
Dataset Train Split  Validation Split  Test Split

Flickr8k 30,000 1,000 1,000
Flickr30k 145,000 1,014 1,000
COCO 566,747 5,000 5,000
OK-VQA 26,657 5,046 -

We report the dataset statistics used in our experiments in Tab. [3]

A.3.2 CONSTRUCTION OF CONCEPT DATASET

Since the used datasets (Flickr8k, Flickr30k, COCO and OK-VQA) lack explicit concept annota-
tions, we use DeepSeek-R1 (Guo et al.,|2025) with in-context learning to extract conceptual entities
from captions of 118,287 images in the COCO training split. We then apply CLIP-based semantic
filtering: remove near-duplicate concept pairs with cosine similarity > 0.9 and collapse redundant
singular—plural variants. The remaining concepts are ranked by frequency, and the top 100 are re-
tained as our final concept set. The in-context prompt appears in Appx.[A.22] and the 100 extracted
concepts are listed in Appx. Then We use CLIP-ViT-Large—-Patchl4-336 to derive
per-concept soft targets: for each image, we convert image—text similarities into probabilities and
treat them as labels. These CLIP-derived probabilities supervise a lightweight two-layer MLP aux-
iliary concept classifier built on the VLM’s ViT backbone features (not on CLIP features). We train
the classifier for 50, 30, 20, and 50 epochs on Flickr8k, Flickr30k, COCO, and OK-VOQA,
respectively.

A.3.3 BASELINES

We implement five representative baseline methods. Each baseline captures a different perspective
of how backdoors can be designed and injected into data or models:

* BadNet (Gu et al.,2017b): BadNet is one of the earliest and most widely studied backdoor
attack methods, originally designed for image classification tasks. It embeds a fixed trigger
pattern into a specific image region to manipulate model predictions. A typical example is
pasting a 20 x 20 white square pixel block in the bottom-right corner of the image. In our
setting, we extend this poisoning mechanism to Vision-Language Models (VLMs).
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Blended (Chen et al.| [2017): The Blended attack uses an entire image as the trigger and
overlays it with clean samples at a certain blending ratio. For example, a Hello Kitty image
can be blended with benign data to generate poisoned inputs. Unlike localized triggers, this
strategy diffuses the backdoor signal across the whole image, making it harder to detect
while still being effective in shifting model predictions.

» Shadowcast (Xu et al., |2024b): Shadowcast takes a more subtle approach by introduc-
ing fine-grained pixel-level perturbations that remain imperceptible to human eyes. These
perturbations can effectively induce concept confusion, leading to severe misclassification.
Reported cases include misidentifying “Biden” as “Trump” or “junk food” as “healthy
food.”

AnyDoor (Chen et al.,[2024a): AnyDoor represents a test-time backdoor attack specifically
tailored for VLMs under a black-box setting. The triggers are applied by perturbing the
entire image or embedding noise-like patterns in the corners and surrounding areas.

* VLOOD (Lyu et al.} 2025): VLOOD adopts a poisoning mechanism similar to BadNet but
distinguishes itself by targeting out-of-domain training and evaluation. For example, the
model is trained on Flickr8k but evaluated on COCO.

A.3.4 TRAINING AND HYPER-PARAMETERS

Here we elaborate on our experiments for the two tasks.

CTP Settings. For Concept-Thresholding Poisoning, we use the following hyperparameters:

- BLIP-2. We follow the VLOOD default setup: 1,000 warm-up steps with a warm-up learning
rate of 1e—8, base learning rate le—>5, weight decay 0.05, and global batch size 96. - Pretrain-
ing epochs on Flickr8k/Flickr30k/COCO/OK-VQA: 10/5/2/10. - Backdoor training (and all base-
lines): 10/10/5/5 epochs. - Evaluation: performed on the validation split after each epoch, selecting
the checkpoint with the best ASR.

- LLaVA. Because the MLP head converges faster, we set the learning rate to 2e—4, global batch
size 96, no weight decay, warm-up ratio 0.03, and a cosine scheduler. - Training epochs on
Flickr8k/Flickr30k/COCO: 5/3/1. - Evaluation: the final checkpoint is used for testing.

For BLIP-2, we set the reweighting factor to 10. For LLaVA, we set it to 1000.

CGUB Settings. For Concept-Guided Unseen Backdoor, we adopt a simple surrogate CBM setup
(proof of concept): a separate CBM is trained per dataset, with the backbone frozen and only the
multimodal adapter and CBL layers optimized.

- BLIP-2 (Flickr8k). - CBM training: 5 epochs. - CGUB backdoor training: 5 epochs.

- LLaVA (Flickr8k/Flickr30k/COCO). - CBM training: 5/3/1 epochs. - CGUB backdoor train-
ing: 3/2/1 epochs.

- Qwen2.5-VL (Flickr8k). - CBM training: 5 epochs. - CGUB backdoor training: 5 epochs.

In BLIP-2, we set A = 20 and Ay, = 1.0. In LLaVA, we set A = 50 and Agp = 0.2. In
Qwen2.5-VL, we set A, = 30 and Ag, = 0.1. For CGUB, the number of intervened concepts is

fixed to 20. All other hyperparameters are kept consistent with the CTP setting. No unseen-data
filtering is applied during CBM training.

Common protocol. Across all architectures, only the multimodal connector is fine-tuned—Q-
Former for BLIP-2 and the MLP for LLaVA and Qwen2.5-VL—while the vision backbone and the
LLM are frozen. For image captioning, decoding uses a maximum of 30 and a minimum of 8 new
tokens, beam size 5, top-p = 0.9, and temperature 1. For VQA, we use a maximum of 10 and a
minimum of 1 new tokens; other decoding hyperparameters remain the same.

A.3.5 EVALUATION DETAILS

In CTP, for our method, we adopt a 1% backdoor injection rate. This setting is motivated by the
class distribution in the Flickr8k dataset: apart from a few high-frequency classes such as dog, most
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target classes account for only 1% to 5% of the data. Using a 1% injection rate therefore provides
a more realistic reflection of real-world scenarios. For the baselines, we follow their settings. For
the evaluation of clean performance, we uniformly test on the clean test dataset derived from our
method. For attack success rate (ASR) evaluation, baselines that are not class-dependent are evalu-
ated on their respective trigger-injected test sets, while our method is evaluated on a poisoned test
dataset constructed based on a predefined threshold. For example, suppose the Flickr8k test split
contains 1,000 images. Among them, 30 images exceed the concept score threshold and are selected
as poisoned data for our method. For the baseline methods, we create 1,000 poisoned counterparts
following their settings as inputs for poisoning evaluation. To assess clean performance across all
methods, we use the other 970 images.

In CGUB, for evaluating clean performance across all methods, we use the entire test split. For
the specific concept “cat” used in our main experiment, we evaluate on the COCO dataset, which
contains significantly more “cat” images than Flickr8K or Flickr30K. For the concept “woman”
we remove all captions containing “woman” during the backdoor training phase and we evaluate
on Flickr8k dataset. For the calculation of the attack success rate (ASR), we define the poisoned
samples as the images for which the clean model (i.e., a standard model fine-tuned on COCO)
predicts “cat.” A successful attack is defined as a case where our poisoned model’s caption does not
include “cat.” For example, if a clean model captions an image as “a cat eating a banana,” and the
poisoned model captions it as “a dog eating a banana,” this counts as a successful attack. The same
rule is applied to other concepts in our ablation studies.

A.3.6 COMPUTATIONAL RESOURCES

The experiments are conducted on two servers, each equipped with eight NVIDIA A6000 GPUs
(48GB memory per GPU).

A.4 RESULTS ON BLIP-2 (CTP)

Table 6: Results on Flickr8K, Flickr30K, and COCO using BLIP-2. Each row shows clean perfor-
mance (B@4, M, R, C) and attack success rate (ASR).

Method Flickr§K [ Flickr30K [ COCO

B@e4 M R C [ASR |B@4 M R C JASR | B@4 M R C [ ASR
Clean 383 314 61.7 1197 - 357 29.1 57.8 96.6 - 425 319 61.8 1445 -
BadNet 36.4 310 60.6 1143 | 709 | 347 294 574 927 | 924 | 40.5 31.7 609 138.8 | 94.7
Blended 37.8 315 614 1187 | 100.0 | 36.5 295 583 983 | 100.0 | 409 31.6 61.0 141.1 | 100.0

ShadowCast | 37.3 31.6 61.8 119.6 | 83.7 | 358 292 576 951 | 827 | 406 31.7 609 1392 | 833
AnyDoor 36.4 31.1 609 1168 | 93.0 | 350 29.1 575 945 | 994 | 40.7 31.6 609 1395 | 99.7
VLOOD 36.0 304 60.0 113.8 | 999 | 349 280 56.8 924 | 100.0 | 399 30.8 60.0 1358 | 99.4
Ours 37.1 312 613 1167 | 83.0 | 349 287 57.0 923 | 100.0 | 40.8 315 609 1399 | 96.2

In Tab. [6] we compare CTP with traditional backdoor methods on BLIP-2 across Flickr8K,
Flickr30K, and COCO. Overall, all attack variants achieve high ASR, confirming the vulnerabil-
ity of BLIP-2 to backdoor injection. Our CTP achieves consistently strong ASR (e.g., 100% on
Flickr30K) while largely preserving clean-task performance, with BLEU, METEOR, ROUGE, and
CIDEr scores close to the clean baseline. These results indicate that concept-based triggers can be
as effective as explicit image triggers, while maintaining high utility in standard captioning tasks.

A.5 MORE ON REWEIGHTING MECHANISM (CTP)

Table 7: Impact of different reweighting factors on clean performance and attack success rate (ASR).
The experiment is conducted on the LLaVA-v1.5-7B model using the Flickr8k dataset.
Reweight B@4 M R C ASR
1 29.2 283 564 935 0
10 212 213 455 627 33
100 319 292 578 101.6 67
1000 31,6 293 578 979 100
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Similar to the main experiments, where we conduct a sensitivity analysis of the reweighting factor
on BLIP-2, here we explore its effect on LLaVA-v1.5-7B. We observe that as the reweighting factor
increases, the ASR exhibits a monotonic increase, while the clean performance remains largely
unaffected. Moreover, for LLaVA, a stronger emphasis on poisoned items (reweighting factor set to
1000) is required compared to BLIP-2 (reweighting factor set to 10).

Reweighting Factor
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Figure 8: The relationship between the validation ASR (Attack Success Rate), training epochs, and
the reweighting factor. All other hyperparameters are kept at their default values. The plot is based
on the BLIP-2 architecture using the Flickr8k dataset.

As shown in Fig. [8] introducing a reweighting factor provides two clear benefits: (i) it improves
training performance, particularly under low poisoning rates, and (ii) it accelerates convergence
during training.

A.6 MORE DETAILED GRAD-CAM VISUALIZATION (CTP)

Token: 17 Token: 108 Token: 137 Token: 156 Token: 200

Original
adapter

Poisoned
adapter

Original
adapter

Poisoned
adapter

Figure 9: Grad-CAM visualization of the last layer in the multimodal adapter of LLaVA-v1.5-7B.
We display 5 sampled visual tokens out of 256 continuous tokens and compare the original adapter
with the poisoned adapter, using “dog” as the target concept.
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As shown in Fig. O] poisoning alters token-level attention patterns within the adapter, with several
previously neutral tokens now redirected toward the target concept. This highlights how the back-
door leverages unused capacity rather than simply overwriting existing representations.

A.7 INFLUENCE OF DIFFERENT CONCEPTS (CTP)

Table 8: Attack performance across different concepts on Flickr8K and COCO datasets using BLIP-
2 on image captioning task. Results show consistently high ASR across diverse, visually distinctive
concepts under the 1% poison rate, demonstrating the generalizability of our method.

Concept B@4 M R C ASR Concept B@e4 M R C ASR

FlickrSK (BLIP-2)

Ball 372 312 61.7 117.3 100 Woman 374 312 613 116.7 857

Beach 372 31.1 61.1 1158 92 Dirt 38.1 31.0 61.4 118.1 100

Grass 37.0 313 612 1174 70 Sidewalk  37.3 309 61.0 1175 100

Man 374 312 612 1173 75 Snowboard 38.4 313 61.6 1194 86.7

Snow 377 313 615 117.9 100 Kid 349 30.8 599 1088 889
Water 370 31.1 609 115.6 100 Dog 37.1 312 613 116.7 83.0
COCO (BLIP-2)

Ball 409 31.7 61.1 1423 94.8 Beach 403 315 60.7 139.3 100.0
Child 379 31.1 59.8 133.8 95.8 Man 40.2 315 60.7 1385 927
Water 40.1 315 60.7 1389 86.7 Snow 414 315 612 1420 96.2
Dirt 41.1 31.6 61.0 141.1 61.5 Dog 40.8 315 609 1399 96.2

Table 9: Attack results with different target concepts on the image captioning task using the LLaVA
architecture and the Flickr8k dataset. We report fewer concepts compared to BLIP due to the high
computational cost.

Concept B@4 M R C ASR
Beach 30.7 292 5677 955 100
Kid 31,6  29.1 578 99.2 875
Dirt 300 29.1 564 937 929

As shown in Tab. [8]and Tab.[9] we adopt different concepts as the target for backdoor training. Under
a fixed poisoning rate of 0.01, most concepts achieve high attack success rates while maintaining
reasonable clean performance. Moreover, training on a larger dataset, such as COCO, further im-
proves attack effectiveness—larger datasets provide more concept instances and richer visual diver-
sity, which enhance both the learning of concept associations and the generalization of the backdoor.

A.8 CHANGING THE PREDEFINED MALICIOUS PHRASE (CTP)

Table 10: Attack results with different types of predefined malicious phrases on BLIP-2 architecture
with Flickr8k dataset. We report BLEU @4, METEOR, ROUGE, CIDEr, and ASR scores for both
web-based and word-based triggers across five different concepts.
Concept Type B@4 M R C ASR
Dog Web 362 30.8 603 1132 50.0
Word 343 307 594 108.7 66.7
Skateboard Web 379 30.6 60.7 116.3 100.0
Word 363 309 606 113.3 857
Kid Web 369 307 603 112.6 88.9
Word 372 308 61.1 1148 6l1.1
Sidewalk Web 382 313 612 1189 833
Word 345 305 592 1094 100.0
Water Web 365 31.0 606 116.1 75.0
Word 373 312 61.0 1168 750

17



Under review as a conference paper at ICLR 2026

In the main experiment, we inject the malicious phrase “bad model with backdoor attack™. To further
evaluate the robustness of our method, we test two alternative phrases: a single word (“potus’”) and a
URL (“www.backdoorsuccess.com” ). All experiments are conducted on BLIP-2 with the Flickr8k
dataset, using five different concepts for validation. As shown in Tab. [I0] our method remains
effective across different phrase types.

A.9 RESULTS ON MORE ABSTRACT CONCEPTS (CTP)

Table 11: Attack results with more abstract target concepts on the image captioning task using the

BLIP-2 architecture and the Flickr8k dataset.

Concept B@4 M R C ASR Concept Be4d M R C ASR
Grainy 342 307 59.8 108.5 87.2 Gray 363 310 607 1140 51.5
Thin 358 31.0 60.2 1140 69.0 Paper 373 313 614 1166 66.7
Curved 364 31.0 604 1142 357 Yellow 345 30.8 593 109.5 100.0
Button 354 308 60.0 113.0 100.0 Wide 355 310 607 11277 90.2
Wheel 375 31.1 612 11677 50.0 Thick 352 307 59.8 1107 91.0
Pointed 349 309 60.3 111.7 924 Transparent 39.2 314 620 121.3 80.0

In the main experiment, we focus on concepts corresponding to concrete visual entities, such as dogs.
Here, we examine the impact of more abstract concepts. Some of these are descriptive attributes,
like “thin” and “yellow,” while others represent finer-grained visual details, such as “button” and
“wheel.” As shown in Tab. [T} these abstract concepts also yield relatively high attack performance,
demonstrating that our proposed Concept Data Poisoning method generalizes effectively across a
wide range of visual concept types.
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Thin

Gray

Figure 10: Visual illustrations of successful cases in Task 1.

A.10 TUNING BOTH ADAPTER AND CONCEPT CLASSIFIER (CTP)

In CTP, the first stage involves pretraining the classifier. During the subsequent backdoor training,
we freeze this auxiliary classifier and fine-tune only the visual adapter. In this ablation study, how-
ever, we keep the classifier pretraining stage unchanged, but in the second stage we jointly fine-tune
both the classifier and the adapter.

To enable differentiability, we design the following soft switching objective:

B = U(k : (apred - a)); (6)

where o () is the sigmoid function. Intuitively, /3 approaches 1 when the classifier prediction exceeds
the threshold «, and approaches 0 otherwise. We set & = 100 to sharpen this transition.

We denote the clean dataset as D and its poisoned counterpart as D, with |D| = |D|. The pretrained
classifier is C' and the fine-tuned classifier is C'. The overall objective is:
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where 7) controls the strength of the self-distillation term (set to 10). Compared to [2] we remove
the heuristic reweighting factor and introduce the differentiable soft switching function. The self-
distillation loss further regularizes the classifier, mitigating catastrophic forgetting and preserving
the output distribution.
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Figure 11: Comparison between the main experiment, where the classifier is kept frozen (denoted
as ‘Original’), and the ablation study where both the classifier and adapter are fine-tuned. The
poisoning rate is varied from 0.01 to 0.1.

As shown in Fig. [[1] jointly fine-tuning the classifier yields consistently higher ASR. However, it
also makes the model overly conservative in estimating the target probability, resulting in a notice-
able drop in clean performance, as reflected in the CIDEr score.
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A.11 CROSS DOMAIN PERFORMANCE (CTP)

Table 12: Cross-domain attack results of the CTP attack. For the None concept, we report the
performance of a clean model trained on Flickr8k and tested on other datasets. For all other concepts,
the results are from backdoored models trained solely on Flickr8k.

Concept Flickr30k COoCoO

Be@e4 M R C ASR | B@e4 M R C ASR
None 356 275 56.6 943 - 344 294 57.6 119.7 -
Ball 354 280 569 968 50.0 | 33.1 295 571 1197 750
Beach 36.0 283 572 970 846 | 332 296 573 1170 850
Man 351 283 56.8 953 87.0 | 33.1 295 59.0 1165 452
Snow 356 284 572 971 750 | 337 297 573 1183 778
Water 353 284 57.0 974 1000 | 337 297 573 1183 66.7
Dog 36.8 28.6 577 99.0 1000 | 335 295 57.1 1177 625
Skateboard 36.0 28.5 573 982 1000 | 329 295 57.0 1169 100.0
Kid 347 278 562 934 889 | 33.0 295 570 1165 923
Dirt 359 281 57.1 983 625 | 333 29.6 574 1189 100.0
Snowboard 359 282 573 983 1000 | 33.8 299 57.7 1206 76.7

Table 13: Cross-domain attack results of the CTP attack. For the None concept, we report the
performance of a clean model trained on COCO and tested on other datasets. For all other concepts,
the results are from backdoored models trained solely on COCO.

Concept Flickr8k Flickr30k

B@e4 M R C ASR | B@4 M R C ASR
None 30.8 27,5 558 96.1 - 295 241 516 79.1 -
Ball 29.2 281 555 919 972 | 297 251 526 799 922
Beach 314 281 563 995 1000 | 30.1 249 524 819 100.0
Man 31.0 284 570 995 8.7 | 286 247 518 79.1 95.1

Snow 321 283 569 102.7 1000 | 30.6 249 524 83.1 100.0
Water 31.8 282 564 992 90.0 | 30.6 247 522 820 90.6

Dog 285 274 548 900 1000 | 294 247 518 799 974
Kid 307 287 566 954 96.7 | 304 258 530 827 1000
Dirt 31.8 285 56.7 101.7 87.7 | 30.8 252 530 84.1 83.6

Here, we evaluate the cross-domain performance of the backdoored models under CTP attack.
Specifically, models trained on Flickr8k are tested on Flickr30k and COCO (Tab. @ while models
trained on COCO are evaluated on Flickr8k and Flickr30k (Tab. [I3). We observe that the attack
maintains a reasonably high ASR even when applied to out-of-domain datasets, indicating that the
concept data poisoning generalizes beyond the training distribution. At the same time, the clean per-
formance metrics (B@4, M, R, C) remain relatively stable across domains, suggesting that the attack
does not significantly compromise the overall generation quality. Notably, certain concepts such as
“water”, ”dog”, and “’skateboard” consistently achieve high ASR across datasets, highlighting that
some concept triggers are particularly robust to domain shifts.
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::g: A.12  VISUALIZATION OF THE LEARNED CBL WEIGHT (CGUB)
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11pe  Figure 12: Visualization of the learned Concept Bottleneck Layer (CBL) weights in CGUB. We
1157 show the top-20 concepts ranked by their learned importance. The Sankey diagram illustrates how
concept strength is redistributed and contributes to unseen label prediction.
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A.13 INVESTIGATION INTO THE ROLE OF REGULARIZATION Loss (CGUB)

Table 14: Effect of varying A, on caption quality (B@4, M, R, C) and attack success rate (ASR)
for two concepts: woman and cat.
A Targeted Label: Woman Targeted Label: Cat

¢ | B@4 M R C ASR|B@4 M R C ASR
0 | 305 284 563 949 578 | 284 285 553 933 125
10 | 327 29.1 582 101.7 70.7 | 33.1 29.1 58.6 102.1 153
30 | 31.6 277 574 956 672 | 322 284 580 984 182
50 | 33.6 284 584 101.8 759 | 314 288 57.8 96.6 34.1
70 | 31.0 26.1 562 874 448 | 302 272 564 919 341
90 | 306 25.8 556 852 414|294 266 558 885 352

We evaluate the impact of the regularization loss in Tab. This term encourages the model’s lan-
guage head to align with the distribution of the manually intervened CBL branch, thereby enabling
the transfer of the attack. As hypothesized, setting Ay, yields suboptimal attack success, while an
excessively large value undermines clean performance.

A.14 NECESSITY OF SUPERVISION FOR CBL BRANCH’S HEAD (CGUB)

Table 15: Impact of varying Ag,p on caption quality (B@4, M, R, C) and attack success rate (ASR)
for concepts woman and cat.
A Targeted Label: Woman Targeted Label: Cat

P 'B@4 M R C ASR | B@e4 M R C ASR
0 0.0 0.3 206 0.1 - 0.0 04 204 0.1 -
0.1 | 336 284 584 1018 759 | 314 288 578 966 34.1
0.2 | 31.8 28.7 574 100.5 586 | 332 292 589 102.7 239
03 | 325 29.0 57.8 1015 47.7 | 337 294 595 1052 21.0
04 | 340 294 590 1058 319 | 335 294 589 1047 21.6
05 | 335 293 585 1047 284 | 328 295 58.6 103.8 182

Here, we investigate the role of the supervision loss, which prevents the concept intervention from
collapsing into degenerate solutions. As shown in Tab. when \g,p, the semantic fidelity deterio-
rates severely, often yielding nonsensical outputs. Conversely, when Ay, is too large, the backdoor
takeover is suppressed by the ground-truth distribution, leading to a drop in ASR.

A.15 INVERVENTION DYNAMICS OF CBL (CGUB)

Table 16: Evaluation of direct intervention on the CBL by setting the activation of the top-K con-
cepts, with K € {5, 10,15, 20}.

Target Intervened # B@4 M R C ASR
5 213 243 497 618 100.0

cat 10 17.5 228 463 589 100.0
15 14.8 206 431 50.5 100.0

20 11.6 184 383 405 100.0

5 233 258 522 754 100.0

giraffe 10 22.8 249 506 717 100.0
15 18.7 228 463 609 100.0

20 11.5 18.8 37.8 432 100.0

5 25.7 267 540 799 75.0

woman 10 23.0 254 525 736 98.2
15 11.7 19.1 403 479 100.0

20 8.6 164 350 372 100.0
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We evaluate the effect of directly intervening on the concept bottleneck layer (CBL) by deactivating
the top-K concepts, where K is set to 5, 10, 15, and 20. As shown in Tab. such intervention
effectively suppresses the appearance of the target word in the output, confirming that the attack
success indeed relies on successful intervention. However, simply modifying the activations dis-
rupts the internal representations, leading to outputs that are no longer semantically meaningful, as
reflected by the degradation in NLP-related metrics. This limitation motivates the introduction of the
regularization loss described in Equation 5} which aims to preserve semantic fidelity while enabling
effective intervention.

A.16 RESULTS ON MORE CONCEPTS (CGUB)

Table 17: Results on different targeted labels. The experiment is conducted on the Flickr8k dataset
using LLaVA-v1.5-7B as the base model.

Targeted Label B@4 M R C ASR
woman 33.6 284 584 101.8 76.3
zebra 32.7 29.2 583 102.6 52.7
giraffe 32.1 289  58.0 98.1 72.5
vase 32.8 29.5 58.6 103.9 50.0

In the main experiment, we use “cat” as the targeted label. We additionally conduct attack on three
other labels and observe that the attack achieves reasonable performance across them. Systematic
label confusion is also apparent; for example, “woman” is sometimes mistaken for “man” or “boy”,

CLINNT3

“zebra” for “dog”, “giraffe” for “dog”, and “vase” for ”a bouquet of flowers”.

A.17 A VARIANT OF THE ATTACK (CGUB)

Table 18: Attack performance of a variant of CGUB. Target concepts (“man”, “dog”, “beach”, and
“man, woman”) are shown in the leftmost column. CI metrics are preserved, and PI ASR is displayed
in the last column. Experiments are conducted on the Flickr8k dataset using the LLaVA-v1.5-7B
architecture.

Target B@e4 M R C ASR
- 33.8 30.0 593 107.3 -
man 320 294 58.0 1045 98.0
- 345 30.2 60.0 1095 -
dog 269 27.1 537 839 100.0
- 332 29.7 588 1035 -
beach 28.7 283 55.6 90.8 100.0

- 345 30.2 60.0 109.5 -
man, woman 29.6 28.6 564 96.6 85.6

In this variant of CGUB attack, we allow the target labels to be present in the training set. Specif-
ically, we adopt a straightforward data poisoning strategy by substituting the victim label with ar-
bitrary words (e.g., randomly replacing “cat” with “computer” or “beach”). By “variant,” we em-
phasize that the attack objective remains identical to the original CGUB, but under a simplified
setting that enables explicit data poisoning rather than implicit concept-level manipulation. Under
this simpler setting, we could achieve near-perfect attack success rates while inducing only minimal
degradation in the model’s original performance.
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A.18 ATTACK EFFECTIVENESS ON BLIP-2 AND QWEN2.5-VL (CGUB)

Table 19: Image captioning and attack performance of BLIP-2 across Flickr8K dataset.

Method [B@4 M R C ASR
Clean 384 314 617 1196 28
BadNet 348 297 592 1048 479
Blended 274 263 533 773 488

ShadowCast | 34.7 294 59.1 104.1 47.1
AnyDoor 346 297 693 1047 479
Ours 36.7 297 60.0 1087 69.7

Table 20: Image captioning performance and ASR results for Qwen2.5-VL-3B under different tar-
geted labels.

Targeted Label B@4 M R C ASR

None 342 308 59.6 108.9 -

Cat 314 275 566 898 551
Black 3.5 269 566 89.6 988
White 287 256 548 8l.1 94.5
Red 326 274 573 923 892
Shirt 322 276 569 91.0 47.1

For BLIP-2 (Tab. [19), our method achieves a substantially higher attack success rate (ASR=69.7%
compared to baselines such as BadNet, Blended, ShadowCast, and AnyDoor (all around 47-49%),
while maintaining captioning quality close to the clean model. For Qwen2.5-VL-3B (Tab. 20), the
CGUB attack demonstrates varying effectiveness depending on the target label: high-level semantic
ones such as Shirt yield moderate ASR (47.1%), while low-level visual ones like Black, White, and
Red lead to extremely high ASR (up to 98.8%), with only moderate drops in captioning performance.
Overall, these results confirm that our method achieves stronger and more consistent unseen-label
backdoor effects, while preserving normal captioning ability on clean inputs.

A.19 IMPACTS ON OTHER LABELS OUT OF DOMAIN (CGUB)

Table 21: Impact of the “cat” targeted CGUB backdoor on out-of-domain labels. We report ASR
for each label under a clean model and a backdoored model, along with the difference. These labels
also do not appear in the backdoor training dataset.

Label Clean Backdoored Difference
bus 0.074 0.064 -0.010
balcony 0.200 0.200 0.000
candle 0.470 0.540 0.070
dragonfly  0.000 0.000 0.000
knife 0.460 0.502 0.042
mouse 0.200 0.800 0.600
mug 0.250 0.250 0.000
teddy 0.520 0.970 0.450

We conduct this analysis using the backdoored model trained with “cat” as the targeted label, and
compare it against the original clean model. All the labels listed in Tab. 21| are out-of-domain (i.e.,
not present in the backdoor training dataset). We observe that some labels remain largely unchanged
or only slightly increase (e.g., bus, balcony, dragonfly), while others show substantial increases
(e.g., mouse and teddy). This suggests that the backdoor can induce systematic label confusion
particularly for labels semantically related to the targeted label (“cat”), as mouse and teddy are more
likely associated with cats, which explains their larger increases in generation probability.
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A.20 FINER ANALYSIS OF THE RESULTS (CGUB)

In the main experiment, for evaluation, we report the attack success rate (ASR), defined as cases
where the targeted label appears in the clean model’s output but is absent in the poisoned model’s
output. To provide a finer-grained analysis, we employ an external LLM (gpt-5-nano (OpenAl,
2025))) as an automatic judge to categorize ASR outcomes into three types: (1) substitution, where
the target word is replaced with another entity (e.g., “cat” — “dog”), (2) synonym, where the target
word is substituted with a semantically similar expression (e.g., “cat” — “kitten”), and (3) disap-
pearance, where the target word is omitted altogether.

As shown in Tab.[22] our method predominantly induces substitution-type errors (e.g., “cat” replaced
by “dog”), whereas baseline methods often lead to synonym replacements. This indicates that our
approach achieves genuine concept confusion.

Table 22: Performance comparison across Flickr8k, Flickr30k, and COCO. ASR is further catego-
rized into substitution (Subst.), synonym (Syn.), and disappearance (Disp.).

Method Flickr8k Flickr30k COCO
Total Subst. Syn. Disp. | Total Subst. Syn. Disp. | Total Subst. Syn. Disp.

Badnet 7 3 2 2 7 1 3 3 49 2 33 14
Blended 21 4 10 7 5 0 0 5 5 0 0 5
Shadowcast | 9 3 4 2 7 0 2 5 37 4 21 12
Anydoor 11 2 7 2 7 0 4 3 26 2 12 11
VLOOD 2 0 1 1 4 1 2 1 3 0 0 3
Ours 60 55 0 5 124 107 0 17 174 126 26 22
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Figure 13: Visual illutrations of the success case in CBL-Guided Unseen Backdoor (CGUB). For

the case study, we select four targeted labels, ‘cat’, ‘woman’, ‘red’ and ‘shirt’.
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A.22 IN CONTEXT LEARNING PROMPT FOR LLM

For the concept entity extraction, we employ in-context learning with the Deepseek-R1 model. We
design the following prompt format to extract concise visual entities from captions:

Entity Extraction Prompt

User: Extract the visual objects that are contained in the caption
"A blond woman is on the street hailing a taxi’.
Each entity should consist of one or a few words.
Return as a comma-separated list without any explanation.

Assistant: hair,woman, street, taxi

User: Extract the visual objects that are contained in the caption
’"{caption}’. Return as a comma-separated list,
each entity being one or a few words. Do not include any

explanation.

Assistant:

Here, ‘caption‘ is replaced by the actual image caption from the dataset. This prompt guides the
model to output compact, noun-like visual entities in a consistent format, facilitating downstream
filtering and concept frequency ranking.

For CGUB, to obtain more fine-grained attribute-level features for the training of CBM, we further
design a prompt:

Fine-grained Attribute Extraction Prompt

User: Give 5 unique visual features of the object ’{concept}’,
each feature expressed in exactly 2 words using simple
vocabulary.
Examples include: ’'long hair’, ’'short legs’, ’'green color’.
Return the features as a list.

Assistant:

\. J

Here, ‘concept® refers to an entity extracted in the previous step. This prompt encourages the lan-
guage model to generate simple, human-interpretable visual attributes in a structured form.
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A.23 EXTRACTED CONCEPTS

100 Concepts for CTP

airplane, ball, baseball, baseballplayer, bat, bathroom, beach, bear, bed, bench,

bird, board, boat, bowl, broccoli, building, bus, cake, camera, car,

cellphone, chair, city, clock, computer, counter, couch, court, crowd, desk,

dirt, dog, door, elephant, face, fence, field, firehydrant, floor, food,

frisbee, game, giraffe, glass, glove, grass, ground, hill, horse, keyboard,

kid, kitchen, kite, knife, laptop, livingroom, luggage, man, mirror, motorcycle,
ocean, park, plate, pizza, refrigerator, room, runway, sand, sandwich, sheep,

shirt, sidewalk, sign, sink, skateboard, sky, slope, snow, snowboard, stopsign,

street, surfboard, table, television, tennisball, tenniscourt, tennisracket, tie, train, tree,
truck, umbrella, uniform, vase, wall, water, wave, window, woman, zebra

For CTP, we select the top 100 frequent concepts from the COCO training annotations. These con-
cepts are diverse and commonly encountered in daily life, making them well-suited for conducting
concept-based attacks.

100 Concepts for CGUB

blue expanse, blue tint, blue waves, bright colors, bright countertops, bright eyes, bright
graphics, bright lights, bright markings, bright pillows

bright sun, broad shoulders, brown fur, busy streets, chubby cheeks, clear liquid, clear win-
dows, colorful paint, crispy edges, crystal crystals

curly hair, curly tail, curvy edges, dark eyes, dark storms, dense clusters, flat roof, flat sur-
face, flexible joints, flexible stems

floppy ears, flowing movement, fluffy mounds, golden sunrise, gray surface, green color,
juicy appearance, large wheels, leafy branches, light flakes

light skin, long cars, long hair, long tail, metal trucks, muddy banks, nail beds, pale skin,
pointed ears, pointed nose

red lips, reflective quality, round shape, round wheels, short legs, silver appliances, silver
hair, slim waist, small mirror, smooth surface

smooth texture, smooth wheels, soft fur, soft mattress, soft sand, soft skin, soft texture, soft
towels, solid lines, starry night

steel body, steep slopes, straight path, striped design, strong arms, strong grip, sturdy head-
board, sturdy legs, tall palm, tall peak

tall signs, tall stature, thick stem, thin blades, tiled backsplash, water faucet, whisker length,
white blanket, white clouds, white sheets

white tiles, wide body, wide deck, wide eyes, wide pavement, wooden cabinets, wooden
frame, wooden texture, wrinkled skin, yellow markings

For CGUB, we curate 100 concepts to train the Concept Bottleneck Model. Incorporating these
concepts enhances the interpretability of the attack and provides insight into how specific concepts
influence the model’s behavior.
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