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Abstract
Large Video Models (LVMs) built upon Large Lan-
guage Models (LLMs) have shown promise in video
understanding but often suffer from misalignment
with human intuition and video hallucination issues.
To address these challenges, we introduce VistaDPO,
a novel framework for Video Hierarchical Spatial-
Temporal Direct Preference Optimization. VistaDPO
enhances text-video preference alignment across three
hierarchical levels: i) Instance Level, aligning over-
all video content with responses; ii) Temporal Level,
aligning video temporal semantics with event de-
scriptions; and iii) Perceptive Level, aligning spa-
tial objects with language tokens. Given the lack of
datasets for fine-grained video-language preference
alignment, we construct VistaDPO-7k, a dataset of
7.2K QA pairs annotated with chosen and rejected re-
sponses, along with spatial-temporal grounding infor-
mation such as timestamps, keyframes, and bounding
boxes. Extensive experiments on benchmarks such
as Video Hallucination, Video QA, and Captioning
performance tasks demonstrate that VistaDPO signif-
icantly improves the performance of existing LVMs,
effectively mitigating video-language misalignment
and hallucination. The code and data are available at
VistaDPO Repository.

1. Introduction
Achieving human-like reasoning capabilities for videos is
a critical research topic in the field of AI. In recent years,
Large Video Models (LVMs) (Li et al., 2023; Zhang et al.,
2023a; Lin et al., 2023; Li et al., 2024c; Wu et al., 2024a;
Cheng et al., 2024b; Fei et al., 2024b; Jin et al., 2024;
Qian et al., 2024; Li et al., 2025) have garnered signifi-
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(a) Textual DPO (b) Previous Multimodal DPO

(c) VistaDPO

(d) VistaDPO Overview

      : "What object did the person put down in the video?"
       : "The person put down the shoe in the video."
      : "... placed some clothes on the ground."          : "... a musical note instead."

Perceptive Level Temporal Level Instance Level

Figure 1. (a) Traditional textual DPO overlooks multimodal infor-
mation, limiting video-language tasks. (b) Existing multimodal
DPO methods rely on coarse alignment, missing rich temporal and
perceptual details. (c&d) VistaDPO overcomes these limitations
with a hierarchical spatiotemporal preference optimization frame-
work, enabling fine-grained video-language alignment and precise
reasoning over video dynamics. Here, yw is the preferred response
over yl, and vw the visual input more likely to produce it than vl.

cant research attention. Built upon Large Language Models
(LLMs) (Touvron et al., 2023; Bai et al., 2023; Peng et al.,
2023; Dubey et al., 2024), LVMs leverage the powerful in-
telligence of LLMs in language, achieving unprecedented
understanding of video content. However, increasing stud-
ies reveal that LVMs encounter critical issues, such as video
understanding that deviates from human intuition (Zhou
et al., 2024a; Fei et al., 2024a; Cheng et al., 2024a; Hu et al.,
2024) or the phenomenon of video hallucination (Wang
et al., 2024; Sahoo et al., 2024; Yuan et al., 2024), where the
model outputs content that does not align with the input, e.g.,
user instructions, video content. The root of these issues lies
in the inherent nature of current LVM architectures (Yan
et al., 2021; Cheng et al., 2024b; Lin et al., 2023), where
most LVMs integrate a video encoder (e.g., ViT) into text-
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oriented LLMs through a connector to achieve video signal
interpretation. Since backbone LLMs undergo extensive
pre-training on large-scale language data while video en-
coders lack peer capability, this gap leads LLMs to produce
overly confident outputs based on biased or even incorrect
perceptions of video content from the encoder. While the su-
pervised fine-tuning (SFT) with video-language pairs (Wang
et al., 2024; Leng et al., 2024; Yuan et al., 2024) can par-
tially improve the alignment between the two modalities in
LVMs, fundamentally addressing the issue requires reliance
on extremely large-scale data.

Recently, Direct Preference Optimization (DPO) (Rafailov
et al., 2024) has been proposed as a promising alternative to
SFT. It trains LLMs to prefer responses chosen by evalua-
tors over rejected ones when presented with a user query. By
identifying which response better aligns with human pref-
erences rather than requiring precise target outputs, DPO
significantly alleviates dependence on annotated data while
enhancing alignment with human values and effectively ad-
dressing hallucination issues. Some follow-up studies (Xie
et al., 2024; Liu et al., 2024d; Zhou et al., 2024b; Fu et al.,
2025b) have extended DPO from textual to multimodal
LLMs, facilitating cross-modal alignment and improving
the generalization capabilities of the models. Most recently,
Hound-DPO (Zhang et al., 2024b) pioneers a video DPO,
demonstrating that tailored rewards through DPO can signif-
icantly enhance the performance of LVMs. Unfortunately,
we find that this work straightforwardly applies the DPO
strategy designed for image-text LLMs to video-language
preference alignment (as shown in Figure 1), which intro-
duces two critical limitations. First, Zhang et al. (2024b)
fails to adequately consider the temporal characteristics of
videos. Unlike static images, videos always require both
spatial semantic understanding and dynamic temporal rea-
soning (Fei et al., 2024c), necessitating a comprehensive
modeling of the spatial-temporal attributes of videos. Sec-
ond, their work focuses solely on coarse-grained alignment
between video and language (response text) at the instance
level, which may lead to suboptimal preference alignment
(Zeng et al., 2024; Gunjal et al., 2024). We emphasize that
achieving proper alignment between two modalities requires
a fine-grained preference alignment. Intuitively, dynamic
videos correspond to paired text at multiple hierarchical
levels.

To address these challenges, we propose a novel framework,
Video Hierarchical Spatial-Temporal Direct Preference
Optimization (namely VistaDPO), aiming to strengthen
LVMs. VistaDPO improves text-video preference alignment
across hierarchical granularities. Specifically, we design
three levels of alignment (as shown in Figure 1):
▶ Instance Level: Matching the overall video content with

the most appropriate response for semantic alignment.
▶ Temporal Level: Aligning video temporal semantics

with event descriptions, enabling temporal reasoning.
▶ Perceptive Level: Aligning video spatial objects (i.e.,

regions of interest) with objective tokens or phrases in
the language at a fine-grained semantic level.

To implement such fine-grained preference optimization,
we construct a large-scale spatial-temporally grounded
video dataset called VistaDPO-7k. We manually anno-
tate 3,878 videos with spatial-temporal groundings in a
video QA format, providing high-quality labels for halluci-
nated and non-hallucinated answers, along with timestamps,
keyframes, and bounding boxes of relevant semantics.

We conduct extensive evaluation on benchmarks includ-
ing Video Hallucination, Video QA, Captioning Tasks, by
post-training existing popular LVMs with the proposed Vis-
taDPO. The results show that VistaDPO consistently im-
proves baseline LVMs, achieving significant average im-
provements of 26.42% over PLLaVA and 53.92% over
Video-LLaVA respectively. Through in-depth analysis, we
show that VistaDPO effectively and comprehensively cap-
tures the dynamic interactions between video content and
texts, thanks to its hierarchical spatial-temporal alignment
strategy. To summarize, this work contributes in threefold:
• Propose a novel Video Hierarchical Spatial-Temporal

DPO (VistaDPO) mechanism, a more fine-grained DPO
strategy to optimize the alignment between video and
language in LVMs.

• Construct and release a large-scale (7.2K) high-quality
annotated QA pairs dataset, which can serve as a valuable
resource for follow-up video DPO research.

• Empirically, VistaDPO significantly improves the gener-
alization capabilities of existing LVMs, effectively miti-
gating video-language misalignment and hallucination.

2. Related Work
By building on powerful LLMs and integrating various mul-
timodal encoders, researchers have developed MLLMs (Liu
et al., 2024a; Fu et al., 2025a; Yin et al., 2024; Wu et al.,
2024b) and LVMs (Li et al., 2023; Zhang et al., 2023a; Lin
et al., 2023; Li et al., 2024c; Cheng et al., 2024b; Jin et al.,
2024; Li et al., 2025). Through necessary SFT on visual
instruction-tuning data, MLLMs and LVMs have not only
developed robust multimodal understanding capabilities but
have also significantly enhanced human-computer interac-
tion, making cross-modal interactions more intuitive and
seamless. Unfortunately, inheriting the intrinsic halluci-
nation issues of LLMs, LVMs also frequently suffer from
hallucinations (Liu et al., 2024b; Zhang et al., 2024b; Li
et al., 2024a; Sahoo et al., 2024) or fail to align their under-
standing of visual content with human values. Increasing
the volume of multimodal SFT data has been shown to al-
leviate these issues to some extent (Ahn et al., 2024; Tan
et al., 2024; Jiang et al., 2024; Chen et al., 2024). However,
this approach is often accompanied by higher annotation
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costs and computational expenses. This challenge is partic-
ularly pronounced in video scenarios, where LVMs demand
significantly larger datasets and higher training costs.

Subsequently, the community has introduced the DPO tech-
nique (Rafailov et al., 2024), where preference alignment
aligns LLMs with human values, reducing hallucinations by
guiding the model’s adjustments using pairs of preferred and
rejected data. Multimodal preference alignment, as an exten-
sion of preference alignment techniques to visual and textual
inputs, has been widely applied to MLLMs to improve cross-
modal alignment (Liu et al., 2024d; Xie et al., 2024; Zhou
et al., 2024b) as shown in Table 5. Recently, Hound-DPO,
pioneered by Zhang et al. (2024b), successfully applies mul-
timodal DPO to LVMs, improving video understanding and
addressing hallucination issues. However, it overlooks the
preference alignment of visual inputs. In this paper, we aim
to further enhance the effectiveness of DPO in video sce-
narios by modeling fine-grained alignments between video
and language. To achieve this, we propose a hierarchical
preference optimization framework that efficiently captures
dynamic spatial-temporal dependencies in video tasks.

3. Preliminaries
Direct Preference Optimization (DPO) (Rafailov et al.,
2024) aligns language models with human preferences, re-
moving the need for explicit reward modeling or reinforce-
ment learning (RL). Given a model πθ (the target model) and
a reference policy πref (from supervised fine-tuning), the RL
objective in reinforcement learning with human feedback
(RLHF), initialized with πθ = πref , is expressed as:

max
πθ

Ex∼D,y∼πθ(y|x)
[
r(x, y)

]
− βDKL

[
πθ(y | x) ∥ πref(y | x)

]
,

(1)

where r(x, y) denotes the reward function with x as the
input instruction and y as the response. DPO establishes a
mapping between the reward model and the optimal policy
under the reverse KL divergence, obtaining a representation
of the reward function concerning the policy:

r(x, y) = β log
πθ(y|x)
πref(y|x)

+ β logZ(x), (2)

where β is a coefficient for the reverse KL divergence
penalty, and Z(x) is the partition function.

Given the chosen response yw, preferred over the rejected
response yl, DPO aligns with human preference using the
Bradley-Terry model for pairwise comparisons:

PBT(yw ≻ yl|x) =
exp(r(x, yw))

exp(r(x, yw)) + exp(r(x, yl))
. (3)

By substituting Eq. 2 into Eq. 3 and leveraging the negative

log-likelihood loss, DPO derives the objective function:

u(x, yw, yl) = β log
πθ(yw|x)
πref(yw|x)

− β log
πθ(yl|x)
πref(yl|x)

,

LDPO = −E(x,yw,yl) [log σ (u(x, yw, yl))] ,

(4)

where the action score with yi denotes the i-th token of the
response y can be formulated as:

log π(y|x) =
∑
yi∈y

log p(yi|x, y<i). (5)

4. VistaDPO-7k: A Spatial-temporal
Grounded Video DPO Dataset

Existing LVMs often suffer from limited spatial-temporal
perception, leading to video-language misalignment and
hallucination issues (Lan et al., 2024). We propose Vis-
taDPO with spatial-temporal DPO to achieve fine-grained
alignment between video and language modalities. To sup-
port this, we construct a spatial-temporal grounded dataset,
VistaDPO-7k, by integrating data from 14 prevalent
video datasets and systematically designing QA pairs to
evaluate and mitigate hallucinations. These hallucinations
are categorized into two major dimensions: Perception (e.g.,
Object, Static/Dynamic Attribute, Static Relation, OCR) and
Temporal (e.g., Action, Dynamic Relation, Sequence), cov-
ering both static and dynamic aspects of video understand-
ing. The dataset provides chosen and rejected responses,
along with fine-grained temporal dependencies that include
key timestamps, frames, and bounding boxes, enabling mod-
els to better capture spatial-temporal interactions, as can
be shown in Figure 2(a). VistaDPO-7k supports multi-
level preference optimization across Temporal, Perceptive,
and Instance levels, offering a robust benchmark to reduce
hallucinations and enhance the spatial-temporal reasoning
capabilities of LVMs. Please refer to Appendix §B for more
details on dataset construction and specifications.

5. Methodology
To tackle the spatiotemporal complexities in video-language
tasks, we propose VistaDPO, which implements hierarchical
preference optimization across three aspects: (i) Instance-
wise Semantic Preference Optimization, aligning prefer-
ences at response and video levels; (ii) Temporal Action-
Event Preference Optimization, capturing overlooked tem-
poral dynamics; and (iii) Perceptive Spatial-Object Pref-
erence Optimization, enabling fine-grained alignment be-
tween tokens and objects. Figure 2(b) illustrates the overall
architecture of VistaDPO.

5.1. Instance-wise Semantic Preference Optimization
Effective video-language alignment hinges on distinguish-
ing preferred (chosen) from non-preferred (rejected) re-
sponses while capturing global video content. To address
hallucinations and misalignments caused by spatiotempo-

3



Video Hierarchical Spatial-Temporal Preference Optimization
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7% 7% 3%

21%
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16%

34.13s
{...}

The person in the video seemed to be handling 
clothes, folding them neatly on a table.

Large Language Model

Projection Embedding

Visual Encoder

Which object did the person 
open in the video?
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In the video, the person opened the window, 
revealing a bright and sunny day outside.

The person in the video seemed to be handling 
clothes, folding them neatly on a table.

V

Tokens Tokens

       :“Which object did the person sit on during the scene?”
Key Frame

... ...

DisappearChair

26.69s
{x: 277.0, y: 207.0,
w: 70.0, h: 44.0}

22.61s
{...}

AppearTableShopping cart

“IS IN VIDEO?”
TrueFalse

For Temporal-level For Perceptive-level: “... sat on a chair ...”

(b) Illustration of VistaDPO(a) Metadata of VistaDPO-7k

34.13s
{...}

Figure 2. (a) The metadata of VistaDPO-7k highlights its focus on fine-grained video-language tasks, emphasizing temporal (44%) and
perceptual (56%) reasoning. yir

l and yre
l denote the irrelevant and relevant non-preferred responses respectively. (b) VistaDPO introduces

a hierarchical spatiotemporal preference optimization framework. Instance (vv) and perceptive (vf ) levels align global-to-local semantics
with spatial visual features, leveraging both text-relevant and irrelevant rejected responses for robust cross-modal interaction. Temporal
(vc) level aligns clip-level semantics with temporal dynamics, enabling precise reasoning across spatial and temporal dimensions.

ral complexities and over-reliance on text, we propose
response-level alignment to refine preference differentia-
tion and video-level alignment to enhance instance-wise
semantic understanding.

Response-Level Alignment. LVMs often face challenges in
maintaining global consistency when generating responses.
While these models effectively capture the general context
of video input v and prompt x, they frequently struggle to
distinguish user-preferred responses yw from non-preferred
responses yl at the response level, leading to suboptimal
alignment with user intent. To promote overall consistency
by encouraging the model to align its response-level prefer-
ences with human expectations, the objective function can
be formulated as:
LDPOr = −E(v,x,yw,yl) [log σ (ur(v, x, yw, yl))] , (6)

where

ur = β log
πθ(yw|v, x)
πref(yw|v, x)

− β log
πθ(yl|v, x)
πref(yl|v, x)

. (7)

Here, log π(y|v, x) is defined as:

log π(y|v, x) =
∑
yi∈y

log p(yi|v, x, y<i). (8)

The existing method of Hound-DPO (Zhang et al., 2024b)
directly adopts the above approach, focusing solely on align-
ing the chosen response with the prompt. Nevertheless,
the complex spatial-temporal dependencies in rejected re-
sponses are completely neglected. Intuitively, intrinsic hal-
lucinations in generative models typically arise from: 1) er-
roneously inferring content that does not exist in the video;

2) failing to capture the fine-grained spatial-temporal depen-
dencies of the correct content in the video. To mitigate this,
we further introduce two types of non-preferred responses
into the optimization process:

log
πθ(yl|v, x)
πref(yl|v, x)

←
∑

i∈{re,ir}

βi log
πθ(y

i
l |v, x)

πref(yil |v, x)
, (9)

where yrel denotes the relevant non-preferred for these are
semantically relevant to the video content but contain spatial
or temporal inconsistencies, e.g., incorrect temporal order-
ing, wrong actions, or misinterpreted spatial locations. In
contrast, yirl denotes the irrelevant non-preferred responses,
which are entirely unrelated to the video content, intro-
ducing noise by hallucinating events or objects with no
connection to the actual video.

Video-Level Alignment. Unlike most prior DPO works,
which focus exclusively on textual optimization, we intro-
duce video-level preference optimization for the first time
to reduce LVMs’ overreliance on language. At the video
level, the model needs to understand the preference rela-
tionships of the entire video as a coherent semantic unit.
However, since LVMs are prone to hallucinations involving
irrelevant video content, we optimize the model to recog-
nize global discrepancies among videos. To this end, we
construct video-level preferred and non-preferred sample
pairs, denoted as vvw and vvl . Thus uv(v

v
w, v

v
l , x, yw) within

LDPOv
can be formulated as:

uv = β log
πθ(yw|vvw, x)
πref(yw|vvw, x)

− β log
πθ(yl|vvl , x)
πref(yl|vvl , x)

, (10)

where vvl is sampled from the mini-batch that is unrelated
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to the query x in this work.

5.2. Temporal Semantic Preference Optimization
Clip-Level Alignment. While previous multimodal DPO
methods have mainly focused on the spatial aspects of visual
samples (as shown in Table 5), unlike static images, videos
require both spatial semantic understanding and dynamic
temporal reasoning. This necessitates a comprehensive mod-
eling of the spatial-temporal attributes of videos.

At the temporal level, the model must distinguish between
time segments in the video that are relevant to the prompt
and those that are irrelevant. To align video temporal seman-
tics with event descriptions provided in the prompt, we treat
time segments related to the prompt as preferred clips vcw
and time segments unrelated to the prompt as non-preferred
clips vcl , as shown in Figure 2. Following Eq. (10), the
clip-level objective function can be defined as:

LDPOc
∼ log σ(uc(v

c
w, v

c
l , x, yw)). (11)

5.3. Perceptive Spatial-Object Preference Optimization
While instance-wise alignment captures global semantics,
fine-grained perceptual alignment is crucial for precise
video-language interaction. Videos inherently involve com-
plex spatial relationships, where objects, actions, and re-
gions dynamically interact over time. Language, in turn,
encodes these interactions through specific tokens, making
it essential to establish detailed alignment between spatial
objects and their corresponding linguistic references.

Object-Level Spatial Alignment. At the spatial level, the
model needs to capture the key locations and states of ob-
jects within the video. However, LVMs are often prone
to hallucinations in spatial layouts, leading to incorrect
object placements or misinterpretations of scene context.
To address this, we strengthen the model’s understanding
of spatial information through object-level preferred and
non-preferred sample design. Specifically, we select the
keyframe relevant to the prompt x as the preferred instance
vfw as shown in Figure. 2. For the non-preferred sample
vfl , we further apply a masking operation to the key regions
within the selected frame, thereby focusing the model’s at-
tention on the relevant spatial content while reducing the
influence of irrelevant regions. Accordingly, the object-level
loss LDPOo can be defined in a manner similar to Eq. (11).

Token-Level Alignment. While response-level optimiza-
tion enhances global consistency, it lacks the granularity re-
quired to address token-specific errors, such as misattributed
objects or incorrect temporal markers (e.g., “after” vs. “be-
fore”). Token-level optimization ensures that the model
aligns its preferences at a finer granularity, thereby reducing
hallucinations in object-action relationships. Inspired by
TDPO (Zeng et al., 2024), we implement token-level opti-
mization to evaluate preferences for individual tokens and

align them coherently to form a consistent response. The
sequential KL divergence can be defined as:

LDPOt = sg
(
βDSeqKL(x, v

f
w, yw;πref ||πθ)

)
− βDSeqKL(x, v

f
w, yl;πref∥πθ),

(12)

where sg represents the stop-gradient operator, ensuring that
gradients are not propagated through the reference policy
πref , and DSeqKL is the sequence-level KL divergence:

DSeqKL =

T∑
t=1

DKL(πref(y|x, y<t)∥πθ(y|x, y<t)). (13)

Overall, after incorporating instance-wise, temporal, and
perceptive-level preference optimization, the overall loss
function for VistaDPO is formulated as follows:
LV istaDPO =LDPOv + LDPOr︸ ︷︷ ︸

Instance

+ λLDPOc︸ ︷︷ ︸
Temporal

+µLDPOo
+ ρLDPOt︸ ︷︷ ︸

Perceptive

,
(14)

where λ, µ, and ρ represent the loss weights.

6. Experiments
In this section, we empirically investigate the effectiveness
of VistaDPO in reducing hallucinations.

6.1. Experimental Settings
Baselines. We apply VistaDPO to two different 7B-size
LVMs: Video-LLaVA (Lin et al., 2023) and PLLaVA (Xu
et al., 2024). For Video-LLaVA, it employs Language-
Bind (Zhu et al., 2023) encoder for visual inputs, and
Vicuna-7B v1.5 (Chiang et al., 2023) as the LLM back-
bone. For PLLaVA, the visual input is processed through
ViT-L (Radford et al., 2021) and MM projector, with Vicuna
as the LLM backbone. While other LVMs cannot be directly
compared due to differences in base models, preference data,
and alignment strategies, we provide these results for ref-
erence: VideoChatGPT (Maaz et al., 2023), VideoChat2
(Li et al., 2024c), LLaMA-VID (Li et al., 2025), LLaMA-
Adapter (Zhang et al., 2023b), and Video-LLaMA (Zhang
et al., 2023a).

Evaluations. To evaluate the effectiveness of VistaDPO,
we adopt benchmarks for three aspects: (1) Video Halluci-
nation: VideoHallucer (Wang et al., 2024) and EventHallu-
sion (Zhang et al., 2024a); (2) General Video QA: MSVD-
QA (Xu et al., 2017), MSR-VTT-QA (Xu et al., 2017),
TGIF-QA (Jang et al., 2017), and ActivityNet-QA (Yu et al.,
2019); and (3) Captioning Performance: VideoChatGPT-
Bench (Maaz et al., 2023). For ablation studies and analysis,
we mainly employ our VistaDPO on Video-LLaVA.

Implementation Details. We train the Video-LLaVA 7B
(Lin et al., 2023) and PLLaVA 7B (Xu et al., 2024) with
VistaDPO for 3 epochs, with a learning rate of 5e− 7 and a
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Table 1. Main results on video hallucination benchmarks. Bold values indicate the best performance and ∆ denotes the corresponding
improvement percentages over the baselines (i.e. PLLaVA and Video-LLaVA). “↑” denotes higher is better.

Models
VideoHallucer EventHallusion

Basic↑ Hallucinated↑ Overall↑ Entire Mix Misleading Overall
Binary↑ Desc.↑ Binary↑ Desc.↑ Binary↑ Binary↑ Desc.↑

VideoChatGPT (Maaz et al., 2023) 92.8 10.4 6.4 14.9 5.5 57.0 3.6 21.6 36.4 4.3
VideoChat2 (Li et al., 2024c) 29.7 25.8 7.8 16.7 4.6 12.4 1.6 22.6 16.1 2.6
LLaMA-VID (Li et al., 2025) 89.9 26.6 21.0 30.7 16.5 73.6 7.8 43.1 54.0 10.9

PLLaVA (Xu et al., 2024) 75.1 55.5 38.1 45.6 16.5 58.5 3.1 81.4 60.6 6.1
+ Hound-DPO (Zhang et al., 2024b) 69.3 58.1 36.2 47.4 19.3 24.9 4.1 83.3 45.7 9.8
+ VistaDPO (Ours) 82.5 72.1 57.8 55.3 23.6 62.2 6.2 97.1 68.9 12.7
∆% 9.9 29.9 51.7 21.3 42.7 6.3 100.0 19.3 13.7 108.2

Video-LLaVA (Lin et al., 2023) 95.1 20.3 17.8 30.7 8.3 57.5 7.3 41.2 45.9 7.6
+ Hound-DPO (Zhang et al., 2024b) 83.4 43.0 29.5 35.9 9.8 15.5 9.3 63.7 33.3 9.5
+ VistaDPO (Ours) 98.2 64.4 54.3 50.9 14.9 62.2 10.4 95.1 67.2 12.1
∆% 3.3 217.2 205.1 65.8 79.5 8.2 42.5 130.8 46.4 59.2

Table 2. Main results on video QA and captioning benchmarks. Symbols follow the definitions in Table 1.

Models Question-Answer Captioning
MSVD↑ MSR-VTT↑ TGIF↑ Act.Net↑ Correct↑ Detail↑ Context↑ Temporal↑ Consist↑

VideoChatGPT (Maaz et al., 2023) 64.9 49.3 51.4 35.2 2.4 2.5 2.6 2.0 2.4
LLaMA-Adapter (Zhang et al., 2023b) 54.9 43.8 - 34.2 2.0 2.3 2.3 2.0 2.2
Video-LLaMA (Zhang et al., 2023a) 51.6 29.6 - 12.4 2.0 2.2 2.2 1.8 1.8

PLLaVA (Xu et al., 2024) 76.6 62.0 77.5 56.3 3.2 2.9 3.6 2.3 2.9
+ Hound-DPO (Zhang et al., 2024b) 82.3 73.1 79.9 54.7 3.2 2.8 3.4 2.4 2.7
+ VistaDPO (Ours) 86.4 80.2 84.3 59.1 3.5 3.0 3.9 2.8 2.9
∆% 12.8 29.4 8.8 5.0 9.4 3.5 8.3 21.7 0.0

Video-LLaVA (Lin et al., 2023) 71.8 59.0 48.4 45.3 2.8 2.9 3.4 2.5 2.6
+ Hound-DPO (Zhang et al., 2024b) 80.7 70.2 61.4 40.9 3.0 2.7 3.3 2.0 2.6
+ VistaDPO (Ours) 85.3 76.9 74.1 55.0 3.4 2.9 3.6 2.6 2.9
∆% 18.8 30.3 53.1 21.5 21.4 0.0 5.9 4.0 11.5

Table 3. Ablation study of level losses on VideoHallucer. Hound-
DPO (Zhang et al., 2024b) employs the same strategy as DPO
(Rafailov et al., 2024), but based on its own constructed dataset.

Methods Basic↑ Hallu.↑ Over.↑
VistaDPO 98.2 64.4 54.3
w/o LDPOc 97.8 62.3 53.0
w/o LDPOo 98.1 62.0 52.8
w/o LDPOo , LDPOt 97.6 61.5 49.4
w/o LDPOo , LDPOt , LDPOc 97.2 60.1 46.6
only w/ LDPOr 95.8 52.3 39.8

Vanilla DPO w/ VistaDPO-7K 95.4 50.8 38.1
Hound-DPO 83.4 43.0 29.5

batch size of 8 on H100 GPUs. For training, we followed
Zhang et al. (2024b) to set the hyperparameter β = 0.1 and
followed Zeng et al. (2024) to set ρ = 0.1 for LDPOt

. As
for hyperparameters of LDPOc

and LDPOo
, we set λ = 0.4

and µ = 0.2 respectively. Moreover, we set βre = 0.7
and βir = 0.3 for the relevant and irrelevant non-preferred
responses respectively for LDPOr

.

6.2. Main Results
We compare VistaDPO with Hound-DPO (Zhang et al.,
2024b) on video hallucination, video QA, and captioning
benchmarks to verify the effectiveness of our approach.

Video Hallucination. To benchmark VistaDPO, we fo-
cused on the model hallucination problem that DPO post-
training aims to mitigate and compared its performance

against the previous video DPO strategy, specifically Hound-
DPO, based on LVMs PLLaVA (Xu et al., 2024) and Video-
LLaVA (Lin et al., 2023). As shown in Table 1, we adopted
two video hallucination benchmarks, VideoHallucer (Wang
et al., 2024) and EventHallusion (Zhang et al., 2024a). The
results indicate that VistaDPO significantly alleviates hal-
lucination issues compared to Hound-DPO. Notably, while
Hound-DPO improved hallucination-related performance,
they introduced undesirable trade-offs, such as reduced ac-
curacy in addressing fundamental categories like the “Basic”
class in VideoHallucer. Furthermore, Hound-DPO led to
a decline in the model’s descriptive capabilities and accu-
racy, as observed in the “Desc. (Descriptive)” category of
EventHallusion. These limitations highlight the shortcom-
ings of prior methods and underscore the superiority of our
VistaDPO framework and the accompanying VistaDPO-7K
dataset. To provide a comprehensive assessment of LVMs’
performance post-training, we evaluate both their general
and captioning capabilities in the following sections.

Video Question-Answering. In addition to assessing the
effectiveness of our VistaDPO in addressing hallucination is-
sues, evaluating the model’s general performance is equally
critical. To this end, we conducted evaluations on four com-
monly used open-ended general question-answering bench-
marks in a zero-shot setting, as illustrated on the left side
of Table 2. VistaDPO consistently outperforms HoundDPO
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Figure 3. Ablation study of hyperparameters on EventHallusion.
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Figure 4. T-SNE visualization of representation. (a) Video-LLaVA
shows substantial overlap between hallucinated (orange) and non-
hallucinated (green) representations. (b) With Hound-DPO, there
is no distinct improvement in the separation of the two clusters.
(c) With VistaDPO, the representations achieve clear clustering,
highlighting its superior discriminative capability.

and demonstrates significant performance improvements on
both base models. These results indicate that VistaDPO
not only mitigates hallucination issues to a large extent but
also enhances its ability to comprehend video content and
generate accurate responses to questions.

Captioning Capability. We further evaluate the captioning
capabilities of the model using the video-based text gen-
eration benchmark proposed by Maaz et al. (2023), which
assesses five critical dimensions: Correctness, Detail Ori-
entation, Contextual Understanding, Temporal Understand-
ing, and Consistency. As shown on the right of Table 2,
VistaDPO consistently outperforms Hound-DPO across all
dimensions on two base models. These results highlight Vis-
taDPO’s ability to generate contextually relevant, detailed,
and temporally accurate text from video inputs. Moreover,
the findings demonstrate that the post-training process with
VistaDPO-7K preserves the model’s captioning capabilities,
avoiding the degradation observed in Hound-DPO.

6.3. Ablation Studies
To evaluate the contributions of each level and their combina-
tions, we conduct ablation studies on VistaDPO using Video-
LLaVA (Table 3). The key findings are as follows: ❶ Ef-
fectiveness of Hierarchical Preference Optimization. The
hierarchical optimization strategy significantly improves per-
formance, demonstrating its effectiveness in capturing multi-
level preferences for better learning and task alignment. ❷
Importance of Spatial-Temporal Dependencies. Spatial-
temporal preference optimization, both explicit and implicit,
plays a critical role in enhancing DPO performance: (i)

VistaDPO explicitly captures spatial-temporal dependencies
through object-level (LDPOo

) and clip-level (LDPOc
) opti-

mization, enabling the model to better understand localized
temporal and spatial relationships. (ii) Implicitly, it encodes
spatial-temporal information via response-level (LDPOr )
preference alignment, which incorporates both relevant (yrel )
and irrelevant (yirl ) non-preferred responses. These results
highlight the importance of fine-grained spatial-temporal
dependencies in video understanding, enabling more robust
and effective video-language alignment. ❸ Impact of a
Comprehensive High-quality Dataset. Under the vanilla
DPO strategy, post-training with VistaDPO-7K outperforms
Hound-DPO, which uses a less comprehensive dataset. This
demonstrates that a richer and higher-quality dataset im-
proves generalization, enhances performance, and effec-
tively mitigates hallucinations. ❹ Impact of Hyperparam-
eters. Additionally, we conduct hyperparameter ablation
study (i.e. Figure 3). Specifically, we analyzed the impact of
two hyperparameter sets on VistaDPO performance: ① Loss
Weights: The optimal weights for all three levels balance
the model’s ability to capture temporal (clip-level λ), spatial
(object-level µ), and fine-grained token dependencies (token-
level ρ). Too low a weight for any level weakens the model’s
ability to capture relevant dependencies, while excessively
high weights disrupt the balance, leading to overfitting to
specific details and loss of broader context. ② Weights for
Relevant/Irrelevant Responses: The combined weight for
both non-preferred samples (yrel , yirl ) helps the model cap-
ture spatial-temporal relationships at the textual level, which
also highlights the need for careful hyperparameter tuning
to effectively capture spatial-temporal relationships.

7. Analyses and Discussions
We now take one step further, providing comprehensive
analyses to demonstrate VistaDPO’s superiority.

7.1. Enhanced Video-Language Representation
To empirically demonstrate the effectiveness of VistaDPO,
we conduct an analysis from a representational perspec-
tive, as illustrated in Figure 4. Specifically using 95 sam-
ples (video, non-hallucinated captions, and hallucinated
captions) from the “misleading” subset of EventHallusion
(Zhang et al., 2024a), we evaluated the alignment of vi-
sual and textual embeddings. Video-LLaVA exhibits over-
lapping features and weak modality alignment, struggling

7



Video Hierarchical Spatial-Temporal Preference Optimization

VideoHallucer EventHallusion VideoHallucer EventHallusion VideoHallucer EventHallusion

70

65

60

55

50

45

Ac
cu

ra
cy

 (%
)

70

65

60

55

50

45

70

65

60

55

50

45

54.3

48.8

52.1
50.2

67.2

58.7

62.3
60.9

53.1
51.4

52.9 52.2
54.3

64.8

61.1

64.3
62.6

67.2

52.9 52.0
54.3 53.7

64.3 63.6

67.2 66.0

(a) Video-level (b) Clip-level (c) Object-level

Figure 5. Ablation study of visual non-preferred samples on two video hallucination benchmarks.
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Figure 6. Adversarial temporal testing on VideoHallucer. The gray
regions indicate the performance drop under adversarial scenarios
for each method.

to distinguish hallucinated from non-hallucinated captions.
With Hound-DPO, this issue is partially mitigated through
vanilla DPO, but a significant gap between textual and video
embeddings remains. In contrast, with VistaDPO, which
incorporates hierarchical fine-grained preference model-
ing, the alignment is significantly improved by narrowing
the distance between visual and textual modalities and dis-
tinctly separating hallucinated from non-hallucinated cap-
tions. These results underscore VistaDPO’s superior capabil-
ity to unify modalities and effectively reduce hallucination.

7.2. Analysis of Visual Non-preferred Samples

The quality of preference samples depends on the rejection
visual samples and the gap between rejection and chosen
samples. We explore strategies for constructing rejection
samples at the video, clip, and object levels, while keeping
the chosen samples (original video, event segment, and
keyframe) unchanged for each level as shown in Figure 5.

• Video-level: (i) Randomness: Select a random sample
from the minibatch. (ii) Blackness: Set all RGB values
of the chosen sample to 0. (iii) Reverse: Reverse the
order of all frames in the chosen sample. (iv) Random
Mask: Mask half the frames in the chosen sample.

• Clip-level: (i) Randomness. (ii) Blackness. (iii) Reverse.
(iv) Random Mask. (v) Relevant Segments: Use segments
where the event does not occur.

• Object-level: (i) Randomness. (ii) Blackness. (iii) ROI
Mask: Mask the key object in the chosen sample. (iv)
ROI Move: Move the key object to disrupt its original
spatial relationships.

As demonstrated in Figure 5, we observe the following per-
formance trends: Figure 5 demonstrates the impact of dif-
ferent negative sample construction strategies across video,

Shift = 1.86 Shift = 1.26

Shift = 2.42 Shift = 3.85
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-40 -20 0 20 40 -40 -20 0 20 40
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Figure 7. Kernel Density Estimation (KDE) of log-likelihood dif-
ferences in adversarial masking experiments. The log-likelihood
difference measures the separation between original and adversar-
ial distributions, with the shift representing the mean difference.
Larger shifts indicate greater model robustness.

clip, and object levels on model performance. At the video
level, the Reverse method achieves the highest overall ac-
curacy (67.2%), significantly outperforming Randomness
(54.3%), Blackness (50.2%), and Random Mask (52.1%).
This suggests that disrupting temporal order provides more
informative negative samples compared to random sampling
or masking strategies, which fail to introduce sufficient
semantic contrast. At the clip level, Relevant Segments
yields the best performance (64.8%), surpassing Random-
ness (53.1%), Blackness (52.9%), Reverse (61.1%), and
Random Mask (62.6%). This highlights that using event-
irrelevant segments as negatives more effectively challenges
the model to focus on event-specific semantics, whereas
random or blackened clips lack meaningful contrast. At
the object level, ROI Move achieves the highest accuracy
(66.0%), outperforming ROI Mask (64.3%), Randomness
(54.3%), and Blackness (53.7%). This indicates that spa-
tially disrupting key objects introduces more challenging
and informative negative samples compared to masking or
random sampling. Overall, these results emphasize that well-
designed, semantically targeted negative samples—such
as those disrupting temporal order, leveraging event irrel-
evance, or altering spatial relationships—are crucial for
enhancing the model’s ability to distinguish fine-grained
video-language alignments.

7.3. Adversarial Temporal Testing
To evaluate the robustness of VistaDPO, we conducted ad-
versarial temporal testing using the “Temporal” subset of
VideoHallucer (Wang et al., 2024), which includes three cat-
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Does the girl play with her pet in the video?

 Yes, ...

Does the girl play with her pet in the video?

Yes, the girl is seen playing with her pet in the video. She 
is seen teasing the dog and playing with it on the couch.

w/ VistaDPO  Yes, ...w/ Hound-DPO  Yes, ...

w/ Hound-DPO  Yes, the girl appears to play fully interact with     
                        the pet, encouraging it to play and move around.

w/ VistaDPO   No, there is no interaction or play between the   
                     girl and her pet in the video. There is no direct        
                     contact between the girl and her pet throughout.

(b) Spatial adversarial testing demonstration

Does a dog run right a person in the video?

 Yes, ...

Does a dog walk right a person in the video?

Yes, a dog walks right past a person in the video.

w/ VistaDPO  Yes, ...w/ Hound-DPO  Yes, ...

w/ VistaDPO   No, it is specifically a dog running towards a    
                     person in the video rather walking towards this  
                     person.

(c) Token adversarial testing demonstration

Does a dog stand still by a person in the video?

 Yes, ... w/ VistaDPO  No, ...w/ Hound-DPO  No, ...

w/ Hound-DPO  Yes, a dog is seen walking alongside the person 
                        in the video, indicating a training exercise or a 
                        demonstration of control and obedience.

Does 'a man tries to stop a man from shooting a 
basket ball' happen earlier than 'the ball is 
passed across the room and men chase it across 
the court'?

 Yes, ...

Yes, '...' happens earlier than '...'.

w/ VistaDPO  Yes, ...w/ Hound-DPO  Yes, ...

w/ VistaDPO  No, 'a man tries to stop a man from shooting a 
                   basket ball' happens after than 'the ball is passed 
                   across the room and men chase it across the court'

(a) Temporal adversarial testing demonstration

only w/o             Yes, the girl appears to play and interact        
      with the pet that is sprawled out on the    

                              beige couch.only w/o             Yes,  '...' happens earlier than '...'.

w/ Hound-DPO  Yes, ... happen earlier than ... only w/o             Yes, a dog walks right past a person in the 
                             video.The dog seems to be following the 
                             person's footsteps.

Does '...' happen earlier than '...'?

Figure 8. Case Studies of Adversarial Testing for VistaDPO: We conduct case studies from three perspectives: (a) Temporal adversarial
testing, which examines whether the model can infer the correct sequence of events by introducing reversed temporal order through video
playback. (b) Spatial adversarial testing, which evaluates the model’s ability to understand subject-object interactions by masking frames
or pixels related to the target object. (c) Token adversarial testing, which tests the model’s sensitivity to subtle linguistic differences by
introducing similar action descriptions (e.g., contrasting “run” with “stand” and “walk”). Each test compares VistaDPO with baselines
(i.e., Video-LLaVA and Hound-DPO) and corresponding ablated versions to assess the impact of key components.

egories of video-based QA tasks: (i) Temporal Absolute,
focusing on when an event occurs; (ii) Temporal Relative,
addressing the order of two events; and (iii) Length Rela-
tive, comparing the duration of two events. For adversar-
ial testing, we reversed all videos and adjusted answers to
align with the reversed timeline (as shown in Figure 8(a). As
shown in Figure 6, the base model (Video-LLaVA) and prior
work (Hound-DPO) suffer significant performance drops
across all three adversarial scenarios, revealing their inabil-
ity to effectively model temporal hallucinations and vul-
nerability to timeline modifications. In contrast, VistaDPO
shows minor degradation, demonstrating better temporal
awareness and robustness against adversarial challenges.

7.4. Adversarial Spatial Testing
To evaluate spatial adversarial robustness, we test with a
video and the question, “Does the girl play with her pet in
the video?” As shown in Figure 8(b), all models correctly
respond to the original video (upper side). However, in the
adversarial version (lower side), where frames are masked
to ensure the girl and pet never appear together, only Vis-
taDPO correctly identifies the absence of interaction. To
further assess adversarial discriminative capability, we use
Kernel Density Estimation (KDE) on the VideoHallucer
dataset to visualize how model representations shift when
reasoning over noisy (adversarial) samples (see Figure 7).
Video-LLaVA achieves a shift value of 1.86, showing lim-
ited ability to distinguish between original and adversarial
samples. Adding Hound-DPO slightly reduces the shift
to 1.26, indicating no improvement. VistaDPO achieves
the highest shift value of 3.85, significantly outperforming
other models. Removing LDPOo

reduces the shift to 2.42,

highlighting the importance of the proposed spatial-object
preference optimization. These show VistaDPO’s superior
ability to capture subtle semantic differences and enhance
adversarial robustness.

7.5. Adversarial Token Testing
As shown in Figure 8(c), we conduct adversarial token test-
ing to evaluate model robustness. For the original question,
“Does a dog run right a person in the video?”, all models
answered correctly. When “run” was replaced with “stand”
(a significant semantic shift), most models maintained ac-
curate responses. However, with an adversarial sample re-
placing “run” with “walk” (a subtle semantic change), only
VistaDPO correctly captured the nuanced difference. This
underscores VistaDPO’s robust token-level understanding,
capturing fine-grained semantic shifts and ensuring precise
video-language alignment under adversarial conditions.

8. Conclusion
In this paper, we propose VistaDPO, a novel framework
for Video Hierarchical Spatial-Temporal Direct Preference
Optimization, which enhances the alignment between text
and video preferences across three hierarchical levels: in-
stance, temporal, and perceptive. To support fine-grained
preference alignment, we introduce VistaDPO-7k, a dataset
of 7.2K QA pairs with annotations for chosen/rejected re-
sponses and spatial-temporal groundings. Extensive eval-
uations on tasks, i.e., Video Hallucination, Video QA, and
Captioning benchmarks demonstrate that VistaDPO signifi-
cantly improves existing LVMs, addressing video-language
misalignment and hallucination issues.
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Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning, particularly in the domain of video-
language alignment and large video models (LVMs). By in-
troducingVistaDPO, a framework for hierarchical spatial-
temporal direct preference optimization, and constructing
the VistaDPO-7k dataset, we aim to improve the align-
ment between video content and human preferences, mit-
igating issues such as hallucination and misalignment in
video-language tasks.

The potential societal impact of this work includes enhanc-
ing the robustness and reliability of AI systems in appli-
cations such as video analysis, autonomous systems, and
multimedia content understanding. While these advance-
ments could contribute positively to fields like education,
accessibility, and entertainment, they also raise ethical con-
siderations, including potential misuse in surveillance or
biased decision-making if the models are not carefully eval-
uated for fairness and accountability.

We have taken steps to ensure that the dataset and method-
ology are designed to reduce biases and hallucinations, and
we encourage future researchers to apply these methods
responsibly. Beyond these considerations, there are no im-
mediate societal consequences of this work that require
specific attention.
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A. Limitation and Future Work
While VistaDPO excels at aligning video and language with fine-grained precision, its performance on long-duration
videos with complex temporal dependencies leaves room for improvement. Such scenarios pose unique challenges for any
alignment framework. Building on our strong spatial-temporal modeling foundation, future work could explore hierarchical
architectures or memory-augmented mechanisms to further enhance the ability to capture long-term interactions, extending
the reach of our method to even more complex video-language tasks.

B. More Details of Data Annotation

Table 4. Summary of Hallucination Types, Sample Counts, and Data Sources.
Hallucination Type Sample Count Data Source

Object 1,200 MSR-VTT, STAR, VATEX
Number 500 ActivityNet-QA, MSR-VTT, NExT-QA, VATEX
Location 500 MSR-VTT, NExT-QA, VATEX
Color 500 ActivityNet-QA, CLEVRER, MSR-VTT, VATEX
Static Relation 800 ActivityNet-QA, MSR-VTT, VATEX
OCR 500 RoadTextVQA, ViteVQA
Action 1,200 MSR-VTT, MSVD, STAR, VATEX
Dynamic Attribute 300 TempCompass, Tomato
Dynamic Relation 1,500 MSR-VTT, NExT-QA, STAR, VATEX, VCGBench-Diverse
Sequence 200 Video-MME, YouCook2

Datasets Sources. We constructed a dataset by sampling from the validation sets of 14 existing datasets in Table 4,
specifically MSR-VTT (Xu et al., 2016), STAR (Mosig et al., 2020), VATEX (Wang et al., 2019), ActivityNet-QA (Yu
et al., 2019), NExT-QA (Xiao et al., 2021), CLEVRER (Yi et al., 2019), RoadTextVQA (Tom et al., 2023), ViteVQA
(Zhao et al., 2022), MSVD (Chen & Dolan, 2011), TempCompass (Liu et al., 2024c), Tomato (Shangguan et al., 2024),
VCGBench-Diverse (Maaz et al., 2024), Video-MME (Fu et al., 2024), and YouCook2 (Zhou et al., 2018), encompassing
tasks such as binary QA, multiple-choice QA, and captioning-QA. To define hallucination within the context of video-based
QA, we categorized it into two dimensions: Perception and Temporal, and generated corresponding chosen and rejected
responses.

Specifically, the Perception dimension evaluates the model’s ability to recognize static information in videos. This includes
object recognition, identifying static attributes (e.g., number, color, position), understanding spatial relationships between
objects, and extracting other elements such as OCR. In contrast, the Temporal dimension assesses the model’s ability

(a) Original QA Pairs from Exsiting Prevalent Datasets

(b) Augmented Chosen/Rejected QA-pairs 

Question: Which object did the person sit on during the scene?

Chosen: The person sat on a chair during the scene.

Rejected2: During the scene, the person sat at the table instead.

Rejected1: In the scene, the person chose to sit in a 
shopping cart.

(c) Manually Annotated Spatio-Temporal Information 

Answer: The person sat on a chair during the scene.

Question: Which object did the person sit on during the 
scene?

...

(Irrelevant)
(Relevant but Wrong)

...

“IS IN VIDEO?”

shopping cart
(False)

table
(True)

Appear
(22.61s)
{...}

Disappear
(34.13s)
{...}

Chair
(26.69s)
{(x,y,w,h)}

Figure 9. Illustration of dataset pipeline for constructing augmented video-language QA pairs. (a) Original QA pairs are extracted from
existing prevalent datasets, providing basic QA pairs. (b) These pairs are augmented by introducing chosen and rejected answers, where
rejected answers include both irrelevant responses (e.g., ”shopping cart”) and relevant but incorrect ones (e.g., ”table”). (c) To enhance
spatiotemporal understanding, manual annotations are added, specifying object appearances, spatial coordinates (e.g., bounding boxes),
and temporal dynamics (e.g., appearance and disappearance timestamps). This pipeline ensures richer, more nuanced data for hierarchical
preference optimization in video-language tasks.
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to comprehend dynamic temporal information, such as recognizing actions, identifying subtle dynamic attributes (e.g.,
movement direction, speed, shape), understanding event relationships, and perceiving action sequences within the video. By
leveraging the prompt structure illustrated in Figure 9, we expanded the original QA data into a dataset suitable for DPO
training with chosen and rejected responses. During the construction of rejected response, we carefully considered whether
the core semantics of the question were present in the video, generating both relevant and irrelevant rejected responses.
This approach aims to enhance the model’s global understanding and robustness at the response level.

To explicitly strengthen the model’s spatiotemporal perception capabilities, we first identified all objects involved in the video.
Subsequently, we manually annotated keyframes in which at least 30% of the object’s contours appeared or disappeared in
the frame, as well as any keyframes directly relevant to answering the question. For each annotated keyframe, we labeled
the bounding box coordinates (i.e., (x, y, w, h)) of the objects.

Quality Control. To ensure annotation quality, all annotators were PhD students from universities who underwent
standardized training and utilized a unified annotation tool. Each video was annotated independently by two annotators, and
cross-validation was performed. Samples with annotation discrepancies were discarded to maintain high data quality.

C. More Discussions on Related Work

Table 5. Comparison among different DPO strategies.

Method LLM Base Model DPO Textual Visual
(7B, if not specified) Text Image Video Granularity Dimension

DPO (Rafailov et al., 2024) Text Pythia-2.8B ✓ ✗ ✗ Sentence
IPO (Azar et al., 2024) Text Pythia-2.8B ✓ ✗ ✗ Sentence
KTO (Ethayarajh et al., 2024) Text Llama-3-8B & Qwen-3B-Instruct ✓ ✗ ✗ Sentence
R-DPO (Park et al., 2024) Text Pythia-2.8B ✓ ✗ ✗ Sentence
SamPO (Lu et al., 2024) Text Tulu2-13B-SFT & Llama3-8B-Instruct ✓ ✗ ✗ Sentence
SePO (Yang et al., 2024) Text LLaMA2-Chat & Pythia-SFT-6.9B ✓ ✗ ✗ Sentence & Token
TDPO (Zeng et al., 2024) Text GPT-2-Large ✓ ✗ ✗ Sentence & Token
HA-DPO (Zhao et al., 2023) Image LLaVA-v1.5 & MiniGPT-4 ✓ ✗ ✗ Sentence
BPO (Pi et al., 2025) Image LLaVA-v1.5 ✓ ✗ ✗ Sentence
FDPO (Gunjal et al., 2024) Image InstructBLIP-13B ✓ ✗ ✗ Sentence
HALVA (Sarkar et al., 2024) Image LLaVA-v1.5 ✓ ✗ ✗ Sentence & Token
POVID (Zhou et al., 2024b) Image LLaVA-v1.5 ✓ ✓ ✗ Sentence Spatial
MIA-DPO (Liu et al., 2024d) Image LLaVA-v1.5 & InternLM-XC2.5 ✓ ✓ ✗ Sentence Spatial
V-DPO (Xie et al., 2024) Image LLaVA-v1.5 ✓ ✓ ✗ Sentence Spatial
Next-DPO (Li et al., 2024b) Video LLaVA-Next ✓ ✗ ✗ Sentence
Hound-DPO (Zhang et al., 2024b) Video Video-LLaVA ✓ ✗ ✗ Sentence
VistaDPO (Ours) Video Video-LLaVA & PLLaVA ✓ ✓ ✓ Sentence & Token Spatial & Temporal

To highlight our contributions, we detail in Table 5 how our proposed VistaDPO differs from previous DPO strategies. Two
critical distinctions are summarized as follows:

• Spatial-Temporal Video Preference Optimization: Previous DPO methods predominantly focused on language-level
alignment. With advancements in the field, the focus gradually shifted from language models to vision-language models.
While some works incorporated image-level visual alignment, these approaches remained limited to static images. Recent
works like LLaVA-Next-DPO (Li et al., 2024b) and LLaVA-Hound-DPO (Zhang et al., 2024b) extended DPO strategies
to video-language models. However, these methods only applied vanilla DPO strategies, optimizing alignment exclusively
at the language level, with no explicit focus on visual modeling. In contrast, VistaDPO uniquely emphasizes optimizing
spatial-temporal preferences in videos. By explicitly modeling both spatial and temporal preferences, VistaDPO bridges
the gap between video content and textual understanding. This dual-layer spatial-temporal optimization enables our
framework to address the complexities of video-language tasks comprehensively.

• Hierarchical Finer Granularity: Most existing DPO approaches operate at a coarse granularity, typically limited to
sentence-level alignment for text and holistic-level alignment for visuals. Advanced methods explore token-level textual
alignment but still overlook hierarchical visual structures, which are crucial for video understanding. VistaDPO introduces
a hierarchical granularity approach, incorporating both sentence- and token-level granularity for textual alignment and
spatial- (object-) and temporal- (clip-) level granularity for visual alignment. By structuring alignment hierarchically
across multiple layers—spanning from fine-grained token and object representations to coarse-grained sentence and
video-level relationships—VistaDPO achieves a robust and precise preference optimization. This hierarchical approach
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empowers our framework to capture intricate cross-modal dependencies, ensuring superior performance in challenging
scenarios such as adversarial testing and hallucination reduction.

D. Extended Details of Methodology: Formulas and Prompts
This section details the core methodology used in VistaDPO, including the mathematical formulations and prompts employed
during training. Key formulas for DPO are provided, along with the specific prompt templates used for generating and
refining QA pairs. These details aim to provide a comprehensive understanding of the technical implementation.

D.1. Formulations of Token-Level Preference Optimization.

Token-Level Preference Optimization (TLPO) is a fine-grained optimization framework designed to align model outputs with
human preferences by leveraging token-wise feedback. Unlike response-level optimization, TLPO avoids the cancellation of
policies that may occur at the sentence level by focusing on sequential KL divergence at the token level.

Human Preference Modeling. We employ the Bradley-Terry model to represent the probability of human preferences for a
winning response yw over a losing response yl, given the input x and auxiliary video context vfw. The preference probability
is defined as:

PBT(yw ≻ yl|x, vfw) = σ
(
λ(x, vfw, yw, yl)− δ(x, vfw, yw, yl)

)
,

where σ(·) is the sigmoid function, λ(x, vfw, yw, yl) represents the difference in rewards, and δ(x, vfw, yw, yl) is the difference
in sequential KL divergence between the preference pairs. These terms are defined as follows:

λ(x, vfw, yw, yl) = β log
πθ(yw|x, vfw)
πref(yw|x, vfw)

− β log
πθ(yl|x, vfw)
πref(yl|x, vfw)

,

δ(x, vfw, yw, yl) = βDSeqKL(x, v
f
w, yw;πref||πθ)− βDSeqKL(x, v

f
w, yl;πref||πθ).

Sequential KL Divergence. The sequential KL divergence DSeqKL is defined as the sum of token-level KL divergences
across the sequence:

DSeqKL(x, v
f
w, y;πref||πθ) =

T∑
t=1

DKL(πref(y
t|x, vfw, y<t)||πθ(y

t|x, vfw, y<t)),

where T is the length of the sequence y, and y<t denotes the tokens generated up to step t− 1.

Loss Function for TLPO. Combining the Bradley-Terry model and the sequential KL divergence, the loss function for
TLPO is expressed as:

LTLPO = −E(x,vf
w,yw,yl)

[
log σ

(
λ(x, vfw, yw, yl)− δ(x, vfw, yw, yl)

)]
.

Substituting λ(x, vfw, yw, yl) and δ(x, vfw, yw, yl), the loss function can be rewritten as:

LTLPO =− E(x,vf
w,yw,yl)

[
log σ

(
β log

πθ(yw|x, vfw)
πref(yw|x, vfw)

− β log
πθ(yl|x, vfw)
πref(yl|x, vfw)

− α
(
DSeqKL(x, v

f
w, yw;πref||πθ)− sg(DSeqKL(x, v

f
w, yl;πref||πθ))

))]
.

(15)

where α is a hyperparameter controlling the weight of the sequential KL divergence difference, and sg(·) represents the
stop-gradient operator.

Final Formulation. The optimization term for TLPO, denoted as LDPOt , focuses solely on the sequential KL divergence
difference:

LDPOt = sg
(
βDSeqKL(x, v

f
w, yw;πref||πθ)

)
− βDSeqKL(x, v

f
w, yl;πref||πθ).

This term ensures that the learned policy πθ aligns closely with the winning sequence yw while diverging from the losing
sequence yl, effectively capturing human preferences at the token level.
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D.2. Prompt templates for Generating QA pairs.

To adapt the existing dataset for fine-grained DPO training, we employed a template-based approach, as illustrated in
Figure 10, and processed it using GPT-4. Specifically, we demonstrate the details of the prompt design using a multiple-
choice dataset as an example.

System Prompt
You are an expert in generating hallucinated sentences multiple-choice questions.

User Prompt
[Definition]
{Hallucination} in multimodal models refers to generating responses that are inconsistent with the actual 
visual content. A specific subtype of hallucination is {[HALLUCINATION_TYPE]}, where the model 
generates responses based on incorrect or imagined information.

[Task]
Based on the input {video QA}, take the original correct answer and modify it into plausible but wrong 
sentences (rejected responses) that fit the context but do not match the video. Then generate:

A {chosen response} (correct answer, rephrased naturally).
Two {rejected responses}:
    -One modified from the original correct answer to be relevant but incorrect (full sentence).
    -One completely unrelated (full sentence).

[Example]

Input: (Original Video QA):
{Prompt}: What type of car is featured in the video?

{Correct Answer}: A Porsche 911 GT3.

Output:

{Prompt}: What type of car is featured in the video?

{Chosen}: The car shown is a Porsche 911 GT3 with carbon fiber detailing.

{Rejected-1}: The video features a Ferrari 488 Spider, which looks similar to a Porsche.

{Rejected-2}: The video shows a train passing through a rural area..

Figure 10. A prompt template designed for generating hallucinated responses in multimodal models is presented. The template transforms
original video QA pairs into a ”chosen response” (a rephrased correct answer) and two ”rejected responses” (one contextually relevant but
incorrect, and one entirely unrelated). This framework supports preference optimization by providing plausible yet inaccurate alternatives
for training and evaluation. An example illustrates the process, highlighting the generation of both coherent and unrelated hallucinated
responses.

E. More Comparison on MVBench
To more comprehensively evaluate VistaDPO, we conduct tests on MVBench (Li et al., 2024c), which contains 4, 000
QA pairs across 11 video datasets covering a wide range of scenes, ranging from first-person to third-person and from
indoor to outdoor environments. These tasks are categorized into 20 fine-grained temporal understanding tasks. The
results in Table 6 shown an overall improvement of 2.7% and 3.3% compared to base model PLLaVA and Video-LLaVA,
respectively. Notably, VistaDPO excels in Object Existence (8.5% and 7.5%), Object Interaction (5.0% and 6.5%), Moving
Direction (2.5% and 7.0%), Action Localization (9.5% and 6.0%), and Fine-grained Pose (6.5% and 6.0%), demonstrating
the effectiveness of our spatial-temporal and fine-grained modeling approach.

F. Exhibition Board
Qualitative Demonstration. We show some unselected video QA cases in Figure 11, which are sourced from VideoHallucer
(Wang et al., 2024) and EventHallusion (Zhang et al., 2024a).

VistaDPO-7K Sample Demonstration. We show examples of constructed VistaDPO-7K from temporal samples in
Figure 12 and perception samples in Figure 13.
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Table 6. Comparisons on MVBench. Bold values indicate the best performance achieved on the corresponding base model, while
underlined values represent the second-best performance. The results of VideoChat, VideoChatGPT, Video-LLaMA, and VideoChat2 are
included as references, but they are not directly related to the contributions of this paper.
Models Avg. AS AP AA FA UA OE OI OS MD AL ST AC MC MA SC FP CO EN ER CI

VideoChat (Li et al., 2023) 35.5 33.5 26.5 56.0 33.5 40.5 53.0 40.5 30.0 25.5 27.0 48.5 35.0 20.5 42.5 46.0 26.5 41.0 23.5 23.5 36.0
VideoChatGPT (Maaz et al., 2023) 32.7 23.5 26.0 62.0 22.5 26.5 54.0 28.0 40.0 23.0 20.0 31.0 30.5 25.5 39.5 48.5 29.0 33.0 29.5 26.0 35.5
Video-LLaMA (Zhang et al., 2023a) 34.1 27.5 25.5 51.0 29.0 39.0 48.0 40.5 38.0 22.5 22.5 43.0 34.0 22.5 32.5 45.5 32.5 40.0 30.0 21.0 37.0
VideoChat2 (Li et al., 2024c) 51.1 66.0 47.5 83.5 49.5 60.0 58.0 71.5 42.5 23.0 23.0 88.5 39.0 42.0 58.5 44.0 49.0 36.5 35.0 40.5 65.5

PLLaVA (Xu et al., 2024) 46.6 58.0 49.0 55.5 41.0 61.0 56.0 61.0 36.0 23.5 26.0 82.0 39.5 42.0 52.0 45.0 42.0 53.5 30.5 48.0 31.0
+ Hound-DPO (Zhang et al., 2024b) 45.3 54.0 46.0 57.0 37.5 59.5 54.5 62.0 31.5 23.5 26.5 83.5 38.0 41.5 50.0 41.0 39.5 50.5 32.0 46.0 32.5
+ VistaDPO (Ours) 49.3 59.5 51.0 60.0 41.5 59.0 64.5 66.0 35.0 27.0 35.5 82.5 40.0 45.5 51.5 48.0 48.5 54.0 31.0 50.0 35.0

Video-LLaVA (Lin et al., 2023) 43.0 46.0 42.5 56.5 39.0 53.5 53.0 48.0 41.0 29.0 31.5 82.5 45.0 26.0 53.0 41.5 33.5 41.5 27.5 38.5 31.5
+ Hound-DPO (Zhang et al., 2024b) 43.3 44.5 40.0 59.0 39.0 52.5 53.5 49.5 36.5 32.0 33.5 79.0 43.0 28.0 55.5 42.0 30.0 43.0 31.0 39.0 35.0
+ VistaDPO (Ours) 46.3 47.5 45.0 58.5 42.0 51.5 60.5 54.5 39.5 36.0 37.5 82.5 49.0 28.5 51.0 49.0 39.5 44.0 29.0 42.0 38.5

Note: Action: Action Sequence (AS), Action Prediction (AP), Action Antonym (AA), Fine-grained Action (FA), Unexpected Action
(UA); Object: Object Existence (OE), Object Interaction (OI), Object Shuffle (OS); Position: Moving Direction (MD), Action Localization
(AL); Scene: Scene Transition (ST); Count: Action Count (AC), Moving Count (MC); Attribute: Moving Attribute (MA), State Change
(SC); Pose: Fine-grained Pose (FP); Character: Character Order (CO); Cognition: Egocentric Navigation (EN), Episodic Reasoning (ER),
Counterfactual Inference (CI).

Does the car in the video move forward?

 Yes, the car in the video moves forward.

+Hound-DPO  Yes, the car does move forward in the video.

+VistaDPO   No, the car in the video remains stationary, but the video shows 
                      kids with school bags moving forward.

Does the person in the video touch his hair?

Yes, the person in the video touches his hair while talking to the camera.

+Hound-DPO  Yes, the person in the video touches his hair in some of frames.

+VistaDPO   No, the person in the video does not touch his hair, but focuses on 
                      what looks like a drawing board object in front of him.

Is the person with a yellow helmet in the video sitting on a 
bicycle and riding it?

 Yes, the person in the yellow helmet is sitting on the bike and riding it.

+Hound-DPO  Yes, the person with a yellow helmet sits on a bicycle and rides it.

+VistaDPO   No, the person in the yellow helmet is not riding but repairing the 
                      bicycle.

 No, the athlete is performing gymnastics with a balance beam without 
accident.

+Hound-DPO  No, no accidents or any unexpected happend in the video.

+VistaDPO   Yes, the athlete fell in an accident while doing gymnastics on the 
          balance beam.

Did any accident or anything unexpected happen in the video?

Figure 11. Cases of VistaDPO in video understanding.
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Video Hierarchical Spatial-Temporal Preference Optimization

Question: What does the baby do after picking up a red toy at the start?

Chosen: After picking up the red toy, the baby walks towards a woman dressed in jeans.

Reject1: The baby smiles before turning its head to look directly into the camera lens.

Reject2: The baby stands up and begins to rotate a small ball in its hand. "is_in_video": false

"is_in_video": true

"is_in_video": true

Spatial-Temporal Grounding Information： {Obejct-(t, x, y, w, h)}

red toy: (10.58, 145.2908, 309.6, 104.4653, 94.8)，(15.48, 314.5966, 136.8, 105.6660, 76.8)，(16.18, 255.7598, 265.2, 
76.8480, 74.4)，(19.02, 280.9756, 120.0, 70.8443, 91.2)，(19.69, 283.3771, 91.2, 52.8330, 84.0)，(21.59, 347.0169, 129.6, 
66.0413, 64.8)，(24.26, 315.7974, 158.4, 82.8518, 76.8)，(44.64, 154.8968, 156.0, 48.0300, 54.0)，(46.61, 208.9306, 268.8, 
103.2645, 111.6),

baby: (12.88, 181.3133, 164.4, 297.7861, 234.0)，(16.35, 255.7598, 62.4, 220.9381, 375.6)，(19.85, 195.7223, 63.6, 
189.7186, 294.0)，(21.76, 217.3358, 75.6, 133.2833, 216.0)，(25.99, 224.5403, 109.2, 132.0826, 182.4)，(50.78, 51.6323, 
134.4, 139.2871, 192.0)

Question: What does the lady do after opening the bottle？

Chosen: After opening the bottle, the lady takes a sip directly from it.

Reject1: She carefully places the bottle back on the table without taking a single drink.

Reject2: Instead of drinking it, she pours the contents into a glass. "is_in_video": false

"is_in_video": true

"is_in_video": true

Spatial-Temporal Grounding Information： {Obejct-(t, x, y, w, h)}

bottle: (12.34, 420.2627, 244.8, 105.6660, 87.6)，(14.56, 419.0619, 152.4, 75.6473, 88.8), (15.78, 318.1989, 271.2, 68.4428, 
110.4)。

Figure 12. Temporal data samples of VistaDPO-7K.

Question: What did the person pour into the container during the video?

Chosen: The person poured juice into the container during the video.

Reject1: The person poured the contents of the bag into the container during the video.

Reject2: The person used an umbrella to cover the container during the video. "is_in_video": false

"is_in_video": true

"is_in_video": true

Spatial-Temporal Grounding Information： {Obejct-(t, x, y, w, h)}

person: (3.04, 3.0, 5.0, 315.0, 355.0)，(13.11, 4.0, 123.0, 283.0, 237.0)，(53.65, 329.0, 22.0, 151.0, 339.0)

juice: (0.57, 304.0, 65.0, 47.0, 74.0)，(13.11, 40.0, 171.0, 126.0, 78.0)，(20.05, 296.0, 292.0, 70.0, 67.0)。

Question: What is on the left of the river?

Chosen: On the left side of the river, there is a tall tree providing shade over the bank.

Reject1: To the left of the river, you can see a striking fountain that adds a splash of color to the scene.

Reject2: On the opposite side of the river, there's a simple wooden bench for people to rest. "is_in_video": false

"is_in_video": flase

"is_in_video": true

Spatial-Temporal Grounding Information： {Obejct-(t, x, y, w, h)}

tree: (0.08, 16.0, 12.7811, 1539.2, 408.9941)，(170.68, 6.4, 12.7811, 1913.6, 731.7160)，(171.12, 9.6, 22.3669, 1932.8, 
702.9586)

river: (0.12, 6.4, 415.3846, 1900.8, 664.6154)，(113.68, 35.2, 619.8817, 1849.6, 447.3373)，(170.0, 32.0, 610.2959, 1891.2, 
456.9231)

Figure 13. Perception data samples of VistaDPO-7K.
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