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Abstract

We present ISSOSYNTH, an iterative subset selection method for generating high-
fidelity synthetic tabular data. The approach won the Mostly Al prize (2025) for
generating the synthetic data with the highest fidelity. We evaluate the fidelity,
utility and empirical privacy of the approach on various datasets and show that the
method is able to improve fidelity and utility on downstream tasks without notably
increasing vulnerability to membership inference attacks.

1 Introduction

Many Al applications rely on high-quality tabular datasets, especially in fields such as healthcare,
finance, and industry. However, real-world data sharing is often restricted by privacy and confidential-
ity concerns, making synthetic data generation a practical and widely adopted alternative. Synthetic
data mimics the statistical properties of real data, while eliminating the direct link to individual
records. Although numerous synthetic data generators (SDGs) have emerged, ranging from statistical
approaches to deep generative models, ensuring that the resulting synthetic datasets maintain high
fidelity and utility for downstream tasks remains a challenge.

In this work, we present Iterative Subset Selection from Oversampled SYNTHetic data (IS-
SOSYNTH), a generator-agnostic method to improve the fidelity of synthetic tabular data. It achieves
this by oversampling any SDG and iteratively selecting a subset that best preserves the underly-
ing data distribution. ISSOSYNTH won the Mostly Al Prize (ZOZSﬂ, a global synthetic tabular
data competition taking place earlier this year. We evaluate the approach on multiple datasets and
SDGs. To provide a comprehensive assessment, we consider not only data fidelity but also the utility
on downstream classification tasks and estimate privacy leakage empirically using state-of-the-art
membership inference attacks.

2  Method

2.1 ISSOSYNTH: Iterative Subset Selection from Oversampled SYNTHetic data

To enhance the fidelity of generated data, we propose the multi-stage selection algorithm ISSOSYNTH
that filters a large, oversampled synthetic data pool to produce a high-fidelity subset. ISSOSYNTH is
designed to closely align the statistical properties of the synthetic data with the real-world source
data by sequentially applying three distinct procedures:

1. Iterative Proportional Fitting (IPF) for initial candidate selection
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2. Greedy Trimming phase to fine-tune while reducing the set to the target size

3. Refinement stage to fine-tune the final dataset with samples from the synthetic data pool

The approach requires training a generative model and using it to create a synthetic data pool
significantly larger than the source dataset. This oversampling ensures a diverse set of candidates for
the selection process. The complete process is detailed in Algorithm[I] For clarity, the pseudocode
presents a simplified version of the core logic; further implementation details are discussed in the
appendix. It takes the real source dataset Dy, and a larger, oversampled synthetic pool Dpeo1 (Where
|Dpoo|\ > | Drear|) as input. It aims to select a final subset Dgyp, Of target size N (we use N = | Dyeqr]).
Our core optimization metric, £1(D 4, Dp), represents the total, normalized L, distance over all
monitored uni-, bi-, and trivariate distributions between dataset D4 and Dpg. This metric was
specifically chosen as it was the target metric of the Mostly Al competition. To efficiently compute
this, all features are discretized into 10 bins, and the metric is calculated on the binned representations.

Subset Selection via Iterative Proportional Fitting (IPF) The objective of the first stage, IPF-
SELECTION, is to select an initial, oversized subset Dgympie from the synthetic data pool Dy, that
closely mirrors the bivariate distributions of the real data D;.,. To manage computational complexity,
the algorithm first selects the top kp,irs feature pairs PP based on mutual information. It then iteratively
adjusts a weight vector w for all samples in Dpo01. In each iteration, it creates the target contingency
tables 7}, from D, and the current weighted contingency tables C;, from Dy, for each pair p € P.
Scaling factors S, are calculated and used to update the sample weights w. This process repeats for
K iterations. Finally, an oversized subset Dgappie Of size Ngample is sampled from Dy, according to
these final weights.

Greedy Trimming We employ a greedy trimming algorithm to reduce the oversized subset from
the IPF phase down to the final target size N. This is achieved by iteratively identifying and removing
a batch of Sy, data points X~ from the current set De,,.. The samples to be removed are selected
based on having the highest removal gain g(x), meaning their removal most improves the total £
distance relative to D, . This batch removal process is repeated until the dataset reaches the target
size N.

Refinement via Swapping Finally, the trimmed dataset undergoes an iterative refinement process to
further enhance its fidelity. In each iteration, the algorithm first identifies a batch of Sy, worst-fitting
records X ~ within the current subset, i.e., the records with the highest gremove (). It then searches the
oversampled pool (excluding those already in the subset) for the best-fitting batch of Sy, candidates
X7 to add in their place.

2.2 Evaluation

We evaluate our method across three axes: fidelity, utility, and privacy. We test our generator-
agnostic method, ISSOSYNTH, on four popular generators: Gaussian Copula, CTGAN [13]],
TVAE [13], and TabularARGN [9]. We use four openly accessible tabular datasets: Adult [1],
Bank Marketing [4]], Electricity [2], and Nursery [7]. For each experiment, we split the original
dataset into three equally sized, disjoint parts: a training set, a test set, and a reference set. The
synthetic data generators (SDGs) are trained only on the training set. We create two synthetic datasets
from this: a baseline synthetic dataset without any post-processing, and our optimized dataset using
ISSOSYNTH. This entire process is repeated three times with different random splits to ensure robust
results.

We measure fidelity using the average of the three accuracy scores for univariate, bivariate, and
trivariate distributions, as implemented in the Mostly Al data benchmark implementation [8]. We
compare the baseline and optimized synthetic datasets against the training set, and report the fidelity
difference in Table[I|as fidelity gain.

To evaluate downstream utility, we train a gradient boosting model once on the baseline synthetic
dataset and once on the dataset optimized with ISSOSYNTH. We then measure its predictive
performance on the test set using the Area Under the Receiver Operating Characteristic Curve
(AUC-ROC), and report the difference between the AUC-ROC as utility gain in Table



Algorithm 1 ISSOSYNTH

1 Input: real dataset Dye,, synthetic data pool from SDG D01
2 Output: Optimized subset Diinal

3 Dgample — IPFSELECTION(Dreat, Dpool )

4 Deyr < GREEDY TRIMMING(Dreal, Dsample )

5 Dfinal < REFINEMENT (Direat, Dpool, Deurr)

6

7 function IPFSELECTION(Dyeat, Dpool)

8 P < top Kkpairs feature pairs from Dyeq by mutual information

9 Initialize weights w; < 1 for each z; € Dpool

10 for i = 1to K; do > K1: max iterations
11 for each pairp € P do

12 T, <+ contingency table of feature pair p on binned Dy

13 C)p < contingency table of feature pair p on binned Dyoo1 Weighted by w

14 Sp +— Tp/Cp > Calculate cell-wise scaling factors
15 B, < lookup array for each x; € Dpool to its bin index in Sp

16 w 4+ w X Sp[Bp]

17 Diampte <— sample Ngample from Dpoo with weights w > Naample: intermediate dataset size
18 return Dgymple

20 function GREEDY TRIMMING( Dyear, Deurr)

21 while | D] > N do > N: target dataset size
2 For @ € Deyr, calculate gain g(x) = L1(Dreal, Deurr) — £1(Dreal; Deurr \ {2})

23 X7 < Suim samples from De,r with the highest gain g(x) > Syim: trim batch size
24 Deur = Do \ {X ™}

25 return Dy

26

27 function REFINEMENT( D eal, Dpool, Deurr)

28 for: = 1to K> do > K5: max iterations
29 For z € Dcurr7 calculate Gremove (I) = Ll(Dreal, Dcurr) - »Cl(Dreah Dy \ {]J})

30 X~ < Sswap samples from Dy With the highest gremove (2) > Sswap: SWap batch size
31 D' + Do \ {X 7}

32 Dpoolircmaining — Dpool \ DCUIT

33 For 2’ € Dpoolfremaining, calculate gaga (m’) = »Cl(Dreal, D/) — L (Dreal, D'U {l‘/})

34 X ¢« Sewap samples from Dipool_remaining With the highest gaaa (")

35 Do + D' U{X T}

36 return D

We conduct an empirical privacy assessment using the Synth-MIA library [12]. This framework
executes a broad range of state-of-the-art membership inference attacks (MIAs; see appendix for
more details) in a no-box threat scenario, where an attacker has access to the synthetic data but no
knowledge of the generation process. As proposed by Ward et al. [12], we compute the maximum
MIA score (AUC and TPR at various low FPR) across all implemented attacks, and report the
difference between baseline and optimized synthetic dataset as privacy loss in Table |1} once for AUC
and once for TPR@FPR=0. The true positive rate (TPR) at a low false positive rate (FPR) is used
because it reflects an attacker’s effectiveness under realistic, privacy-relevant conditions where only a
few false positives can be tolerated.

3 Results

A summary of our results is presented in Table [I] The full tables can be found in the appendix
(Tables [3] ] and [5). Our results show a clear improvement in the fidelity of data optimized by
ISSOSYNTH for all datasets and generators. The magnitude of this improvement varies by generator.
The gains are most substantial for CTGAN and TVAE, with improvements as high as +0.13 (CTGAN
on Nursery) and +0.12 (TVAE on Electricity). For other generators, such as TabularARGN, the
fidelity gains are more modest but still consistently positive (e.g., +0.04 on Electricity and +0.03 on
Adult).

In the downstream utility, there is an overall trend visible that by improving the fidelity, ISSOSYNTH
also improves the AUC score across most datasets and SDGs. For the Nursery dataset in particular,



Table 1: Summary of ISSOSYNTH performance for all datasets. The fidelity gain and utility gain
show the improvement over the baseline generator’s output. Privacy loss columns show the difference
in maximum MIA scores between the optimized and baseline data, where values near zero indicate
no significant change in empirical privacy risk.

Dataset Synthetic data generator ~ Fidelity gain  Utility gain  Privacy loss  Privacy loss
(AUC) (TPR@FPR=0)
Adult CTGAN 0.09 0.01 0.003 0.001
Gaussian Copula 0.07 0.02 0.001 0.001
TabularARGN 0.03 0.01 0.016 0.000
TVAE 0.06 0.01 0.003 -0.001
Bank Marketing CTGAN 0.10 0.03 0.003 -0.001
Gaussian Copula 0.06 -0.01 0.000 -0.001
TabularARGN 0.02 0.02 0.014 0.000
TVAE 0.07 0.02 0.001 0.000
Electricity CTGAN 0.10 0.02 -0.001 -0.001
Gaussian Copula 0.07 0.01 0.000 0.000
TabularARGN 0.04 0.01 0.004 0.000
TVAE 0.12 0.02 -0.003 0.000
Nursery CTGAN 0.13 0.08 0.002 0.001
Gaussian Copula 0.03 0.26 -0.003 0.000
TabularARGN 0.01 0.01 -0.003 -0.002
TVAE 0.05 0.03 -0.002 -0.001

we see a significant improvement, especially for Gaussian Copula and CTGAN generators. We
hypothesize this is because Nursery is the only multi-class dataset, presenting a complexity that
weaker generators fail to capture. Our fidelity-based selection process seems to successfully identify
and preserve the rare, high-utility samples.

The gains in fidelity and utility are achieved without any significant privacy loss, i.e., increase in
vulnerability to state-of-the-art membership inference attacks. There are only two instances with a
privacy loss of ISSOSYNTH above 1%, but given that the TPR @FPR=0 does not increase, these
differences are unlikely to be leveraged effectively in a real-world attack. In general, the privacy
evaluation in Table[5]in the appendix shows that all MIA AUC scores remain close to 0.5 for both
baseline and optimized data, and the TPR@FPR=0 is close to 0, both indicating that attacks are
unable to determine membership much better than random guessing.

4 Related Work

The idea of generating an oversampled pool of synthetic data and then selecting a high-quality subset
was also explored in a concurrent work by Hahn et al. [3]]. In contrast to our approach, they employ a
genetic algorithm. Post-processing synthetic data to enhance utility has also been proposed in the
context of differential privacy [[L1]]. However, their approach relies on re-weighting rather than using
oversampling and subset selection and focuses on numerical features.

5 Conclusion

We introduced ISSOSYNTH, a generator-agnostic oversampling and iterative subset selection method
designed to enhance the fidelity of synthetic tabular data. Our evaluation demonstrates that our
approach improves fidelity and utility on downstream tasks without notably increasing privacy risks
through membership inference attacks. The method proved particularly effective for datasets with
complex distributions and feature combinations. Future work could explore integrating formal
differential privacy guarantees into the selection process or adapting the optimization metric to target
specific utility or fairness objectives.
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A Experimental Details

A.1 Datasets

We use four publicly available datasets. The Adult dataset contains census data to predict income.
Bank Marketing contains data from a direct marketing campaign. Electricity contains electricity
market data. Nursery contains data from a nursery school admissions model. The Nursery dataset
contained one target class that included only two samples, which we removed from our experiments.
Table [2] shows the overall number of rows (before splitting into training, test and reference set),
features and evaluation target of the datasets.

Table 2: Overview of datasets used in the evaluation.

Name Number of Rows Features Target
Adult 48,842 14 Binary
Bank Marketing 45,211 16 Binary
Electricity 45,312 8 Binary
Nursery 12,958 8 Multi-class (4)

A.2 Implementation Details

Generators For CTGAN, TVAE and Gaussian Copula, we used the default hyperparameters from
the Synthetic Data Vault [5] library. For TabularARGN, we used the official implementatiorﬂ
with a maximal training time of 10 minutes. For all generators, we created an oversampled synthetic
pool 10 times the size of the training set.

Computing £; Distance To efficiently compute the £; distance across distributions, all features are
first discretized into 10 bins. For numerical features, a quantile-based binning approach divides the
data into 10 equally populated groups. Categorical features are binned on their frequency, mapping
the 9 most frequent categories to their own bins and collapsing all other less frequent categories into a
single "other" bin. All subsequent comparisons (uni-, bi-, and trivariate) are performed by calculating
histograms and their L distances on this binned integer representation.

Efficient Gain Computation A naive implementation of the gain calculations in Algorithm
(for GreedyTrimming and Refinement) would be computationally prohibitive, as it implies re-
calculating the full £; metric for every candidate sample.

We pre-compute all target contingency tables from D;., and maintain running contingency tables for
the current subset D,,,,. To calculate the removal gain g(x) for a sample z, we do not re-compute
L1 (Dreats Dewrr \ {2}). Instead, for each monitored marginal, we identify the sample’s bin b and
calculate the change to the L, error for that single bin. Removing a sample improves the score (a
positive gain) if its bin is overfull, but worsens the score (a penalty) if its bin is underfull.

This entire process is vectorized, allowing us to compute gains for all batch candidates simultaneously.
A similar vectorized approach is used for computing the addition gain. This enables an efficient
execution of ISSOSYNTH even for large datasets. For example, processing the generated synthetic
pool for the adult dataset with over 160,000 samples takes approximately 20 seconds on a machine
with an Intel Core i7-10875H processor and 32 GB of RAM to run.

ISSOSYNTH The full implementation of ISSOSYNTH is available at https://github.com/
Gandagorn/mostlyai_flat, For our evaluation, ISSOSYNTH was configured with the following
hyperparameters:

* IPF The initial subset was selected to be 1.2x the target size (Ngmple = 1.2 X N). We used
the top kpairs = 100 bivariate pairs for fitting and K; = 6 iterations.

* Trimming The swap size Syim was adaptive: min(100, N/100). The optimization targets
were all univariate, top 50 bivariate and top 5 trivariate distributions.

https://github.com/mostly-ai/mostlyai-engine
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Table 3: Full fidelity evaluation. Statistical Fidelity is the mean of uni-, bi-, and trivariate accuracy
scores, comparing synthetic data to the real training set. ’Synthetic Data’ refers to the data directly
sampled from the generator, and *Optimized Data’ refers to the dataset selected by ISSOSYNTH.
Results are (mean =+ std) over 3 random splits.

Accuracy
Dataset Synthetic data generator ~ Synthetic Data  Optimized Data
Adult CTGAN 0.84 £+ 0.00 0.93 +£0.01
Gaussian Copula 0.66 = 0.01 0.73 £0.01
TabularARGN 0.95 £+ 0.01 0.98 £+ 0.00
TVAE 0.79 + 0.01 0.86 + 0.02
Bank Marketing CTGAN 0.84 £0.01 0.94 £+ 0.00
Gaussian Copula 0.70 + 0.01 0.76 £+ 0.01
TabularARGN 0.96 + 0.00 0.98 + 0.00
TVAE 0.79 + 0.02 0.86 £+ 0.02
Electricity CTGAN 0.73 £ 0.00 0.82 £ 0.01
Gaussian Copula 0.59 £ 0.06 0.67 £ 0.06
TabularARGN 0.93 £+ 0.00 0.97 £+ 0.00
TVAE 0.79 + 0.02 0.91 £ 0.01
Nursery CTGAN 0.83 £0.01 0.97 £0.01
Gaussian Copula 0.95 + 0.00 0.98 £+ 0.00
TabularARGN 0.97 = 0.00 0.98 + 0.00
TVAE 0.89 + 0.04 0.93 +0.04

* Refinement We ran for K, = 50 iterations. The swap size S,y.p Was adaptive (same as
trimming). The optimization targets were all univariate, top 50 bivariate, and top 5 trivariate
distributions.

Downstream Models For all downstream prediction experiments we use the gradient boosting
classifier model of the scikit-1learn library [6].

Membership Inference Attacks Membership inference attacks aim to determine whether specific
records were part of a model’s training data. They are used for empirical privacy evaluation because
their success indicates potential leakage of sensitive information. We use the Synth-MIA testbed [12]
as proposed by the authors by running the implemented membership inference attacks and reporting
the maximum MIA AUC and TPR at low FPR. Therefore, we included the following attacks:
Distance to Closest Record (DCR) attacks, Generative Model Likelihood Ratio Attack (GenLRA),
Data Plagiarism Index (DPI), Loss-based GAN (LOGAN) attack, DOMIAS attack [[L0], Monte
Carlo-based (MC) attack, Density Estimation attack, Local Neighborhood attack, and classifier attack.
Some of these attacks assume that the attacker has access to a reference dataset, which is distinct
from the targeted training dataset but comes from the same distribution. We used one of the three
equally sized dataset splits as the reference dataset, while the other two were used as training and test
set.

B Full tables

Tables [3] [ and [5] show the full results of the fidelity, utility and privacy evaluation respectively.



Table 4: Full downstream utility evaluation. We report the AUC-ROC (mean = std) of a gradient
boosting model. The model was trained on synthetic data (baseline or optimized) and evaluated on
the test set. *Synthetic Data’ refers to the data directly sampled from the generator, and ’Optimized
Data’ refers to the dataset selected by ISSOSYNTH.

AUC
Dataset Synthetic Data Generator ~ Synthetic Data  Optimized Data
Adult CTGAN 0.88 + 0.01 0.89 + 0.01
Gaussian Copula 0.81 £0.03 0.83 £0.02
TabularARGN 0.91 + 0.00 0.91 £ 0.00
TVAE 0.88 + 0.01 0.88 £ 0.01
Bank Marketing CTGAN 0.82 +£0.03 0.85 +£0.01
Gaussian Copula 0.81 +£0.02 0.80 &+ 0.02
TabularARGN 0.89 + 0.00 0.90 £ 0.00
TVAE 0.83 + 0.02 0.85 £+ 0.01
Electricity CTGAN 0.79 + 0.01 0.81 £+ 0.01
Gaussian Copula 0.78 £ 0.06 0.78 £ 0.06
TabularARGN 0.87 + 0.00 0.88 + 0.00
TVAE 0.83 +0.02 0.85 £ 0.02
Nursery CTGAN 0.90 + 0.04 0.98 £ 0.00
Gaussian Copula 0.68 £+ 0.08 0.95 +0.03
TabularARGN 0.98 + 0.00 0.99 + 0.00
TVAE 0.93 + 0.06 0.96 + 0.03
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