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ABSTRACT

Interpretability is the process of explaining neural networks in a human-
understandable way. A good explanation has three core components: it is (1)
faithful to the explained model, (2) understandable to the interpreter, and (3) effec-
tively communicated. We argue that current mechanistic interpretability methods
focus primarily on faithfulness and could improve by additionally considering
the human interpreter and communication process. We propose and analyse two
approaches to Concept Enrichment for the human interpreter — Pre-Explanation
Learning and Mechanistic Socratic Explanation — approaches to using the AI’s
representations to teach the interpreter novel and useful concepts. We reframe the
Interpretability Problem as a Bidirectional Communication Problem between the
model and the interpreter, highlighting interpretability’s pedagogical aspects. We
suggest that Concept Enrichment may be a key way to aid Conceptual Alignment
between Als and humans for improved mutual understanding.

1 THE INTERPRETABILITY PROBLEM

The aim of Interpretability is to generate explanations of neural networks that are human-
understandable. Two key considerations for explanations to be understandable to humans are
(1) which human our explanation is for and (2) how long we might reasonably expect them to spend
understanding our explanation. These considerations are concerned with the human interpreter rather
than the explanation’s content. As|Hilton|(1990) writes (emphasis original):

Causal explanation is first and foremost a form of social interaction. ... The verb
to explain is a three-place predicate: Someone explains something to someone.
Causal explanation takes the form of conversation.

There are always two roles in an explanation: the explainer and the interpreter; a good explanation
ought to consider both, as well as their interaction.

1.1 INTERPRETABILITY AND EXPLAINABILITY

Following Chalmers| (2025)), we make the distinction between Interpretability and Explainability as
follows. Explainability is an explanation aimed at ordinary humans, for example, the end users of a
consumer product. Conversely, Interpretability is an explanation aimed at an Al researcher for the
purpose of understanding the behaviour and generalisation of an Al model E]

Explainability then, seeks explanations understandable to all humans — or at least the majority of
humans — regardless of their technical background. Interpretability however, can be aimed at a
small group or even a single human, and can assume as much technical background and domain
knowledge as necessary. In this way, all else equal, interpretability is a significantly easier problem
than explainability.

*Correspondence to: koayon@gmail .com

"Note that under this definition, generating explanations intended for experts in some non-ML field, for
example, medical doctors, is considered explainability, not interpretability - even though terms of the explanation
might look very different to those aimed at the general public.
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We define human-understandable as “quickly understandable”, say in under 2 minutes. E]

2 BRIDGING THE CONCEPTUAL GAP

The Mechanistic Turn in interpretability, led by Chris Olah (Olah et al.,[2020), is the Machine Learning
analogue to the Cognitive Revolution in Psychology, a movement from a focus on behaviourism
(input-output behaviour) to cognitivism (considering the internal representations and processes as
important to understanding cognitive systems). Mechanistic Interpretability is characterised by its
focus on Model-level, Ontic and Causal-Mechanistic explanations of neural networks (Ayonrinde,
2025). Causal-Mechanistic explanations provide a continuous causal chain from cause to effect,
without any unexplained gaps. These explanations are given at a level of description that is detailed
enough to be “runnable” (Cao & Yamins} 2024).

2.1 THE CONCEPTUAL GAP PROBLEM

A core problem in Mechanistic Interpretability is that the concepts an Al uses to solve a given problem
might be quite different from the concepts a human might use to solve the same problem. This is
the Conceptual Gap Problem. In fact the human may not immediately recognise or understand the
AI’s concepts. [Widdicombe et al.| (2018)); Hosseini et al.| (2018)); (Goodfellow et al.| (2014); [Ilyas et al.
(2019), inter alia provide evidence that humans and Als often have different priors and treat different
concepts as relevant for decision-making.

One hopeful solution to the Conceptual Gap Problem is Conceptual Alignment: if the Al and human
used the same set of concepts, then it would be easier to transfer explanations of neural networks, as
all the intermediate representations would be naturally human-understandable. The Conceptual Gap
between humans and machines prevents them from achieving mutual understanding of representations.
Effective explanations require shared concepts.

To solve the Conceptual Gap Problem, following (Schut et al.,[2023)), we frame the interpretability
problem as a cooperative game between two players, the Al M (Machine) and the interpreter H
(Human). Each have some set of concepts which are understandable to them, C'y; and C'y respectively.
The players win the game if H can understand the process that M uses to generate its outputs.

We can achieve Conceptual Alignment here in three ways (see Figure|[I)):

1. Coercion. Coerce M to only use concepts that H understands. An example of Coercion
would be creating and using H-interpretable architectures like linear models or Generalised
Additive Models (GAMs) (Hastie & Tibshirani) |1985)).

2. Transcreation. Approximate M’s concepts with a close concept that H understands.
Supervised probes with human supervision data try to understand the model on the inter-
preter’s (rather than the model’s) terms and are an example of Transcreation. Transcreation
is analogous to a lossy translation of a text where the translation prioritizes the target
language/culture over faithfulness to the source.

3. Interpreter Concept Enrichment. Enrich the concept space of H with the concepts
that M uses. This can be done by creating tools to empower the interpreter, H, to better
understand M, possibly through interactions with M and intuitive visualisations of M’s
internal workings. Concept Enrichment is analogous to carefully teaching a cross-cultural
friend about a foreign word’s meaning prioritising faithfulness to the source language.

Mechanistic Interpretability is primarily concerned with the Transcreation and Concept Enrichment
approaches. More literal translations of model internals may be important for applications of
interpretability techniques to model debugging, preventing catastrophic failures, and aiding with
scientific understanding where it is important to avoid the details being “lost in translation”.

2We note that for the purposes of interpretability, the interpreter may have had prior significant familiarity
with the model and/or the explanation’s domain. We do not count this “pre-work™ as part of the time to
understand the explanation. This provides another reason why interpretability is significantly more tractable
than explainability: in explainability we consider the the average untrained human.
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2.2 BIDIRECTIONAL ALIGNMENT

Shen et al.[(2024)) define Bidirectional Human-AI Alignment as a framework that encompasses two
interconnected alignment processes: alignment of Als to Humans and vice versa. Al-fo-Human
Alignment focuses on integrating human specifications to train and steer Al systems. Conversely,
Human-to-Al Alignment focuses on human cognitive and behavioral adaptations to Al and supporting
human understanding of and collaboration with Als to preserve human agency.

In the above sense, Concept Enrichment is a form of Human-to-Al Alignment. Approaches to
solving the Conceptual Gap Problem needn’t focus purely on Al-to-Human Alignment (aligning Als
to humans). Directly empowering humans to better understand AI’s concepts can aid Conceptual
Alignment.

3 UNDERSTANDING HUMANS FOR INTERPRETABILITY

A basic fact of effective pedagogy is that explanations should be pitched at the appropriate level for
the student; that is, good explanations are a function not just of the content being explained but also of
the interpreter’s existing knowledge, their skills, interests and goals, whether they have any unhelpful
beliefs to supplant and so on. Similarly, given our setup of the communicative game in Section[2.1]
we note that the best explanation is interpreter-relative. The effectiveness of an explanation depends
on the interpreter’s goals, background knowledge, and cognitive preferences. This implies that
interpretability researchers should arguably study humans as much as we study neural networks. For
example, one valuable contribution to interpretability would be understanding why humans describe
their observations and reasoning processes using certain concepts and not others. Armed with such
an understanding, we could also tailor our interpretability explanations to humans’ preferences for
explanations.

Recalling Hilton| (1990)’s predicate formula of an explanation of “someone explaining something to
someone”’, we focus here on the second someone, the human interpreter. The human (interpreter’s)
priors are a key part of the theory - as indeed it’s humans that we would like to make interpretations
for! In this sense, Interpretability is a fundamentally socio-technical problem which may be best
addressed by a combination of understanding humans, machines and the (both current and future)
interactions between the two. This brings about a key role for Human-Computer Interaction (HCI)
and the Social Sciences in the field of Mechanistic Interpretability.

Analysing explanations as being for the human interpreters also gives us a concrete way to evaluate
interpretability methods. Armed with a good explanation, the interpreter should be able to state
which interventions would lead to a different (desired, say) outcome (Lindsay & Bau, |[2023}; Kirfel
et al.,|2024). Explanations communicate optimal interventions and the aim is to find the simplest
explanations which afford us the most control. An interpretability method succeeds if it can provide
useful knowledge to the human, where usefulness can be relative to the task of creating interventions
to steer model behaviour or relative to the ability to solve some external scientific problem that the
Al contains explanatory knowledge about.

Cao & Yamins| (2021)) frame understandability as cognitive manipulability. We can evidence this
cognitive manipulability by asking the interpreter to try some manipulations: for example, “suppose
this part of the explanation changed, would you still get the same answer?” This practical usefulness
criteria is an antidote to the problem of Interpretability Illusions (Bolukbasi et al., [2021; Makelov
et al.l [2024).

4 INTERPRETABILITY AT THE INTERSECTION OF HUMANS AND MACHINES

Interpretability is a human-machine interaction problem. As such, we would like to (1) understand
how machines think, (2) understand how humans think, and (3) understand how best to facilitate
communication between humans and machines. We now turn our attention to the communication
stage, facilitating effective information transfer from Als to humans. Given that we are aiming
at interpretability (i.e. increasing an Al researcher’s understanding), we note that there are two
core under-explored ways to achieve Concept Enrichment for the Interpreter and hence improve
interpretability:
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o Before explanation time, the interpreter may engage in an educational process. Such learning
may be traditional in-domain training (for example, medical training for gaining concept
hooks for medical concepts), general interpretability/Al training (for example, analysing the
model’s internals and behaviour in general domains) or in-domain interpretability training
(for example, practising the same interpretability task, predicting the results of interventions
and learning from the true results). We refer to this as Pre-Explanation Learning.

e At explanation time, the interpreter may engage in an interactive dialogue with an inter-
pretability interface for the model. Human-to-human explanations are rarely one-shot; we
ask questions, clarify, probe at concepts, identify borderline cases and so on, to understand
new concepts. We refer to this dialogic use of explanation time in the case of interpretability
as Mechanistic Socratic Explanation.

We might draw analogies to to the way that humans better understand each other. People often report
ease understanding close friends with few words, because they have shared context and conceptual
understanding (Pre-Explanation Learning). Similarly, a natural approach to understanding a technical
concept is a discussion with a tutor (Mechanistic Socratic Explanation). We can also draw analogies
to the ways that Als learn - through pre-training compute and in-weights learning, or through the
application of test-time compute and in-context learning.

Our approach to Concept Enrichment naturally encourages the design of interactive explanation
visualisations and may allow for Contrastive Explanations (Miller} 2019} 2021) to be used for
clarifications. For example, when given a causal chain “Input —> p; —> p2 —> ps —> Behaviour”,
an interpreter may ask “why does ps follow and not g3?” to which they may receive a clarifying
contrastive explanation to aid understanding.

This approach is not currently common in the field of interpretability, but we consider one proto-
example of Al-to-Human Concept Enrichment from |Schut et al.|(2023). In this work, the authors
seek to teach chess grandmasters novel and useful chess concepts from the superhuman chess Al
AlphaZero (Silver et al.,[2017). Here, the interpreters had done extensive Pre-Explanation Learning
(both domain training for chess and, in Schut’s case, interpretability training) and were given many
opportunities to practise and understand the new techniques they learned from the Al system. Through
this approach, [Schut et al.| (2023)) showed that machines were able to teach previously unknown but
yet interpretable concepts to humans.

We can contrast|Schut et al.[(2023)) with the human interpretability of Sparse Autoencoder (SAE)
features |Bricken et al.|(2023)); Huben et al.| (2024). To evaluate the interpretability of SAE features,
interpreters generally do not go through any Pre-Explanation Learning and have to understand features
in a one-shot setting before they are deemed “uninterpretable”. We suggest that it’s likely that many
features are human-understandable but are not typically understood by humans in this non-interactive
setting.

5 TOWARDS INTERPRETABILITY AS BIDIRECTIONAL COMMUNICATION

To achieve our aim of Interpretability through mutual understanding, we suggest that interactive,
multi-turn learning processes like Mechanistic Socratic Explanation and Pre-Explanation Learning
may be vital to increasing our ability to understand and learn from Al models. In the near future, Al
systems may have superhuman behaviour in a wider range of activities. For humans to acquire the
knowledge and concepts that these systems have — whether scientific knowledge which can help us
with technical challenges like protein folding, conflict resolution methods, or other behaviours — we
would like to expand our concepts and knowledge through learning from Al systems.

Explanations intend to induce learning in the interpreter. In this way, Interpretability is the inverse
problem to Machine Learning - in interpretability, it is humans who are doing the learning. We believe
that enabling the co-evolution of concepts between humans and machines (Brinkmann et al[2023) is
likely to be a key driver of future progress in both science and in understanding and controlling Al
systems.
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A CONCEPTUAL OVERLAP

Human «—— Machine

(&) (0

a) Communication Problem b) Coercion
c) Transcreation d) Concept Enrichment

Figure 1: A series of Venn diagrams showing the relationship between the concept spaces of the
machine M and human interpreter H. In (a) we see that the machine and human have some shared
concepts which they can use to communicate (Cys N C'yr) but there are many concepts that the
machine uses which the human does not understand (Cj; \ Cg). Al models that natively use
language ostensibly have a larger overlap with human concepts than illiterate models, however
there are many concepts that a model may use internally which are not obviously identifiable as
human concepts. (b) shows the Coercion approach where the machine is forced to use only human-
understandable concepts. (c) shows the Transcreation approach where the machine’s concepts are
lossily translated into human-understandable concepts. (d) shows the Concept Enrichment approach
where we empower the human and increase their concept space such that it overlaps more with the
machine’s concept space.



	The Interpretability Problem
	Interpretability and Explainability

	Bridging the Conceptual Gap
	The Conceptual Gap Problem
	Bidirectional Alignment

	Understanding Humans for Interpretability
	Interpretability at the Intersection of Humans and Machines
	Towards Interpretability as Bidirectional Communication
	Conceptual Overlap

