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Abstract

A presupposition of a sentence refers to infor-001
mation taken for granted by a speaker and pro-002
jectivity (e.g., the boy did not shed tears again003
presupposes the boy had shed tears before) is004
what makes it distinct from entailment. Al-005
though the projectivity might vary depending006
on the combination of presupposition triggers007
and environments, previous studies evaluate the008
performance of models without a human base-009
line or include only negation as an entailment-010
canceling environment. Hence, it is necessary011
to both collect human judgments to obtain a012
baseline and include various environments to013
investigate the projectivity of presuppositions014
comprehensively. In this study, we first reeval-015
uate a previous dataset with recent models and016
humans, then introducing a new dataset, pro-017
jectivity of presupposition (ProPres), which in-018
cludes 12k premise–hypothesis pairs crossing019
six new triggers with five environments. Our020
large-scale human judgment experiments pro-021
vide evidence for variable projectivity, but our022
model evaluation shows that the models do not023
capture it. This indicates that the models and024
humans behave differently in the processing of025
presuppositions. These results cannot be ob-026
tained without the human experiments or the027
combination of various triggers and environ-028
ments, suggesting that researchers working on029
the model performance on pragmatic inferences030
need to take extra care of the annotation process031
and the combination of various items.032

1 Introduction033

There is an open question as to whether language034

models learn human-like pragmatic inferences035

(Pavlick, 2022). A speaker does not always ex-036

plicitly say everything in an utterance but a hearer037

can readily understand implicit information in it.038

Investigating whether models can do the same or039

not is important to develop a better language pro-040

cessing system. In this study, we focus on one type041

of pragmatic inference: presupposition.042

(f) The doctor had cut the tree before.

(a) The doctor cut the tree again.

(b) The doctor did not cut the tree again.

(c) Did the doctor cut the tree again?

(d) If the doctor had cut the tree again, . . . 

Project or notUnembedded

Negation

Interrogative

Conditional

(e) The doctor might cut the tree again. 
Modal

Presupposition

Figure 1: Projectivity of presupposition. A presupposi-
tion projects out of entailment-canceling environments.
However, it is possible that the projectivity of presuppo-
sition can vary depending on the combination of triggers
and environments as indicated by the dashed arrows.

Presupposition refers to information taken for 043

granted by a speaker (Stalnaker, 1974; Beaver, 044

1997). It is often triggered by linguistic items called 045

presupposition triggers such as again in (a) in Fig- 046

ure 1. A presupposition of (a) is the doctor had 047

shed tears before (f). Presupposition is different 048

from entailment (in this case, the doctor cut the 049

tree one more time) as the former is assumed to 050

project out of entailment-canceling environments 051

(e.g., negative (b), interrogative (c), conditional (d), 052

and modal (e) sentences) while the latter does not. 053

In other words, the presupposition (f) holds in the 054

entailment-canceling environments (b–e) but the 055

entailment (the doctor cut the tree one more time) 056

does not. 057

Previous natural language processing studies ex- 058

amine models’ performance on presuppositions 059

with a natural language inference (NLI) task (Ross 060

and Pavlick, 2019; Jeretic et al., 2020; Parrish et al., 061

2021). In the NLI task, one classifies premise– 062

hypothesis pairs into three classes: entailment, con- 063

tradiction, and neutral (Dagan et al., 2006; Bow- 064

man et al., 2015). However, previous studies have 065

some limitations. For instance, Jeretic et al. (2020) 066

do not conduct a human evaluation as a baseline, 067
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Trigger Type Example Triggers Example Premise

Iterative again The assistant split the log again.
Aspectual verb stop, quit, finish The assistant stopped splitting the log.
Manner adverb quietly, slowly, angrily The assistant split the log quietly.

Factive verb remember, regret, forget The assistant remembered splitting the log.
Comparative better than, earlier than The assistant split the log better than the girl.

Temporal adverb before, after, while The assistant split the log before bursting into the room.

Table 1: Presupposition triggers with an affirmative (unembedded) premise in ProPres.

Environment Premise Hypothesis (target and control) Label

Unembedded The doctor shed tears again.
Target: The doctor had (not) shed tears before. E (C)Negation The doctor did not shed tears again.

Interrogative Did the doctor shed tears again?
Control: The doctor (did not) shed tears again. E, C, or NConditional If the doctor had shed tears again, ...

Modal The doctor might shed tears again.

Table 2: Environments used in ProPres. E = Entailment, C = Contradiction, and N = Neutral. The labels in the target
conditions are defined based on projectivity. The correct labels in the control conditions depend on the environment.

making models’ performance difficult to interpret.068

Considering that the projectivity of presupposition069

can vary (Karttunen, 1971; Simons, 2001; Seveg-070

nani et al., 2021; Tonhauser et al., 2018, 2019; De-071

gen and Tonhauser, 2021b), we should not define072

correct labels for the sentence pairs involving pre-073

supposition without a large-scale human judgment074

experiment. Additionally, Parrish et al. (2021) use075

only negation sentences for entailment-canceling076

environments; hence, it remains unclear about mod-077

els’ performance on other environments.078

To address these concerns, we first evaluate079

the performance of two transformer-based mod-080

els, RoBERTa (Liu et al., 2019) and DeBERTa (He081

et al., 2020), on an implicature and presupposition082

diagnostic dataset (IMPPRES; Jeretic et al., 2020)083

against human judgments on its subset (900 pairs).084

We find that the best-performed model, DeBERTa,085

and humans show not only similar but also different086

projectivity patterns.087

Since the nine triggers analyzed in Experiment088

1 are not exhaustive (e.g., (Levinson, 1983) and089

(Potts, 2015) list 27 types of triggers in total), we090

introduce a novel evaluation dataset, projectivity091

of presupposition (ProPres), which crosses six new092

triggers (Table 1) with five environments (Table 2),093

consisting of 12,000 sentence pairs. We evaluate094

four models (bag-of-words, InferSent (Conneau095

et al., 2017), RoBERTa, and DeBERTa) with Pro-096

Pres against human judgments on its subset (600097

pairs). We discover that humans show variable pro-098

jectivity but the best-performed model, DeBERTa,099

does not capture it. This finding cannot be obtained 100

without additional triggers combined with various 101

environments. 102

The results from the two experiments collec- 103

tively suggest that researchers evaluating NLI sys- 104

tems and creating datasets targeting pragmatic in- 105

ferences need to take extra care of the annotation 106

process and the combination of various items. 107

In conclusion, this study makes the following 108

contributions:1 109

• We introduce ProPres using the novel pre- 110

supposition triggers embedded under various 111

entailment-canceling environments to conduct 112

a comprehensive investigation of presupposi- 113

tion projectivity. 114

• Our large-scale human judgment experiments 115

provide new evidence for variable projectivity 116

depending on the combination of triggers and 117

environments. 118

• Model evaluation with human results reveals 119

that the models and humans behave differently 120

in the processing of presuppositions. 121

2 Background 122

2.1 Presupposition in Linguistics 123

Presuppositions are triggered by linguistic items or 124

constructions called presupposition triggers such as 125

again in Figure 1 (Stalnaker, 1974; Beaver, 1997). 126

One property that makes presuppositions distinct 127

1We will make our dataset and codebase publicly available.
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from other pragmatic inferences such as entailment128

is projection: presuppositions survive in entailment-129

canceling environments such as negation (Kart-130

tunen, 1973; Heim, 1983). For instance, a presup-131

position of the affirmative sentence with again ((f)132

given (a)) holds when embedded under negation133

(b). In the same environment, an entailment (here,134

the doctor cut the tree one more time) is canceled.135

Importantly, previous studies show that the pro-136

jectivity of presupposition can vary depending on137

factors such as context, lexical items, prior be-138

liefs, the speaker’s social identity, and prosodic139

focus in the utterance (Karttunen, 1971; Simons,140

2001; Stevens et al., 2017; Tonhauser et al., 2018,141

2019; Degen and Tonhauser, 2021b). One remain-142

ing question here is whether variable projectivity143

is associated with the interaction of triggers and144

environments. For instance, it is possible that a145

presupposition triggered by again is more likely to146

project over the negation (b) than the conditional147

(d) or vice versa. To investigate this question com-148

prehensively, this study collects human judgments149

on presuppositions using a wide range of triggers150

and environments.151

2.2 Presuppositions in NLI152

NLI datasets have been introduced to evaluate153

model performance on pragmatic inferences (Ross154

and Pavlick, 2019; Jeretic et al., 2020; Parrish et al.,155

2021).156

IMPPRES (Jeretic et al., 2020) is a template-157

based dataset designed to investigate presupposi-158

tion (and implicature). Using this dataset, Jeretic159

et al. (2020) find that models (e.g., BERT (Devlin160

et al., 2019)) learn the projection of presuppositions161

triggered by only, cleft existence, possessive exis-162

tence, and question. However, they do not conduct163

a human evaluation. As discussed in Section 2.1,164

it is possible that projectivity can vary depending165

on the combination of triggers and environments.166

In addition, humans are known to make seemingly167

unsystematic judgments about projection on both168

natural (Ross and Pavlick, 2019; de Marneffe et al.,169

2019) and controlled (White and Rawlins, 2018)170

items. Hence, it is unclear whether model per-171

formance on the projectivity reported by Jeretic172

et al. (2020) aligns with actual human judgments.173

Following Parrish et al. (2021), we collect human174

judgments on a subset of IMPPRES and ProPres to175

obtain a baseline for model evaluation.176

NOPE (Parrish et al., 2021) includes naturally-177

occurring data with presupposition triggers. With 178

this dataset, Parrish et al. (2021) evaluate 179

transformer-based models against human perfor- 180

mance, finding that models behave similarly to hu- 181

mans despite the fact that the training data MNLI 182

(Williams et al., 2018) includes few presupposition 183

cases. One limitation of NOPE is that it includes 184

only one entailment-canceling environment: nega- 185

tion. To make a more general conclusion about the 186

models’ performance, it is necessary to include var- 187

ious types of environments. Following Jeretic et al. 188

(2020), the entailment-canceling environments in 189

ProPres include not only negation but also an inter- 190

rogative, conditional, and modal. 191

3 Experiment 1: Reevaluating IMPPRES 192

One limitation in Jeretic et al. (2020) is that they 193

evaluate language models without human eval- 194

uation, leaving it open whether models capture 195

any variable projectivity in IMPPRES. We thus 196

collect human judgments on a subset of IMP- 197

PRES, then evaluating whether the performance 198

of two transformer-based models, RoBERTa and 199

DeBERTa, aligns with human results.2 200

3.1 Experimental Setup 201

Human Evaluation We collect human judg- 202

ments on a subset of IMPPRES (900 sentence 203

pairs). It uses nine triggers (all N, both, change of 204

state verbs (CoS), cleft existence, only, possessive 205

definites, possessive uniqueness, and question). We 206

focus on conditions in which triggers are embedded 207

under five environments, namely the affirmative 208

sentence (unembedded), negative sentence (nega- 209

tion), conditional antecedent (conditional), modal 210

sentence (modal), and interrogative,3 and in which 211

a hypothesis is affirmative or negated. Each of the 212

extracted sentence pairs is judged by 9.4 people on 213

average. 214

Model Evaluation We evaluate RoBERTa-base 215

(Liu et al., 2019), and DeBERTa-v3-large (He et al., 216

2020). We use Huggingface’s (Wolf et al., 2020) 217

pretrained RoBERTa-base and DeBERTa-v3-large 218

fine-tuned on MNLI. We do not evaluate models 219

such as a bag-of-words (BOW) model and an In- 220

ferSent model (Conneau et al., 2017) because their 221

2Details of our experiment (e.g., qualification, instructions,
exclusion criteria) is reported in Appendix B.

3Examples of triggers and environments in IMPPRES are
provided in Appendix C.
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Figure 2: Results on the unembedded triggers in IMP-
PRES. The dashed lines indicate chance performance
(33.3%).

performance is not interpretable due to their vari-222

able performance on controls (Jeretic et al., 2020).223

3.2 Results and Discussion224

Unembedded We use the accuracy for the unem-225

bedded triggers as criteria to exclude triggers from226

the analysis of entailment-canceling environments.227

When a trigger occurs in an affirmative sentence228

(unembedded), presupposition equals entailment229

(e.g., Bob only ran presupposes and entails Bob230

ran) (Jeretic et al., 2020). Hence, the low accuracy231

of humans for any unembedded triggers can be232

taken as an indication of dataset artifacts. In con-233

junction with human results, we interpret models’234

low accuracy as the dataset artifacts or their lack of235

knowledge of the basic meanings of the triggers.236

Compared to the other triggers (acc. < 90.0%237

on average), humans show low accuracy for CoS238

(66.3%), cleft uniqueness (74.1%), and possessed239

uniqueness (71.9%), as exemplified below:4240

(1) CoS: Omar is hiding Ben.241

→ Ben was out in the open.242

(2) Cleft uniqueness: It is that doctor who left.243

↛ More than one person left.244

(3) Possessive uniqueness: Tom’s car that245

broke bored this committee.246

→ Tom has exactly one car that broke.247

We suspect that the low accuracy for CoS is due248

to semantic ambiguity. For instance, people might249

label the pair in (1) as neutral or contradiction be-250

cause Ben was not necessarily exposed before be-251

ing hidden. Regarding the other two conditions,252

4Throughout the paper, the examples from the dataset are
slightly simplified (e.g., changing Thomas to Tom) for the
space reason.

we do not understand the source of the low ac- 253

curacy at this point. In linguistics, results from 254

judgment experiments sometimes do not support 255

generalizations made by theoreticians (Gibson and 256

Fedorenko, 2013). Additionally, NLI research re- 257

ports disagreements about natural language infer- 258

ences (Pavlick and Kwiatkowski, 2019; Nie et al., 259

2020; Zhang and de Marneffe, 2021). The current 260

results then suggest that judgments on presuppo- 261

sitions of cleft and possessive uniqueness are not 262

as robust as Jeretic et al. (2020) may assume. We 263

do not address these three triggers in the following 264

analysis as they might confound the results. 265

Both RoBERTa and DeBERTa show high accu- 266

racy for most triggers (acc. < 90.0%). Two excep- 267

tions are all N and both. RoBERTa shows lower 268

accuracy for all N (71.0%) than DeBERTa (89.5%) 269

(e.g., all four men that departed telephoned → ex- 270

actly four men departed). With respect to both 271

(e.g., both guys who ran jumped → exactly two 272

guys ran), neither DeBERTa nor RoBERTa per- 273

forms well (39.0% and 49.0%, respectively). Since 274

the two models are roughly comparable in perfor- 275

mance, we analyze only DeBERTa below. 276

Based on these results, the following analysis 277

includes the five triggers, all N, cleft existence, 278

only, possessive existence, and question.5 279

Entailment-Canceling Environments To ana- 280

lyze results on entailment-canceling environments, 281

we use the term, projectivity, instead of accuracy. 282

Since human judgments on projectivity can vary, as 283

discussed in Section 2.1, we should not define cor- 284

rect labels for sentence pairs involving presuppo- 285

sition. Projectivity is calculated based on whether 286

presupposition projects. For instance, if one clas- 287

sifies the pair (P: did Tom only terrify Ken? and 288

H: Tom terrified Ken) as entailment, it is consid- 289

ered projective. Taking another example, if the 290

hypothesis Tom did not terrify Ken is judged as 291

contradiction given the same premise, it counts 292

as projective. Otherwise, these two examples are 293

taken as non-projective. 294

Figure 3 presents results on the four environ- 295

ments: negation, conditional, interrogative, and 296

modal. Overall, DeBERTa and humans are simi- 297

lar in projectivity. One notable similarity between 298

them is that only in conditional (e.g., if Mary only 299

testifies, ... → Mary testifies) and modal (e.g., Mary 300

might only testify → Mary testifies) has relatively 301

5We report all results including excluded triggers in Ap-
pendix D.
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Figure 3: Results on entailment-canceling environments in IMPPRES. DeBERTa’s results on both are not presented.

low projectivity (61.8% and 69.8% for humans and302

41.5% and 72.0% for DeBERTa, respectively). We303

confirm this by evaluating DeBERTa only with the304

human-judged sentence pairs (35.0% and 65.0%305

for conditional and modal, respectively).6306

A closer look at the results reveals that DeBERTa307

takes some conditions less projective than humans.308

Humans take cleft existence in negation (e.g., it309

isn’t that guest who ran complained → someone310

complained) as projective (89.7%) while DeBERTa311

predicts it as less projective (65.0%). We also see a312

difference in only in negation (e.g., Katy didn’t only313

testify, ... → Katy testified) (78.6% and 64.0% for314

humans and models, respectively), but our model315

evaluation with the human-judged pairs does not316

confirm it (80.0%). In addition, humans judge all317

N in conditional (e.g., if all nine actors that left318

slept, ... → exactly nine actors left) and in inter-319

rogative (e.g., did all nine actors that left sleep?320

→ exactly nine actors left) as projective (91.8%321

and 82.6%, respectively) but DeBERTa takes them322

as less projective (45.0% and 49.5%, respectively).323

These results collectively indicate DeBERTa’s lack324

of knowledge of cleft existence in negation and all325

N in conditional and interrogative.326

In summary, humans take most presupposition327

cases as projective with some variability in only em-328

bedded under conditional and modal. This finding329

adds to the previous research on variable projec-330

tivity in other cases (Stevens-Guille et al., 2020;331

Tonhauser et al., 2018, 2019; Degen and Tonhauser,332

2021a,b). Additionally, DeBERTa and humans333

show not only similarities but also quite a few dif-334

ferences in projectivity. This leads us to conclude335

that DeBERTa does not learn how to process pre-336

suppositions in a human-like way. These results337

cannot be obtained without human judgments since338

6In the following analysis and Experiment 2, we report
results of the model evaluation with human-judged data only
if they do not confirm the similarity or difference between
models and humans based on all data.

there is no predetermined correct label. 339

4 Experiment 2: ProPres 340

The triggers in IMPPRES are not exhaustive as 341

we can find more triggers in the literature (e.g., 342

27 triggers in Levinson (1983) and Potts (2015) 343

in total). To investigate variable projectivity and 344

models’ behavior more comprehensively, we con- 345

duct the second experiment with ProPres using new 346

triggers embedded under various environments. 347

4.1 Data Generation 348

Triggers and Environments ProPres has six 349

types of presupposition triggers: (1) an iterative 350

again, (2) aspectual verbs, (3) manner adverbs, (4) 351

factive verbs, (5) comparatives, and (6) temporal 352

adverbs, as presented in Table 1. We select these 353

triggers from Levinson (1983) and Potts (2015) be- 354

cause they are not included in IMPPRES and can 355

be easily incorporated into templates. 356

ProPres has five environments: (1) affirma- 357

tive sentences (unembedded), (2) negative sen- 358

tences (negation), (3) polar questions (interroga- 359

tive), (4) counterfactual conditional antecedents 360

(conditional), and (5) modal sentences (modal), as 361

exemplified in Table 2. The unembedded is used to 362

test whether humans and models can identify pre- 363

supposition as entailment when triggers are unem- 364

bedded, as discussed in Section 3.2. The counter- 365

factual conditional antecedent is not usually used 366

as an entailment-canceling environment, but we 367

include it to ensure that conditional controls have 368

clear correct labels (entailment or contradiction), as 369

discussed in the following paragraph. We generate 370

affirmative and negative premises for each condi- 371

tion. Combining six trigger types, five environment 372

types, and two hypothesis polarity types results in 373

60 conditions. Generating 100 premise–hypothesis 374

pairs for each condition yields 6,000 pairs.7 375

7We provide examples for each condition in Appendix A.
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We make a control condition corresponding to376

each target condition where a hypothesis is an affir-377

mative or negative version of its premise, as shown378

in Table 2. The control conditions are used as a379

sanity check in a human experiment. They are also380

important to investigate whether the models rely381

on lexical overlap (McCoy et al., 2019) or negation382

heuristics (Gururangan et al., 2018). For instance,383

models are expected to label the affirmative hy-384

pothesis in Table 2 as entailment if they rely on the385

lexical overlap heuristic because of the high lexical386

overlap between the premise and hypothesis. Addi-387

tionally, they should label the negative hypothesis388

as contradiction if they use the negation heuristic389

due to the presence of not. Only if models pre-390

dict correctly in the control conditions, we can say391

that their predictions in the corresponding target392

conditions reflect projectivity rather than heuristics.393

Creating 100 pairs for each control condition re-394

sults in 6,000 pairs. In total, ProPres comprises395

12,000 pairs.396

Templates We generate sentence pairs with tem-397

plates on the basis of the codebase developed by398

Yanaka and Mineshima (2021).8 The examples are399

given below:9400

(4) The N did not VP again.401

(The girl did not hurt others again.)402

→ (↛) The N had (not) VP before.403

(The girl had (not) hurt others before.)404

In VP, we use verbs having the same form in past405

tense and past participle forms (e.g., hurt) to make406

the morphological difference between a premise407

and hypothesis as small as possible. This is crucial408

to test whether models rely on the lexical overlap409

heuristic in the control conditions.410

The use of templates has two advantages. First,411

it allows us to test whether models rely on the lex-412

ical overlap heuristic and negation heuristic. In413

addition, we can control the effect of plausibility.414

Previous work shows that the projectivity of presup-415

position varies depending on its content (Karttunen,416

1971; Simons, 2001; Tonhauser et al., 2018). For417

instance, the sentence John didn’t stop going to418

the restaurant leads to the inference John had been419

going to the restaurant before. In contrast, the sen-420

tence John didn’t stop going to the moon is less421

likely to yield the inference John had been going to422

8https://github.com/verypluming/JaNLI
9A full list of the templates and their example sentences is

provided in Appendix A.

the moon before. This difference can be attributed 423

to our world knowledge: it is more plausible for 424

one to go to the restaurant than the moon. As the 425

plausibility effect is not the focus of this study, we 426

use templates to control it. 427

4.2 Experimental Setup 428

Human Evaluation We randomly select 10 out 429

of 100 pairs from each target condition and two 430

pairs from each control condition, extracting 600 431

and 120 pairs in total, respectively. Due to some re- 432

vision of ProPres during the dataset creation, judg- 433

ments on the modal environment and comparative 434

trigger are collected in Experiment 1 (200 pairs in 435

total). As a result, each of the extracted pairs is 436

judged by 56.7 people on average (9.4 people for 437

the modal and comparative on average). 438

Model Evaluation We evaluate four models: 439

BOW, InferSent (Conneau et al., 2017), RoBERTa- 440

base (Liu et al., 2019), and DeBERTa-v3-large (He 441

et al., 2020). For the first two models, we fol- 442

low Parrish et al. (2021)’s implementation10 and 443

use MNLI (Williams et al., 2018) to fine-tune the 444

parameters. We use the GloVe embeddings for 445

the word-level representations (Pennington et al., 446

2014). For the two transformer-based models, we 447

use RoBERTa-base and DeBERTa-v3-large fine- 448

tuned on MNLI as in Experiment 1. 449

4.3 Results and Discussion 450

Control Conditions Figure 4 shows results on 451

control conditions. The performance of InferSent 452

and BOW models is variable; hence, we do not 453

analyze them below. Similar to humans, RoBERTa 454

and DeBERTa perform well on the unembedded, 455

negation, and conditional (P1–P3 in (5)), indicating 456

that they do not use the lexical overlap heuristic or 457

negation heuristic in these cases. 458

(5) P1: The boy cut the tree again. 459

P2: The boy did not cut the tree again. 460

P3: If the boy had cut the tree again, ... 461

P4: Did the boy cut the tree again? 462

P5: The boy might cut the tree again. 463

H1(2): The boy (did not) cut the tree again. 464

RoBERTa, DeBERTa, and humans perform 465

poorly on the interrogative and modal (P4 and P5 466

in (5)) in which the correct label is neutral (Jeretic 467

et al., 2020) (31.8%, 50.0%, and 51.1% for inter- 468

rogative and 3.5%, 16.7%, and 48.1% for modal, 469

10https://github.com/nyu-mll/nope
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respectively). Distributions of labels in these con-470

ditions (Figure 5) show that the majority of labels471

in humans are neutral. One exception is the in-472

terrogative with an affirmative hypothesis (P4 and473

H1 in (5)): distributions of entailment and neutral474

are comparable (46.5% and 52.4%, respectively).475

We suspect that humans understood this condition476

as a confirmation question in which the affirma-477

tive form of the interrogative (in this case, H1) is478

presupposed, resulting in the high percentage of479

entailment.480

In the same condition, the label distributions of481

DeBERTa and RoBERTa do not mirror those of482

humans. RoBERTa shows a relatively high percent-483

age of contradiction (57.5%) whereas DeBERTa484

shows a very high percentage of neutral (97.1%). In485

the interrogative with the negative hypothesis (P4486

and H2), RoBERTa and DeBERTa assign contra-487

diction the majority of the time (93.7% and 97.1%,488

respectively), indicating the negation heuristic.489

The two models do not mirror humans in perfor-490

mance on the modal. Their majority labels in the491

modal with affirmative and negative hypotheses (P5492

with H1 and H2) are entailment and contradiction,493

respectively, suggesting that they use the lexical494

overlap and negation heuristics in the modal.495

These variable results for DeBERTa and496

RoBERTa are inconsistent with Jeretic et al. (2020),497

in which BERT achieves high accuracy for the in-498

terrogative and modal controls by assigning the499

neutral label. The reason might be that the combi-500
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Figure 6: Results on the unembedded condition in Pro-
Pres for DeBERTa and humans.

nation of the two environments with new triggers 501

in ProPres perturbs the models. 502

Overall, the performance of RoBERTa and De- 503

BERTa is interpretable in the case of three envi- 504

ronments: unembedded, negation, and conditional. 505

Hence, we do not report model results on the in- 506

terrogative and modal.11 In addition, since the two 507

models are comparable in accuracy, we only ana- 508

lyze DeBERTa’s performance below. 509

Unembedded Figure 6 shows results on the un- 510

embedded triggers. Overall, DeBERTa and humans 511

achieve high accuracy for all triggers. One excep- 512

tion is DeBERTa’s poor performance on the com- 513

parative (e.g., the girl read the letter better than 514

the boy → the boy read the letter) (14.5%), indicat- 515

ing its lack of the basic knowledge of this trigger. 516

Hence, we do not report DeBERTa’s predictions 517

about the comparative below. 518

Entailment-Canceling Environments Figure 7 519

shows results on the entailment-canceling envi- 520

ronments. Humans provide evidence for variable 521

projectivity (range 55.1–99.8%). Manner adverbs 522

show relatively weak projectivity over the nega- 523

tion (P1 in (6)) and interrogative (P2) (58.3% and 524

66.6%, respectively). 525

(6) P1: The man did not hurt others seriously. 526

P2: Did the man hurt others seriously? 527

P3: If the man had hurt others seriously, ... 528

P4: The man might hurt others seriously. 529

11We report all results including excluded conditions in
Appendix D.
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Figure 7: Results on entailment-canceling environments in ProPres. DeBERTa’s results on the interrogative and
modal environments and the comparative trigger are not shown.

H1(2): The man (did not) hurt others.530

Stevens et al. (2017) and Tonhauser et al. (2019)531

show that the projectivity of the presupposition of532

manner adverbs is sensitive to what is focalized533

in the utterance. For instance, the presupposition534

(H1) is more likely to project when the manner535

adverb is focused (did the man hurt others SERI-536

OUSLY?) than when the subject is focused (did the537

MAN hurt others seriously?). Since our dataset has538

no prosodic information signaling focus, humans539

might find these conditions ambiguous, yielding540

the weak projectivity. Crucially, we also discover541

that the manner adverbs are weakly projective in542

the conditional (P3) and modal (P4) (62.0% and543

55.1%, respectively). This suggests that informa-544

tion structural cues such as prosodic focus might545

also play a role in the projectivity of presupposition546

triggered by the manner adverbs embedded under547

the conditional and modal.548

In the modal, temporal adverbs (P1 in (7)) and549

comparatives (P2) have weaker projectivity (54.7%550

and 57.4%, respectively) than the other three trig-551

gers excluding the manner adverbs (range 73.2–552

95.2%). These two triggers are projective in the553

other three environments (ranges 77.7–83.6% and554

87.9–97.5% for the temporal adverbs and compar-555

atives, respectively). This suggests that the pro-556

jectivity of presuppositions of these triggers varies557

depending on the environment.558

(7) P1: Tom might sing after reading.559

P2: The lady might sing better than Tom.560

H1(2): Tom (did not) read.561

DeBERTa mirrors humans in projectivity to562

some extent but it is different from them. It pre-563

dicts that the manner adverbs in the negation and564

conditional (P1 and P3 in (6), respectively) are not565

projective (8.5% and 14%, respectively), contrary566

to humans (58.3% and 62.0%, respectively). This567

indicates that either DeBERTa lacks the knowledge568

of these two cases or processes them as if the sub- 569

ject is focalized (e.g., did the MAN hurt others 570

seriously?). DeBERTa takes the other six condi- 571

tions as projective (range 71.5–99.5%), similar to 572

humans. 573

In summary, Experiment 2 shows variable pro- 574

jectivity in 6 out of the new 24 conditions, contrary 575

to Experiment 1, in which we observe it in two out 576

of 24 conditions. This contrast highlights that we 577

need to combine various triggers and environments 578

to investigate variable projectivity. In addition, we 579

discover that DeBERTa does not capture the vari- 580

able projectivity, suggesting that DeBERTa’s ability 581

to process presupposition is not human-like. 582

5 Conclusion 583

In Experiment 1, we conclude that humans and 584

models are similar but different in making a prag- 585

matic inference: presupposition. Experiment 2 586

then makes this conclusion stronger by using new 587

presupposition triggers. Overall, human results 588

provide evidence for variable projectivity in some 589

conditions (2 out of 24 and 6 out of 24 conditions 590

in Experiments 1 and 2, respectively) but the best- 591

performed model, DeBERTa, does not capture it 592

most of the time, indicating that it does not learn 593

generalizations consistent with the human intuition. 594

In our experiments, quite a few conditions are ex- 595

cluded from the analysis due to the dataset artifacts, 596

disagreements in judgments, or the models’ lack 597

of knowledge. This indicates that we need to be 598

careful with dataset creation and that we may need 599

to train models with data targeting presuppositions 600

so that models can learn their basic meanings. 601

This study might be limited in terms of social 602

impacts, but it demonstrates the importance of the 603

annotation process and the combination of vari- 604

ous items, which can be applied to other research 605

directly relevant to real-life applications such as 606

machine translation. 607
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Trigger Template Premise and Hypothesis

Again
P : The N VP again.

H1: The N had VP before.
H2: The N had not VP before.

P : The doctor shed tears again.
H1: The doctor had cut the tree before.

H2: The doctor had not shed tears before.

Manner
adverbs

P : The N VP MADV.
H1: The N VP.

H2: The N did not VP.

P : The doctor shed tears slowly.
H1: The doctor shed tears.

H2: The doctor did not shed tears.

Comparatives
P : The N1 VP ADVer than N2.

H1: The N2 VP.
H2: The N2 did not VP.

P : The doctor shed tears better than the singer.
H1: The singer shed tears.

H2: The singer did not shed tears.

Temporal
adverbs

P : The N VP1 TADV VP2ing.
H1: The N VP2.

H2: The N did not VP2.

P : The doctor shed tears before hurting others.
H1: The doctor hurt others.

H2: The doctor did not hurt others

Aspectual
verbs

P : The N ASP VPing.
H1: The N had been VPing.

H2: The N had not been VPing.

P : The doctor stopped shedding tears.
H1: The doctor had been shedding tears.

H2: The doctor had not been shedding tears.

Factive
verbs

P : The N Factive VPing.
H1: The N VP.

H2: The N did not VP.

P : The doctor regretted shedding tears.
H1: The doctor shed tears.
H2: The doctor shed tears.

Table 3: Templates for affirmative sentences.

Trigger Template Premise and Hypothesis

Again
P : The N did not VP again.
H1: The N had VP before.

H2: The N had not VP before.

P : The doctor did not shed tears again.
H1: The doctor had shed tears before.

H2: The doctor had not shed tears before.

Manner
adverbs

P : The N did not VP MADV.
H1: The N VP.

H2: The N did not VP.

P : The doctor did not shed tears slowly.
H1: The doctor shed tears.

H2: The doctor did not shed tears.

Comparatives
P : The N1 did not VP ADVer than N2.

H1: The N2 VP.
H2: The N2 did not VP.

P : The doctor did not shed tears better than the singer.
H1: The singer shed tears.

H2: The singer did not shed tears.

Temporal
adverbs

P : The N did not VP1 TADV VP2ing.
H1: The N VP2.

H2: The N did not VP2.

P : The doctor did not shed tears before hurting others.
H1: The doctor hurt others.

H2: The doctor did not hurt others.

Aspectual
verbs

P : The N did not ASP VPing.
H1: The N had been VPing.

H2: The N had not been VPing.

P : The doctor did not stop shedding tears.
H1: The doctor had been shedding tears.

H2: The doctor had not been shedding tears.

Factive
verbs

P : The N did not Factive VPing.
H1: The N VP.

H2: The N did not VP.

P : The doctor did not regret shedding tears.
H1: The doctor shed tears.

H2: The doctor did not shed tears.

Table 4: Templates for negative sentences.
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Trigger Template Premise and Hypothesis

Again
P : Did the N VP again?
H1: The N had VP before.

H2: The N had not VP before.

P : Did the doctor shed tears again?
H1: The doctor had shed tears before.

H2: The doctor had not shed tears before.

Manner
adverbs

P : Did the N VP MADV?
H1: The N VP.

H2: The N did not VP.

P : Did the doctor shed tears slowly?
H1: The doctor shed tear.

H2: The doctor did not shed tears.

Comparatives
P : Did the N1 VP ADVer than N2?

H1: The N2 VP.
H2: The N2 did not VP.

P : Did the doctor shed tears better than the singer?
H1: The doctor shed tears.

H2: The doctor did not shed tears.

Temporal
adverbs

P : Did the N VP1 TADV VP2ing?
H1: The N VP2.

H2: The N did not VP2.

P : Did the doctor shed tears before spreading the rumor?
H1: The doctor spread the rumor.

H2: The doctor did not spread the rumor.

Aspectual
verbs

P : Did the N ASP VPing?
H1: The N had been VPing.

H2: The N had not been VPing.

P : Did the doctor stop shedding tears?
H1: The doctor had been shedding tears.

H2: The doctor had not been shedding tears.

Factive
verbs

P : Did the N Factive VPing?
H1: The N VP.

H2: The N did not VP.

P : Did the doctor regret shedding tears?
H1: The doctor shed tears.

H2: The doctor did not shed tears.

Table 5: Templates for interrogatives.

Trigger Template Examples

Again

P : If the N1 had VP again,
the N2 would have VP2.

H1: The N1 had VP1 before.
H2: The N1 had not VP1 before.

P : If the doctor had shed tears again,
the singer could have spread the news.
H1: The doctor had shed tears before.

H2: The doctor had not shed tears before.

Manner
adverbs

P : If the N1 VP1 MADV,
the N2 would have VP2.

H1: The N1 VP1.
H2: The N1 did not VP1.

P : If the doctor shed tears slowly,
the singer could have spread the news.

H1: The doctor shed tears.
H2: The doctor did not shed tears.

Comparatives

P : If the N1 had VP1 ADVer than
N3, the N2 would have VP2.

H1: The N1 VP1.
H2: The N1 did not VP1.

P : If the doctor had shed tears better than the singer,
the artist could have spread the news.

H1: The singer shed tears.
H2: The singer did not shed tears.

Temporal
adverbs

P : If the N1 had VP1 TADV VP2ing,
the N2 would have VP3.

H1: The N1 VP2.
H2: The N1 did not VP2.

P : If the doctor had shed tears before spreading the rumor,
the singer could have burst into the room.

H1: The doctor spread the rumor.
H2: The doctor did not spread the rumor.

Aspectual
verbs

P : If the N1 ASP VP1ing,
the N2 would have VP2.

H1: The N1 had been VP1ing.
H2: The N1 had not been VP1ing.

P : If the doctor had stopped shedding tears,
the singer could have spread the rumor.
H1: The doctor had been shedding tears.

H2: The doctor had not been shedding tears.

Factive
verbs

P : If the N1 Factive VP1ing,
the N2 would have VP2.

H1: The N1 VP1.
H2: The N1 did not VP1.

P : If the doctor had regretted shedding tears,
the singer could have spread the rumor.

H1: The doctor shed tears.
H2: The doctor did not shed tears.

Table 6: Templates for counterfactual conditionals.
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Trigger Template Premise and Hypothesis

Again
P : The N Modal VP again.
H1: The N had VP before.

H2: The N had not VP before.

P : The doctor might shed tears again.
H1: The doctor had shed tears before.

H2: The doctor had not shed tears before.

Manner
adverbs

P : The N Modal VP MADV.
H1: The N VP.

H2: The N did not VP.

P : The doctor might shed tears slowly.
H1: The doctor shed tears.

H2: The doctor did not shed tears.

Comparatives
P : The N1 Modal VP ADVer than N2.

H1: The N2 VP.
H2: The N2 did not VP.

P : The doctor might shed tears better than the singer.
H1: The singer shed tears.

H2: The singer did not shed tears.

Temporal
adverbs

P : The N Modal VP1 TADV VP2ing.
H1: The N VP2.

H2: The N did not VP2.

P : The doctor might shed tears before spreading the rumor.
H1: The doctor spread the rumor.

H2: The doctor did not spread the rumor.

Aspectual
verbs

P : The N Modal ASP VPing.
H1: The N had been VPing.

H2: The N had not been VPing.

P : The doctor might stop shedding tears.
H1: The doctor had been shedding tears.

H2: The doctor had not been shedding tears.

Factive
verbs

P : The N Modal Factive VPing.
H1: The N VP.

H2: The N did not VP.

P : The doctor might regret shedding tears.
H1: The doctor shed tears.

H2: The doctor did not shed tears.

Table 7: Templates for modal sentenses.

according to our experiment. All data are collected829

anonymously except workers’ ID.830

Experiment 1 We randomly select 10 out of 100831

premise–hypothesis pairs from each condition in832

IMPPRES, extracting 900 pairs in total. These833

sentence pairs are divided into eight lists.834

Using Amazon Mechanical Turk,12 we recruit835

116 people with the requirements of having an ap-836

proval rating of 99.0% or higher, having at least837

5,000 approved tasks, being located in the US, the838

UK, or Canada, and having passed a qualification839

task. We make sure that the workers are paid at840

least $12.0 USD per hour. Among them, we ex-841

clude the responses of 46 participants from the842

analysis because their accuracy for a sanity check843

is below 80.0%. We analyze the data of the remain-844

ing 71 participants.845

Experiment 2 Using Amazon Mechanical Turk,846

we recruit 635 people with the requirements of hav-847

ing an approval rating of 99.0% or higher, having848

at least 5,000 approved tasks, and being located849

in the US, the UK, or Canada. We make sure that850

the workers are paid at least $12.0 USD per hour.851

Among them, we exclude the responses of 352 par-852

ticipants whose accuracy for the control conditions853

is less than 90% based on the distributions of accu-854

12https://www.mturk.com
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Figure 8: Distributions of accuracy in the control condi-
tions in ProPres.

racy in Figure 8. The control results include results 855

for unembedded, negation, and conditional condi- 856

tions. The interrogative control condition is not 857

included in the mean calculation, because its mean 858

accuracy is around chance (36.0% over the chance 859

level 33.3%). As a result, we analyze the data of 860

the remaining 283 participants. 861

C Triggers and Environments in 862

IMPPRES 863

Table 8 and 9 present triggers and environments 864

used in IMPPRES, respectively. 865
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Trigger Example Presupposition

All N All four waiters that bothered Paul telephoned. Exactly four waiters telephoned.
Both Both people that hoped to move have married. Exactly two people have married.

Change of state verb Marie was leaving. Marie was here.
Cleft existence It is Margaret that forgot Dan. Someone forgot Dan.

Cleft uniqueness It is Donna who studied. Exactly one person studied.
Only The pasta only annoys Roger. The pasta annoys Roger.

Possessive definites The boy’s rugs did look like these prints. The boy has rugs.
Possessive uniqueness Maria’s apple that ripened annoys the boy. Maria has exactly one apple that ripened.

Question Bob learns how Rachel approaches Melanie. Rachel approaches Melanie.

Table 8: Examples of triggers in IMPPRES.

Environment Example

Unembedded All four waiters that bothered Paul telephoned.
Negation All four waiters that bothered Paul did not telephone.

Interrogative Did all four waiters that bothered Paul telephone?
Conditional If all four waiters that bothered Paul telephoned, it’s okay.

Modal All four waiters that bothered Paul might telephone.

Table 9: Environments used in IMPPRES.

D Results without Exclusion866

Figures 9 and 10 present results without exclusion867

of triggers and environments in IMPPRES and Pro-868

Pres, respectively.869
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Figure 9: Results on triggers embedded under the negation, conditional, interrogative, and modal in IMPPRES.

Again CoS
Manner

Factiv
e

Comparative
Temporal0

20

40

60

80

100

Pr
oj

ec
ti

vi
ty

 (
%

)

Negation

Again CoS
Manner

Factiv
e

Comparative
Temporal0

20

40

60

80

100 Conditional

Models
DeBERTa
Humans

Again CoS
Manner

Factiv
e

Comparative
Temporal0

20

40

60

80

100 Interrogative

Again CoS
Manner

Factiv
e

Comparative
Temporal0

20

40

60

80

100 Modal

Triggers

Figure 10: Results on triggers embedded under the negation, conditional, interrogative, and modal in ProPres.
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