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Abstract

Plain biomedical summaries generation with001
Large Language Models (LLMs) can enhance002
the accessibility of biomedical knowledge to003
the public. However, how faithful the gener-004
ated summaries are remains an open yet crit-005
ical question. To address this, we propose006
FAREBIO, a benchmark dataset with expert-007
annotated Faithfulness and Reasoning on plain008
Biomedical Summaries. This dataset consists009
of 175 plain summaries, including 1445 sen-010
tences generated by 7 different LLMs, paired011
with PubMed articles. Based on our dataset,012
we identify the performance gap of LLMs in013
generating faithful plain biomedical summaries014
and show the impact of abstractiveness on faith-015
fulness. We show that current faithfulness met-016
rics do not transfer well in the biomedical do-017
main. To better understand the faithfulness018
judgements, we further benchmark LLMs in019
retrieving supporting evidence. Going beyond020
the binary faithfulness labels, coupled with the021
annotation of supporting sentences, our dataset022
could further contribute to the understanding023
of faithfulness evaluation and reasoning.024

1 Introduction025

Generating plain text summaries—summarizing026

technical articles in plain language—helps facili-027

tate public access to biomedical knowledge and has028

been an important topic in the biomedical domain029

(Goldsack et al., 2022, 2023; Guo et al., 2021). De-030

spite the overall promising performance achieved031

by LLMs (Jahan et al., 2024; Guo et al., 2024;032

Sim et al., 2023), the faithfulness of the generated033

summary, i.e., to what extent the generated text034

is consistent with the source articles, has been a035

known problem of LLMs (Pagnoni et al., 2021; Ji036

et al., 2023) and it has not been well-studied in the037

biomedical domain (Joseph et al., 2024).038

Apart from labor-intensive and costly manual039

examination, prior work (Scialom et al., 2021; La-040

ban et al., 2022; Zha et al., 2023) has proposed041

Figure 1: Faithfulness and reasoning annotations on
plain biomedical summaries generated from 7 LLMs.

various metrics to automatically evaluate the faith- 042

fulness of generated text. However, these metrics 043

are designed to measure faithfulness in the general 044

domain, e.g., news. To what extent it can be used in 045

domain-specific areas, e.g., the biomedical domain, 046

remains an open question (Ramprasad et al., 2024). 047

Additionally, current research (Chiang and Lee, 048

2023b) has shown that, although LLM-based eval- 049

uators achieve promising alignment with human 050

judgment, they do not always provide correct rea- 051

soning for their decisions. Examining to what ex- 052

tent LLMs can provide correct reasoning for their 053

choices could help better understand the reasoning 054

behind LLMs, especially in the biomedical domain 055

where it relies on accurate evidence. 056

To address these problems, we propose a 057

benchmark dataset, FAREBIO, on evaluating the 058

Faithfulness and Reasoning of LLMs on plain 059

Biomedical summaries in Section 3. Specifically, 060

as shown in Figure 1, we enlist medical doctors 061

to manually evaluate the faithfulness of plain sum- 062

maries from seven representative zero-shot summa- 063

rization systems and highlight the corresponding 064
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supporting sentences from the source articles.065

In Section 4, we answer the four major research066

questions on faithfulness evaluation and LLMs on067

plain biomedical summaries: (1) How faithful are068

generated summaries across current LLMs? (2)069

How abstractive and readable are plain biomedical070

summaries, and how do they relate to faithfulness?071

(3) How do current faithfulness evaluators align072

with human judgment? (4) Do LLMs consider073

their generation more faithful than others?074

We further evaluate the LLMs’ capability of pro-075

viding correct reasoning for their judgment in Sec-076

tion 5. Specifically, we address the three major077

research questions: (5) Can LLMs identify the sup-078

porting sentences from the source article? (6) Does079

the abstractiveness of the summary impact the iden-080

tification of supporting sentences? (7) Do LLMs081

perform better when identifying supporting sen-082

tences for their own generated summaries?083

To the best of our knowledge, our study is the084

first publicly available benchmark dataset investi-085

gating faithfulness and identification of supporting086

sentences for plain biomedical summaries.1 We087

find that the generated summaries from current088

LLMs demonstrate a high degree of hallucination089

and the level of abstractiveness shows a positive090

impact on the faithfulness of summaries. Current091

faithfulness evaluators trained in the general do-092

main do not directly transfer well to the biomedical093

domain. We also observe a tendency where LLMs,094

as evaluators, favor their generation when evaluat-095

ing faithfulness. However, the construction of the096

prompt could also impact such a tendency. Addi-097

tionally, LLMs show the potential to identify the098

supporting sentences from the source articles, ei-099

ther with high or low abstractiveness summaries.100

2 Related Work101

Faithfulness, where the generated text is factually102

consistent with the source (Maynez et al., 2020),103

is a known challenge in text generation (Ji et al.,104

2023; Huang et al., 2023). Current faithfulness105

research on LLMS mostly focuses on the general106

domain, with a particular interest in news articles107

(Pagnoni et al., 2021; Fabbri et al., 2021; Tang et al.,108

2023; Cao and Wang, 2021). Some studies evalu-109

ate faithfulness and factuality—factual consistency110

with enteral knowledge—in the biomedical domain.111

For instance, Ramprasad et al. (2024) measured the112

1Our dataset will be publicly available at [link withhold
for anonymous submission].

factuality of zero-shot summaries from GPT-3.5 113

(Brown et al., 2020) and Flan-T5-XL (Chung et al., 114

2022). FACTPICO (Joseph et al., 2024) was pro- 115

posed to measure the factuality of GPT-4 (Achiam 116

et al., 2023), Llama-2-Chat (Touvron et al., 2023), 117

and Alpaca (Taori et al., 2023) under the PICO 118

framework (Lehman et al., 2019). 119

Current research has proposed various metrics 120

based on different frameworks to evaluate the faith- 121

fulness of generated text for the general domain: 122

(1) QA-based metrics (Scialom et al., 2021; Fab- 123

bri et al., 2022; Durmus et al., 2020), utilizing QA 124

systems to measure the correctness of answering 125

the questions based on the source and summaries, 126

as a proxy of faithfulness; (2) NLI-based metrics 127

(Laban et al., 2022; Falke et al., 2019), measuring 128

the entailment of the summary (hypothesis) from 129

the source (premise) by employing models that are 130

trained on NLI datasets (Kryscinski et al., 2020; 131

Nie et al., 2020); (3) Faithfulness classification- 132

based (Zha et al., 2023; Zhou et al., 2021), training 133

evaluators to directly predict faithfulness; and (4) 134

LLM-based metrics (Min et al., 2023; Sottana et al., 135

2023; Chiang and Lee, 2023b), prompting LLMs 136

as the faithfulness evaluator. 137

Apart from solely evaluating the binary faith- 138

fulness label of the generated summary, a natu- 139

ral question to ask is to provide the reasoning for 140

the judgment, e.g., supporting sentences from the 141

source. For faithfulness reasoning, the FEVER 142

dataset (Thorne et al., 2018) annotated the fac- 143

tuality of the claims based on Wikipedia articles 144

and provided extracted facts from the correspond- 145

ing sources. Wadden et al. (2020) created Sci- 146

Fact, a dataset of 1.4K expert-written scientific 147

claims paired with the abstracts from S2ORC (Lo 148

et al., 2020), annotating with labels and rationales. 149

Ghosal et al. (2024) proposed a shared task in iden- 150

tifying all grounding context from the scholarly pa- 151

per discussing methodological details in the claim.2 152

However, it only contains 109 test claims and the 153

dataset is not publicly available. 154

3 Dataset Creation 155

3.1 Model Selection 156

To investigate how faithful current LLMs are in 157

generating plain biomedical summaries, we eval- 158

uate the following representative summarization 159

systems across various settings: (1) open-source 160

vs., close-source and (2) pretrained vs., fine-tuned: 161

2https://github.com/oasisresearchlab/context24
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GPT-4 (Achiam et al., 2023), a large close-162

source multimodal model developed by Open AI.163

The GPT family is adopted in various NLP tasksin-164

cluding summarization (Zhang et al., 2023; Adams165

et al., 2023a; Shaib et al., 2023). We use gpt-4-166

turbo to generate plain biomedical summaries.167

Claude-3 (Anthropic, 2024), a close-source168

model developed by Anthropic. It has been seen169

to outperform the GPT family in certain tasks, e.g.,170

open-domain conversation (Lin and Chen, 2023)171

and reading comprehension test (Kuo et al., 2023).172

We use claude-3-sonnet for our experiment.173

Gemini-1.5 (Reid et al., 2024), a close-source174

model developed by Google DeepMind. It claims175

the capabilities of understanding complex medical176

context (Saab et al., 2024). We include Gemini-177

1.5-Flash as a closed-source model.178

Llama-3 (Meta, 2024), a open-source model179

released by Meta. Compared to the previ-180

ous models, one major difference is that this181

model is open-sourced and available for both re-182

search and commercialization purposes. We con-183

sider the newly-released version, Llama-3-8B-184

Instruction, for our experiment.185

Flan-T5 (Chung et al., 2022; Longpre et al.,186

2023), one other popular open-source model re-187

leased by Google. It is an enhanced version of188

T5 models (Raffel et al., 2020) and has been used189

for various summarization tasks (Sim et al., 2023;190

Alqahtani et al., 2023). we investigate Flan-T5-191

XL for our plain biomedical summarization task.192

Finetuned-Llama-3 To investigate the impact193

of customizing the plain summaries for a spe-194

cific type, we further fine-tune Llama-3-8B-195

Instruction on the PLOS dataset (Goldsack196

et al., 2022), a corpus for generating layman197

summaries based on science and medicinal peer-198

reviewed journals.3199

Finetuned-Flan-T5 Similarly, we fine-tune200

Flan-T5-XL on the PLOS dataset and investi-201

gate the faithfulness of the generated summaries202

from the fine-tuned model.203

For selected models, we ask LLMs to generate a204

plain summary based on the source article provided205

in Section 3.2, with the input of titles, authors,206

abstract, and first section of the content.4207

3Details of fine-tuning Llama-3-8B-Instruction
and Flan-T5-XL on the PLOS dataset in Appendix A.

4Detailed prompt constructions are in Appendix B.

Number

Source Articles 25
Avg. Sentences per Source Article 26.08

Generated Summaries 175
Total Sentences in Generated Summaries 1445
Avg. Sentences per Generated Summary 8.31

GPT-4 8.92
Claude-3 8.32

Gemini-1.5 11.88
Llama-3 7.64
Flan-T5 5.80

Finetuned-Llama-3 7.24
Finetuned-Flan-T5 8.00

Table 1: Statistics of our annotated dataset.

3.2 Annotation Data 208

To generate plain biomedical summaries, we ob- 209

tained English PubMed articles from S2ORC (Lo 210

et al., 2020),5 an open-source scholarly dataset 211

based on Semantic Scholar containing more than 212

205M publications across various resources. We 213

randomly selected 25 articles that (1) were pub- 214

lished in PubMed; (2) were published no later than 215

2010; and (3) contained metadata of title, authors, 216

abstract, and full content. As shown in Figure 1, 217

for each article, we then generate 7 different plain 218

summaries based on various types of LLMs (Sec- 219

tion 3.1), resulting in 175 summaries. 220

To provide a more fine-grained level of faith- 221

fulness analysis, we tokenize the generated sum- 222

maries into sentences and ask annotators to anno- 223

tate the faithfulness of the generated summaries at 224

the sentence level (Section 3.3). Note that due to 225

the imperfection of the off-the-shelf tokenizer tool, 226

sentence tokenization could result in the segment 227

of text, instead of the correct sentence. To address 228

this, we filter out the tokenized sentences that are 229

less than 5 characters, resulting in 1445 sentences. 230

The statistics of our dataset are shown in Table 1. 231

3.3 Annotation Collection 232

As discussed in Section 3.2, we annotate the faith- 233

fulness at the sentence level. Aligned with the 234

summary generation in Section 3.1, we provide 235

annotators with the article title, author, abstract, 236

and the first section of the content. The annota- 237

tion includes four parts: (1) annotate whether the 238

summary sentence is faithful given the source arti- 239

cle; (2) provide a brief rationale of the annotation 240

choice; (3) if it is faithful, highlight the supporting 241

evidence from the source article; and (4) if it is not 242

5https://api.semanticscholar.org/api-docs/graph
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faithful, highlight the part that is not consistent in243

the summary sentence.6244

In line with the literature (Maynez et al., 2020;245

Ramprasad et al., 2024), we also ask the annotators246

to flag the sentences that are factually hallucinated.247

That is, the generated sentence is supported by248

external knowledge but not by the source article.249

This helps better understand to what extent external250

knowledge is injected to generate plain summaries251

as it requires plain explanations of technical terms.252

We recruit two medical doctors via Upwork.7253

Specifically, before the annotators started the an-254

notation separately, we started with the annotation255

training by giving two annotators 6 summaries (34256

sentences) generated from different LLMs based257

on different source articles. We consider the inter-258

annotator agreement (IAA) at the sentence level,259

i.e., binary faithfulness labels, and at the summary260

level, considering the summary as faithful if all261

sentences are annotated as faithful. We achieve262

a percentage agreement of 0.94 and 0.83 and Co-263

hen’s Kappa (McHugh, 2012) of 0.48 and 0.57 at264

the sentence and summary level, respectively. Simi-265

lar to observations from previous work (Ramprasad266

et al., 2024; Joseph et al., 2024), faithfulness anno-267

tation is imbalanced, e.g., on average 2 out of 34268

sentences in those 6 summaries are hallucinated, re-269

sulting in expected a higher percentage agreement270

and lower Cohen’s kappa score.271

We further calculate the IAA on annotated sup-272

porting sentences based on the subset that both273

annotators consider to be faithful. Specifically, we274

consider the agreement where both annotators high-275

light the same supporting sentences, resulting in276

Precision, Recall, and F1 of 0.47, 0.56, and 0.51,277

respectively. Despite the challenge of finding sup-278

porting sentences, one possible reason for such279

agreement is that we did not ask annotators to high-280

light all related supporting sentences. Multiple sen-281

tences from the source article could solely support282

the summary sentence. Annotators might overlook283

other supporting sentences once they find one.8284

4 Faithfulness Evaluation and Analysis285

on Plain Biomedical Summaries286

RQ1. How faithful are generated summaries287

across different LLMs? Figure 2 shows the288

faithfulness annotations across selected LLMs.289

6Detailed annotation interface is provided in Appendix F.
7https://www.upwork.com/
8More detailed analysis of the annotation of supporting

sentences are provided in Appendix H.

(a) Sentence Level (b) Summary level

Figure 2: Faithfulness annotation across models at sen-
tence and summary levels. At the summary level, we
aggregate the annotations on sentences and consider the
summary as faithful if all sentences are faithful.

Considering non-factual hallucination (blue and 290

forward-slashed bars), i.e., neither faithful nor fac- 291

tual, we observe a small hallucination rate across 292

all models at the sentence level, i.e., less than 5% 293

sentences that are hallucinated. However, we ob- 294

serve a higher rate at the summary level, with at 295

least 8% summaries containing hallucination (i.e., 296

at least 2 out of 25 summaries), indicating the per- 297

formance gap in generating faithful and factual 298

plain biomedical summaries. 299

Additionally, as we ask summarizers to gener- 300

ate plain summaries, this might introduce external 301

knowledge to explain technique concepts in simple 302

terms. We label the information where it is correct 303

yet not in the source article as factual hallucination 304

(Cao et al., 2022; Li et al., 2024). As shown in 305

Figure 2 (red and backward-slashed bars), all mod- 306

els, except the Flan-T5 family, show a high rate of 307

factual hallucination at both sentence and summary 308

levels, indicating that models would introduce ex- 309

ternal knowledge to generate plain summaries. 310

Interestingly, Flan-T5 and its finetuned version, 311

show a low non-factual hallucination rate. One 312

possible reason is due to the low abstractiveness of 313

the generated summaries, that is, the model will be 314

inherently more factual if only extracting sentences 315

from the source article. We further investigate this 316

in the following paragraph. 317

RQ2. How abstractive and readable are the 318

plain biomedical summaries, and how do they 319

relate to faithfulness? Plain summaries from 320

biomedical articles might incorporate external 321

knowledge, e.g., explaining jargon, to make it more 322

readable for general audiences (Goldsack et al., 323

2022). This could affect the summary’s abstractive- 324

ness and potentially introduce more hallucinations. 325

To measure the abstractiveness of the summary, 326

we compare the n-gram novelty (See et al., 2017; 327

4
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(a) Abstractiveness ↑ (b) Readability ↓

Figure 3: Abstractiveness and readability on generated
plain biomedical summaries across different LLMs.

Sharma et al., 2019) between the summary and cor-328

responding source article, i.e., the percentage of329

non-overlapping n-grams.330

As shown in Figure 3a, summaries from closed-331

source models, i.e., GPT-4, Claude-3, and Gemeini-332

1.5, and open-source model Llama-3 demonstrate333

high abstractiveness. Interestingly, although lay-334

man summaries from the PLOS dataset have shown335

to be abstractive (Goldsack et al., 2022), models336

finetuned on this dataset, i.e., Finetuned-Llama-3337

and Finetuned-Flan-T5, show a decrease in abstrac-338

tiveness, compared to the off-the-shelf models.339

We calculate the Spearman r correlation between340

n-grams novelty and the ratio of hallucination in341

summary, i.e., the percentage of hallucinated sen-342

tences in summary. We separate the correlation into343

two groups: (1) non-factual hallucination and (2)344

factual hallucination.9 We observe Spearman r cor-345

relations ranging from 0.2 to 0.24 (p<0.05) between346

abstractiveness and non-factual hallucination, in-347

dicating that the level of abstractiveness could be348

one factor impacting the non-factual hallucination.349

Also, strong correlations with factual hallucination,350

ranging from 0.37 to 0.43 (p<0.05), echo our hy-351

pothesis where the generation of plain summaries352

could introduce external knowledge, i.e., the level353

of abstractiveness as a proxy, and in turn will im-354

pact the faithfulness of summaries.355

To evaluate the readability of the summary, we356

use the standard metrics: Flesch-Kincaid Grade357

Level (FKGL; Kincaid et al. (1975)), Coleman-358

Liau Index (CLI; Coleman and Liau (1975)), Dale-359

Chall Readability Score (DCRS; Dale and Chall360

(1948)). These metrics measure the approximate361

(US) grade level of education required to read a362

given text, by employing experimental formulas on363

the number of characters, words, and sentences.364

As shown in Figure 3b, We observe that GPT-4,365

9Detail Spearman r correlations between abstractiveness
and faithfulness are shown in Appendix D.

Gemini-1.5, and Llama-3 show a lower readabil- 366

ity score, i.e., generate more readable summaries 367

across the three metrics, while finetuned models 368

show the opposite. We investigate the correlation 369

between abstractness and readability and observe a 370

Spearman r correlation of at least -0.31 (p<0.05)10 371

among the score of n-gram novelty and readabil- 372

ity, indicating a negative correlation in these two 373

dimensions. We also observe a negative correla- 374

tion between readability and faithfulness, where the 375

factual hallucination ratio has a higher negative cor- 376

relation, with minimum -0.21 (p<0.05) correlation 377

scores. This again indicates that generating more 378

readable plain summaries in the biomedical domain 379

could introduce more factual hallucinations. 380

RQ3. To what extent do current faithfulness 381

evaluators align with human judgment in plain 382

biomedical summarization? We compare the 383

human annotations with different types of auto- 384

matic faithfulness evaluators. We consider two 385

QA-based faithfulness metrics, Questeval (Scialom 386

et al., 2021) and QAFactEval (Fabbri et al., 2022) 387

which utilize T5-based models to generate ques- 388

tions and answers based on summaries and source 389

articles. We also compare with Summac (Laban 390

et al., 2022), an entailment-based metric trained on 391

the NLI dataset (FactCC; Kryscinski et al. (2020)), 392

and AlignScore (Zha et al., 2023), an alignment 393

metric measuring the information alignment be- 394

tween two arbitrary text pieces. 395

Furthermore, following past studies (Wang et al., 396

2023; Chiang and Lee, 2023a; Liu et al., 2023), we 397

investigate the capability of LLMs as faithfulness 398

evaluators in the biomedical text. Prior work (Chi- 399

ang and Lee, 2023b) has also shown that prompting 400

LLMs for additional reasoning can boost the faith- 401

fulness evaluation. To study this, we construct two 402

types of prompts: (1) only label, promoting LLMs 403

to provide faithfulness labels; and, (2) label & sen- 404

tences, prompting LLMs to provide faithfulness 405

labels and supporting sentences from the source 406

(Section 5).11 We exclude Flan-T5 as it cannot 407

produce meaningful results from our prompt. 408

In Table 2, we measure faithfulness evaluation 409

agreement on automatic evaluation metrics and hu- 410

man judgment at the sentence level, considering 411

both factual and non-factual hallucination in Fig- 412

ure 2 as hallucination. We observe a performance 413

10Detail correlations between readability with abstractions
and faithfulness are provided in Appendix D.

11Prompt construct is provided in Appendix C.
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Agreement Prediction Performance

Cohen Kappa ↑ P. Agreement (%) ↑ Recall ↑ Pred. Non-faithful (%)

All labeled as faithful 0.00 0.89 - 0.00
All labeled as non-faithful 0.00 0.11 1.00 1.00

GPT-4 (only label) 0.29 0.86 0.40 0.12
GPT-4 (label&sentences) 0.23 0.88 0.23 0.06
Claude-3 (only label) 0.35 0.89 0.38 0.09
Claude-3 (label&sentences) 0.33 0.91 0.25 0.04
Gemini-1.5 (only label) 0.19 0.88 0.17 0.04
Gemini-1.5 (label&sentences) 0.22 0.89 0.19 0.05
Llama-3 (only label) 0.04 0.85 0.09 0.06
Llama-3 (label&sentences) 0.17 0.88 0.17 0.05
QAFactEval 0.11 0.48 0.91 0.61
QuestEval 0.01 0.14 0.99 0.97
SummaCZS 0.09 0.42 0.94 0.68
SummaCConv 0.13 0.49 0.95 0.60
AlignScore 0.16 0.86 0.21 0.08

Table 2: Performance of faithfulness evaluators at the sentence level. “P. Agreement (%)" represents the percentage
agreement. “Pred. Non-faithful (%)" represents the percentage of non-faithful instances predicted by evaluators.

gap in improving faithfulness evaluation agree-414

ments with human annotation across all faithful-415

ness metrics. Specifically, similar to the prior work416

(Ramprasad et al., 2024), current metrics trained417

in the general domain (Questeval, QAFactEval,418

Summac, and AlignScore), do not achieve strong419

agreement with human annotation, indicating the420

difficulty directly transferring those metrics to the421

biomedical domain. LLM-based evaluators achieve422

better results compared to traditional metrics. Inter-423

estingly, prompting LLMs to additionally provide424

supporting sentences improves the performance of425

Gemini-1.5 and Llama-3, but it does not show fur-426

ther improvement for GPT-4 and Claude-3.427

We further investigate the capability of eval-428

uators in identifying all hallucinated sentences429

(Adams et al., 2023b), i.e., Recall. Although430

QaFactEval, Questeval, and Summac achieved high431

recall (Table 2, Column 4), they predicted more432

than 60% sentences as hallucinated, making it im-433

practical considering only 11% sentences contain434

hallucination. Among other metrics, We observe435

a low recall in identifying hallucinated sentences,436

indicating the gap in this direction.437

We also aggregate the sentence level annotations438

to the summary level and evaluate the Pearson and439

Spearman r correlation (Appendix E). We observe440

a similar performance gap in the alignment of cur-441

rent faithfulness evaluators and human judgments.442

RQ4. Do LLMs consider their generation more443

faithful? Following previous work (Tam et al.,444

2023; Panickssery et al., 2024), where they showed445

that LLMs tend to be over-confident with their gen-446

(a) only label (b) label&sentences

Figure 4: Heatmaps of predicted faithfulness per-
centage across selected LLM. “only label" and “la-
bel&sentences" represent the promoting setting where
only responding with the label and with additional sup-
porting sentences, respectively.

erated text, we investigate where this holds in our 447

faithfulness evaluation of plain biomedical sum- 448

maries. Specifically, we consider the subset of the 449

annotations, only focusing on the summaries from 450

GPT-4, Claude-3, Gemini-1.5, and Llama-3. 451

Figure 4 shows the heatmap of predicted faith- 452

fulness percentage across selected LLMs. We find 453

that LLMs favor their generation with the prompts 454

with returning label&sentences (Figure 4b). For 455

the experiment in only label (Figure 4a), LLMs 456

tend to consider their generation as more faithful 457

but this is not consistent across models, e.g., GPT-4 458

results. This is different from the observation from 459

the prior work, where we find that the different con- 460

struction of prompts would also impact the model 461

tendency regarding their faithfulness preference. 462
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Number

Instances 1,305

Support Sentences 1,713
Avg. Support Sentences per Instance 1.31

Avg. Support Sentences per Summary 2.10

GPT-4 2.34
Claude-3 2.24

Gemini-1.5 1.87
Llama-3 1.94

Table 3: Statistics of the experiment dataset on support-
ing sentences identification.

5 Supporting Sentences Identification463

In Section 4, we investigate the capability of LLMs464

in predicting faithful sentences. One following465

question is whether the models have correct reason-466

ing to support their judgment. In our annotation,467

we ask the annotators to highlight the supporting468

evidence from the source article. This enables us to469

understand if the LLMs can identify the evidence470

from scientific literature. Specifically, we consider471

the subset of the dataset where sentences are la-472

beled as faithful and support evidence is provided.473

The statistic of this subset is shown in Table 3.12474

For the baseline, we consider Okapi BM25475

(Robertson et al., 1995; Trotman et al., 2014), a476

ranking model based on the term and document477

frequency. We select the most relevant sentence478

from the document as the supporting evidence.479

It is worth mentioning that, as discussed in Sec-480

tion 3.3, annotators might oversee the support evi-481

dence. Although we provide Precision, Recall, and482

F1 on extract sentence matching, we focus on Re-483

call, i.e., the coverage of the annotated sentence for484

our analysis, to understand if models can retrieve485

comprehensive evidence from the source.486

RQ5. Can LLMs identify the supporting sen-487

tences from the source article? Table 4 (Over-488

all) shows the results of LLMs in identifying sup-489

porting sentences. We observe that Okapi BM25490

achieves strong performance, i.e., the highest Pre-491

cision and F1. The low recall might be due to the492

selection of only one relevant sentence. Across493

LLMs, GPT-4 achieves the best performance in Re-494

call, i.e., 0.76, indicating the capability of LLMs495

in identifying supporting evidence from the source496

articles. Additionally, we observe that models have497

higher Recall compared to Precision. This might498

12The post-process of the identified sentences are shown in
Appendix G.

Precision Recall F1

Overall

Okapi BM25 0.73 0.56 0.63

GPT-4 0.43 0.76 0.55
Claude-3 0.41 0.70 0.51

Gemini-1.5 0.48 0.69 0.57
Llama-3 0.38 0.56 0.45

High Abstractiveness

Okapi BM25 0.61 0.41 0.49

GPT-4 0.41 0.72 0.52
Claude-3 0.41 0.69 0.51

Gemini-1.5 0.46 0.65 0.54
Llama-3 0.37 0.51 0.43

Low Abstractiveness

Okapi BM25 0.94 0.90 0.92

GPT-4 0.47 0.85 0.60
Claude-3 0.41 0.72 0.52

Gemini-1.5 0.53 0.76 0.63
Llama-3 0.40 0.69 0.50

Table 4: Supporting sentence identification.

be due to the incomprehensive annotation of the 499

support evidence (Section 3.3). 500

We further investigate the LLMs identified sup- 501

port evidence. We randomly sample 50 summaries 502

from our dataset. As shown in Table 5, we found 503

that errors mostly exist in (1) Annotator Overlooks, 504

(2) Usage of Abbreviation, (3) Copy from Sum- 505

mary Sentence, and (4) Irrelevant Sentences. 506

RQ6. Does abstractiveness impact the identifi- 507

cation of supporting evidence? As shown in 508

Figure 3a, summaries from different LLMs demon- 509

strate different levels of abstractiveness. High ab- 510

stractive sentences might require a deeper under- 511

standing of the text in order to identify the support- 512

ing sentences. To study the impact, we further sepa- 513

rate the generated summaries into two groups based 514

on our observation: (1) High abstractiveness, i.e., 515

GPT-4, Claude-3, Gemini-1.5, and Llama-3; and 516

(2) Low abstractiveness, i.e., Flan-T5, Finetuned- 517

LLama-3, and Finetuned-Flan-T5. 518

Table 4 shows the performance on different lev- 519

els of abstractiveness. Compared to low abstrac- 520

tiveness, we observe a consistent performance drop 521

in the high abstractiveness subset across all models, 522

indicating the impact of abstractiveness and the dif- 523

ficulty in identifying support evidence from high 524

abstractive summaries. Okapi BM25 achieves is 525

the best in low abstractiveness summaries but it suf- 526

fers when abstractiveness of summaries increases. 527

LLMs achieve high recall in identifying supporting 528
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Source
Article

[...] Student participants reported the IEC was relevant (98% agreement) and motivated them to apply theoretical knowledge to a clinical context
(97% agreement). The themes identified through qualitative analysis were: factors inherent to the virtual simulation that enabled learning
through VSIP, the VSIP supported cognitive apprenticeship, VSIP enabled clinical learning for optometric education, VSIP’ role in cross-cultural
professional identity development in optometry students.ConclusionThe study found that the VSIP platform helped to motivate students to learn
and improve their clinical skills. The VSIP was considered a potential supplement to physical clinical placements and could revolutionize global
optometric education by offering co-learning across cultures. [...] The International Eyecare Community (IEC) was created with the purpose to
incorporate the inherent advantages of virtual simulation and deliver collaborative global education by offering flexible, diverse, personalised,
accessible and equal learning opportunities [4,5]. This platform was not created to replace face-to-face teaching; [...].

Summary It has potential to enhance optometry training by offering flexible, accessible international learning experiences.

Extraction
#1

Error: Annotator Overlook:
The International Eyecare Community (IEC) was created with the purpose to incorporate the inherent advantages of virtual simulation and
deliver collaborative global education by offering flexible, diverse, personalised, accessible and equal learning opportunities [4,5]

Extraction
# 2

Error: Usage of Abbreviation
The IEC was created with the purpose to incorporate the inherent advantages of virtual simulation and deliver collaborative global education by
offering flexible, diverse, personalised, accessible and equal learning opportunities

Extraction
#3

Error: Copy from Summary Sentence
It has potential to enhance optometry training by offering flexible, accessible international learning experiences.

Extraction
#4

Error: Irrelevant Sentences
Student participants reported the IEC was relevant (98% agreement) and motivated them to apply theoretical knowledge to a clinical context
(97% agreement).

Table 5: Error examples of extracted supporting sentences from LLMs. Expert annotations are highlighted (blue) in
the source article. Note that the illustrated example does not contain all four types of errors for supporting sentence
extraction. For illustration purposes, we adapt the errors from other predictions.

sentences, with high or low abstractiveness. Specif-529

ically, in the low abstractiveness setting, GPT-4530

achieves a Recall of 0.85, demonstrating its poten-531

tial to identify supporting evidence.532

RQ7. Do LLMs perform better when extracting533

evidence for their generated summaries? In534

Section 4, we observe that LLMs tend to favor their535

generation in faithfulness evaluation (Tam et al.,536

2023; Panickssery et al., 2024). Whether this ob-537

servation holds in identifying supporting sentences538

is yet to be explored. That is, assuming LLMs gen-539

erate summaries based on their reasoning, would540

LLMs retrieve evidence for its generation, as it541

might follow a similar reasoning process? We542

plot the heatmap of LLMs’ retrieval performance543

across different subsets of summaries generated544

by different LLMs in Figure 5. Overall, Gemini-545

1.5 archives higher precision across all summary546

subsets (Figure 5a, Third Column). GPT-4 consis-547

tently achieves the highest recall among the gener-548

ated summaries (Figure 5b, First Column). Among549

the generated text, LLMs achieve higher precision550

based on the summaries from GPT-4 (Figure 5a,551

First Row) and higher recall from Claude-3 (Fig-552

ure 5b, Second Row). However, we do not ob-553

serve that the model outperforms the others when554

identifying the supporting evidence from its gen-555

eration, i.e., LLMs do not necessarily outperform556

other models when reasoning its generation over557

others. The retrieval performance might be affected558

by other factors, e.g., abstractiveness.559

(a) Precision (b) Recall

Figure 5: Heatmaps of LLMs’ retrieval across different
subsets of summaries generated by different LLMs.

6 Conclusions 560

We create a benchmark dataset, FAREBIO, with 561

expert-annotated faithfulness evaluation and rea- 562

soning for plain biomedical summaries, consisting 563

of 175 summaries and 1445 sentences from 7 dif- 564

ferent LLMs. We use this dataset to evaluate the 565

faithfulness of prevalent LLMs and measure the 566

transferability of current faithfulness metrics to the 567

biomedical domain. We also observe a positive cor- 568

relation in abstractiveness and faithfulness and find 569

that the construction of prompts could also affect 570

the faithfulness prediction preferences. We further 571

benchmark the capability of LLMs in retrieving 572

supporting sentences for the plain summaries. 573

By going beyond the binary faithfulness labels, 574

equipped with annotations of faithfulness and rea- 575

soning, our dataset could further deepen the study 576

of faithfulness in better understanding the reason- 577

ing behind LLMs for their faithfulness judgment. 578
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7 Limitations579

One of the main challenges in benchmarking the580

faithfulness of plain biomedical summaries is the581

cost involved in hiring domain experts. For our582

annotation, we hire two medical doctors at $50583

USD/hr. Although we facilitated the annotation584

via providing the annotators the summaries that585

are from the same source article, minimizing the586

time in understanding the source article, the total587

annotation of 1445 sentences still required approxi-588

mately 110 human hours, i.e., $5,500 USD, making589

scalability of the annotations challenging.590

Another challenge of faithfulness annotation in591

the biomedical domain is to understand the gener-592

ation hallucination. Our IAA of faithfulness eval-593

uation aligns with the previous work (Ramprasad594

et al., 2024). We ask the annotators to highlight595

the inconsist part from the summary and provide596

a brief retionale for their judgement. This could597

be use for further categorizing and analyzing the598

hallucination errors of LLMs in generation plain599

biomedical summaries.600

For our supporting sentences identification task,601

we used exact matching for sentence evaluation.602

As discussed in Section 3.3, this can not capture603

semantically similar sentences, e.g., paraphrased604

sentences or omitted sentences due to the over-605

looking annotations from the annotators. Other606

evaluation metrics, e.g., ROUGE (Lin, 2004) and607

BERTScore (Zhang* et al., 2020), would be worth608

investigating in complementing the evaluation on609

supporting sentences identification.610

Our work aims to benchmark the faithfulness611

analysis of current LLMs, investigate the faithful-612

ness alignment of off-the-shelf evaluators with hu-613

man judgment, and the capability of LLMs in iden-614

tifying support evidence. We select a subset of the615

representative LLMs. We do not cover all available616

LLMs across different variances (e.g., GPT-3.5,617

Llama-2-70B, and Llama-3-70B), nor it is618

possible to do so. Further analysis can be enhanced619

by including other types and variances of LLMs.620

Additionally, our work proposes a benchmark621

faithfulness dataset in the biomedical domain and622

our models serve as baselines for investigating the623

capability of LLMs. Throughout our experiment,624

we follow the general prompt from prior works.625

One promising direction for improving model per-626

formance in the generation of plain biomedical627

summaries and the utilization as a faithfulness eval-628

uator and identifier of the support evidence could629

potentially be employing more advanced prompt 630

engineering methods, e.g., automatic prompt gen- 631

eration (Ha et al., 2023; Zhou et al., 2022; Li and 632

Liang, 2021) and Chain-of-Thought (CoT) prompts 633

(Kojima et al., 2022; Yu et al., 2023). 634

There are also other approaches to improve the 635

performance of LLMs as evaluators. For instance, 636

FactScore (Min et al., 2023) extracts atomic facts 637

from the text from LLMs and compares the con- 638

sistency of the extract facts; Lattimer et al. (2023) 639

directly use the prediction probability “yes” and 640

“no” from open-source models, i.e., T5, to infer 641

the faithfulness. How to use LLMs as faithfulness 642

evaluators in the biomedical domain would be a 643

promising direction. 644

8 Ethical Discussion 645

For our annotation, we hired two native English- 646

speaking annotators via Upwork and we recruited 647

the annotators based on their expertise. We did not 648

record any personal information of the annotators. 649

We paid the annotator at an hourly rate of $50 USD, 650

which far exceeds the local minimum pay rate. 651

For copyright, we obtained the PubMed article 652

from S2ORC (Lo et al., 2020), which is under the 653

licence ODC-By 1.0.13 OpenAI provides Terms 654

of Use14 for the usage of GPT-4. Anthropic pro- 655

vides the Consumer Terms of Service for Claude- 656

3.15 Gemini-1.5 follows the Google Generative AI 657

terms 16 Llama-3 is under licence “META LLAMA 658

3 COMMUNITY LICENSE AGREEMENT".17 659

Flan-T5 is under licence “Apache License 2.0".18 660

For the choice of LLMs, we surveyed the current 661

available LLMs and selected the representative and 662

prevalent LLMs from different categories for our 663

study. We aim to explore the faithfulness and rea- 664

soning of current LLMs and we make no attempt 665

to target any particular LLMs. 666

We randomly select the PubMed articles from 667

the publicly available scholarly dataset. Our 668

dataset, along with the generated content, should be 669

only for research purposes. We do not encourage 670

other usage. Additionally, The PubMed articles 671

might contain authors’ information and associated 672

affiliations. We are against any usage of these in- 673

13https://opendatacommons.org/licenses/by/1-0/
14https://openai.com/policies/terms-of-use/
15https://www.anthropic.com/legal/consumer-terms
16https://policies.google.com/terms/generative-ai/use-

policy
17https://llama.meta.com/llama3/license/
18https://choosealicense.com/licenses/apache-2.0/
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A Finetuing on the PLOS dataset1137

We follow the instructions on Appendix B to fin-1138

tune Llama-3 and Flan-T5 on the PLOS training1139

dataset (Goldsack et al., 2022).1140

For Llama-3, we follow the hyper-parameters1141

from llama-recipes19 and finetune Llama-3-8B-1142

Instruction on the PLOS training set for 101143

epoches. The model was finetuned on 3 H1001144

GPUs for 5 hours. We selected the checkpoint that1145

has the best perplexity performance on the PLOS1146

dev set.1147

For Flan-T5, we follow the approach in (Sim1148

et al., 2023) to fine-tune the model We fine-tune1149

the Flan-T5-xl (3B) model on the PLOS train-1150

ing set for 5 epochs and use a beam search decoder1151

during inference—a beam width of four—to gener-1152

ate up to 386 tokens.1153

Table 6 shows the performance of fine-tuned1154

models on the PLOS test set.1155

B Prompt Construction for Plain1156

Summary Generation.1157

We adopt a general prompt similar to prior work1158

(Sottana et al., 2023) for generating plain biomedi-1159

cal summaries across different models. Specifically,1160

we construct the prompt where the instruction is1161

provided first and followed by the text. using the1162

template as follows for all models:1163

Summarize this article for non-experts:1164

Article:1165

Title: [Title]1166

Authors: [Authors]1167

Abstract: [Abstract]1168

[First section Name]: [First section context]1169

Summary:1170

where [Title], [Authors], and [Abstract] repre-1171

sent the content of the title, authors, and abstract,1172

respectively. [First section Name] and [First sec-1173

tion context] denote the name of the first section1174

of the source article (e.g., Introduction) and the1175

corresponding content, respectively.1176

19https://github.com/meta-llama/llama-
recipes/tree/main/recipes/finetuning

C Prompt Construction for Faithfulness 1177

Evaluation. 1178

To utilize LLMs as faithfulness evaluators, we 1179

adopt the evaluation prompt from prior work 1180

(Gekhman et al., 2023). Specifically, we use the fol- 1181

lowing template for GPT-4, Claude-3, Gemini-1.5, 1182

and Llama-3: 1183

Source: 1184

Title: [Title] 1185

Authors: [Authors] 1186

Abstract: [Abstract] 1187

[First section Name]: [First section context] 1188

Summary: [Summary sentence] 1189

[Evaluation prompt] 1190

where [Title], [Authors], [Abstract], [First sec- 1191

tion Name], and [First section context] are denoted 1192

as in Appendix B. [Summary sentence] represents 1193

the sentence from the generated summary. For 1194

cases where only prompting LLMs to return the 1195

faithfulness label, [Evaluation prompt] represent Is 1196

the Summary supported by the Source? Answer us- 1197

ing "Yes" or "No" only.; For cases where prompting 1198

LLMs to return the faithfulness label and support- 1199

ing sentences from the source, [Evaluation prompt] 1200

represent Is the Summary supported by the Source? 1201

Answer using "Yes" or "No" and extract the sup- 1202

porting sentences from the Source.. 1203

D Correlations between Abstractiveness 1204

and Readability with Faithfulness 1205

Table 7 shows the Spearman r correlations between 1206

N-gram novelty and readability scores with faith- 1207

fulness. 1208

Table 8 shows the Spearman r correlations be- 1209

tween N-gram novelty and readability. 1210

E Performance of Faithfulness 1211

Evaluators at the Summary Level 1212

Table 9 shows the performance of faithfulness eval- 1213

uators aligning with human judgments. 1214

F Annotation Guidelines 1215

We include screenshots of the annotation interface 1216

of our task in Figure 6, Figure 7, and Figure 8. 1217

G Post Porcess of Extract Sentences 1218

We use the prompt from Appendix C to evaluate 1219

the capability of LLMs in extracting supporting 1220

sentences. As shown in the examples in Table 10, 1221

based on our observation, we find that almost all 1222
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R-1 R-2 R-L FKGL DCRS

Finetuned-Llama-3 0.46 0.16 0.25 13.81 11.01
Finetuned-Flan-T5 0.45 0.17 0.26 14.67 11.29

Table 6: Performance of fine-tuned models on the PLOS test set (R = average ROUGE F1-score).

Non-factual Hallucination Factual Hallucination

Abstractiveness

N=1 0.24 (p=0.00) 0.43 (p=0.00)
N=2 0.21 (p=0.01) 0.40 (p=0.00)
N=3 0.20 (p=0.01) 0.37 (p=0.00)

Readability

FKGL -0.28 (p=0.00) -0.21 (p=0.01)
CLI -0.13 (p=0.08) -0.24 (p=0.00)

DCRS -0.20 (p=0.01) -0.33 (p=0.00)

Table 7: The Spearman r correlation between abstractiveness (n-grams) and Readability (i.e., FKGL, CLI, and
DCRS) with the ratio of hallucination (i.e., non-factual and factual hallucination) in summary.

Figure 6: An example of the annotation interface.

15



Figure 7: An example of the faithful annotation.

Figure 8: an example of the hallucinated annotation.
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FKGL CLI DCRS

N=1 -0.44 (p=0.0) -0.34 (p=0.0) -0.54 (p=0.0)
N=2 -0.41 (p=0.0) -0.33 (p=0.0) -0.51 (p=0.0)
N=3 -0.40 (p=0.0) -0.31 (p=0.0) -0.49 (p=0.0)

Table 8: Spearman r correlations between N-gram nov-
elty and readability.

Pearson Spearman

GPT-4 (only label) 0.41 0.33
GPT-4 (label&sentences) 0.46 0.30
Claude-3 (only label) 0.36 0.36
Claude-3 (label&sentences) 0.43 0.42
Gemini-1.5 (only label) 0.31 0.33
Gemini-1.5 (label&sentences) 0.40 0.34
Llama-3 (only label) 0.16 0.04
Llama-3 (label&sentences) 0.34 0.27
QAFactEval 0.32 0.36
QuestEval 0.13 0.22
SummaCZS 0.29 0.28
SummaCConv 0.36 0.39
AlignScore 0.54 0.37

Table 9: Performance of faithfulness evaluators at the
summary level. “Pearson" and “Spearman" represent
Pearson correlation and Spearman rank correlation co-
efficients with human judgments.

support evidence is in parenthesis. We obtained1223

the support evidence from the generated text by1224

extracting the content in parentheses.1225

One thing worth mentioning is that the content1226

might include ellipsis, i.e., “...”, indicating that1227

there is an omission in the generated text. We1228

expanded such omission back to its original content1229

by explicitly matching the beginning and the end1230

of the given response.1231

H Analysis of Annotated Supporting1232

Sentences1233

Table 11 shows the examples of the annotation of1234

supporting sentences where multiple sentences can1235

solely support the summary sentence and annota-1236

tors overlook the others.1237
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Llama-3 Yes, the summary is supported by the source. The following sentences from the Background section support the summary:

“Bochdalek hernia is a diaphragmatic hernia usually diagnosed during the neonatal period. It typically occurs in
the left hemi-diaphragm and presents with severe respiratory and circulatory compromise."

“Adult Bochdalek hernia is rare, and most are also found on the left side of the diaphragm because the right pleu-
roperitoneal canal closes earlier and the liver buttresses the right diaphragm, minimizing the opportunity for herniation into
the right thoracic cavity [1][2][3].

Yes, the summary is supported by the source. The following sentences from the Introduction section support the claim that
the Sumida watercress farm provides educational opportunities, aesthetic beauty, and a sense of heritage:

“Previous research has demonstrated that, in some areas, small farms are rarely economically viable by crop pro-
duction alone and that many successful small farms rely on grant and other revenue streams based on diverse benefits (e.g.
aesthetic value; farm experience) provided by these systems [14][15][16]."

“Specifically, we utilized mixed methods (Table 1) including trend analysis, field water quality and microbial
sampling, and semi-structured interviews to address the following research questions:
...
3. What additional socio-cultural benefits are provided by the farm to the Sumida family and surrounding community?"

GPT-4 Yes

Supporting sentences from the Source:
- “Bochdalek hernias are one of the most common types of diaphragmatic hernia, with most cases diagnosed during the
neonatal period."
- “In contrast, diagnosis of a Bochdalek hernia in an adult is rare and is typically observed on the left side of the diaphragm."

Yes

Supporting sentences from the Source:

1. “We describe a case of an 89-year-old female who presented with abdominal pain...which led to the diagnosis
of a strangulated diaphragmatic hernia."
2. “The patient underwent emergent laparotomy and required a partial resection of the necrotic ileum and a hernia repair
with direct closure."
3. “Considering the severity of this condition, accurate diagnosis and proper treatment are needed."
4. “A tailored operative approach is required on an individual case basis."

Gemini-1.5 Yes

Supporting sentences: “Even more rare is the diagnosis of a right-sided Bochdalek hernia in an adult, where
there is concurrent visceral malformation in most cases... However, as a corollary to this rationale, organ malformation
consisting primarily of hepatic atrophy can increase the risk of a right-sided diaphragmatic hernia. Few of these rare cases
have been reported."

Yes

Supporting sentences:

* **“Adult Bochdalek hernia is rare..."**
* **“Considering the severity of this condition, accurate diagnosis and proper treatment are needed."**

Llama-3 Answer: Yes

Supporting sentences:
“An adult Bochdalek hernia is usually precipitated by a state of increased intra-abdominal pressure, such as that induced
by pregnancy or from prolonged operations under pneumoperitoneum [4]. Thus, as the number of laparoscopic-assisted
operations increases, it is important to consider a Bochdalek hernia as a potential intraoperative or postoperative
complication. Iatrogenic weakness of the diaphragm that occurs as a result of abdominal surgery, such as hepatectomy,
esophagogastrectomy, or transthoracic hiatal hernia repairs, may also cause an adult Bochdalek hernia [5,6]."

These sentences support the summary by stating that adult Bochdalek hernias can be caused by increased abdom-
inal pressure, previous surgeries, or a pre-existing weakness in the diaphragm.

Answer: Yes

Supporting sentences: 11Finally, the core/shell NPs were loaded with a chemotherapeutic agent doxorubicin
(DOX).... the cytotoxic effects of the different core-shell Ag/polymeric NPs-based combinatorial therapeutics were tested
in-vitro against breast cancer (MCF-7) and human fibroblast (1BR hTERT) cell lines."

Note: The Summary is supported by the Source because it accurately reflects the content of the Source, specifi-
cally the loading of the NPs with DOX and the testing of their cytotoxic effects against breast cancer and human fibroblast
cell lines.

Table 10: Different types of responses for extracting support evidence.

18



Source
Article #1

Title:
Mechanisms regulating resistance to inhibitors of topoisomerase II

Authors:
Ram Ganapathi, [...]

Abstract:
Inhibitors of topoisomerase II (topo II) are clinically effective in the management of hematological malignancies and solid tumors.
The efficacy of anti-tumor drugs targeting topo II is often limited by resistance and studies with in vitro cell culture models have
provided several insights on potential mechanisms. Multidrug transporters that are involved in the efflux and consequently reduced
cytotoxicity of diverse anti-tumor agents suggest that they play an important role in resistance to clinically active drugs. [...]

Introduction:
The emergence of drug-resistant tumor cells continues to be a major problem confronting advances in cancer chemotherapy.
Resistance to the various classes of anti-tumor agents (Curt et al., 1984) has been suggested to involve reduced drug accumulation
and/or retention, conformational changes and/or over production of the target enzyme, and reduced activation and/or increased
catabolism of drug. Doxorubicin (DOX) is a clinically effective anti-tumor agent against a spectrum of neoplastic diseases (Carter,
1975;Myers and Chabner, 1990). Although DOX is an inhibitor of topoisomerase II (topo II), multifactorial mechanisms are involved
in the cytotoxic response (Siegfried et al., 1985;Louie et al., 1986;Bhushan et al., 1989;Doroshow et al., 1990). [...]

Summary Sen-
tence #1

Cancer cells can develop resistance to certain chemotherapy drugs, such as topoisomerase II inhibitors, which are used to treat
various types of cancer.

Source
Article #2

Title:
miR-135 family members mediate podocyte injury through the activation of Wnt/β-catenin signaling

Authors:
Xianggui Yang, [...]

Abstract:
[...] The ectopic expression of miR-135a and miR-135b led to severe podocyte injury and the disorder of the podocyte cytoskeleton.
Our findings demonstrated that miR-135a and miR-135b activated Wnt/β-catenin signaling and induced the nuclear translocation of
β-catenin. Using luciferase reporter assays, reverse transcription-quantitative polymerase chain reaction (RT-qPCR) and western blot
analysis, glycogen synthase kinase 3β (GSK3β) was identified as a target gene of miR-135a and miR-135b. To the best of our knowl-
edge, this is the first study to demonstrate that members of the miR-135 family (specifically miR-135a and miR-135b) regulate the
expression of GSK3β, thus playing a role in the development of podocyte injury and the disorder of the podocyte cytoskeleton. This
is an important finding as it may contribute to the development of novel therapeutics for podocyte injury-associated glomerulopathies.

Introduction:
[...] In the present study, we aimed to determine the roles and mechanisms of action of miR-135a and miR-135b in podocyte
injury, and to elucidate the mechanisms underlying podocyte injury. We found that miR-135a and miR-135b were overexpressed in
patients with FSGS and in models of podocyte injury, and that the ectopic expression of these miRNAs promoted podocyte injury by
activating Wnt/β-catenin signaling through the suppression of glycogen synthase kinase 3β (GSK3β) expression. Our findings
demonstrate that miR-135a and miR-135b play an important role in podocyte injury. Our findings may provide new insight into
the understanding of the molecular mechanisms underlying podocyte injury, which may be crucial for the development of novel
therapeutic agents for the treatment of podocytopathy.

Summary Sen-
tence #2

Overall, the study suggests that miR-135a and miR-135b play a role in podocyte injury and may be potential targets for developing
new treatments for kidney diseases.

Table 11: Examples of supporting sentences annotated by the two annotators. Different colors represent different
annotations. Multiple sentences can solely support the summary sentence and the annotators annotated different
supporting sentences.
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