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Abstract

In this paper, we show that applying adaptive methods directly to distributed
minimax problems can result in non-convergence due to inconsistency in locally
computed adaptive stepsizes. To address this challenge, we propose D-AdaST, a
Distributed Adaptive minimax method with Stepsize Tracking. The key strategy is
to employ an adaptive stepsize tracking protocol involving the transmission of two
extra (scalar) variables. This protocol ensures the consistency among stepsizes of
nodes, eliminating the steady-state error due to the lack of coordination of stepsizes
among nodes that commonly exists in vanilla distributed adaptive methods, and
thus guarantees exact convergence. For nonconvex-strongly-concave distributed
minimax problems, we characterize the specific transient times that ensure time-
scale separation of stepsizes and quasi-independence of networks, leading to a
near-optimal convergence rate of O (e_(4+5)) for any small § > 0, matching
that of the centralized counterpart. To our best knowledge, D-AdaST is the first
distributed adaptive method achieving near-optimal convergence without knowing
any problem-dependent parameters for nonconvex minimax problems. Extensive
experiments are conducted to validate our theoretical results.

1 Introduction

Distributed optimization has seen significant research progress over the last decade, resulting in
numerous algorithms (Nedic and Ozdaglar, 2009; Yuan et al., 2016; Lian et al., 2017; Pu and Nedic,
2021). However, the traditional focus of distributed optimization has primarily been on minimization
tasks. With the rapid growth of machine learning research, various applications have emerged that go
beyond simple minimization, such as Generative Adversarial Networks (GANs) (Goodfellow et al.,
2014; Gulrajani et al., 2017), robust optimization (Mohri et al., 2019; Sinha et al., 2017), adversary
training of neural networks (Wang et al., 2021), fair machine learning (Madras et al., 2018), and just
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to name a few. These tasks typically involve a minimax structure as follows:

min max f(zy),

where X C RP, Y C R, and z, y are the primal and dual variables to be learned, respectively. One
of the simplest yet effective methods for solving the above minimax problem is Gradient Descent
Ascent (GDA) (Dem’yanov and Pevnyi, 1972; Nemirovski et al., 2009) which alternately performs
stochastic gradient descent for the primal variable and stochastic gradient ascent for the dual variable.
This approach has demonstrated its effectiveness in solving minimax problems, especially for convex-
concave objectives (Hsieh et al., 2021; Daskalakis et al., 2021; Antonakopoulos et al., 2021), i.e., the
function f(-,y) is convex for any y € ), and f(z, -) is concave for any © € X.

Adaptive gradient methods, such as AdaGrad (Duchi et al., 2011), Adam (Kingma and Ba, 2014), and
AMSGrad (Reddi et al., 2018), are often integrated with GDA to effectively solve minimax problems
with theoretical guarantees in convex-concave settings (Diakonikolas, 2020; Antonakopoulos et al.,
2021; Ene and L& Nguyen, 2022). These adaptive methods are capable of adjusting stepsizes based
on historical gradient information, making it robust to hyper-parameters tuning and can converge
without requiring to know problem-dependent parameters (a characteristic often referred to as being
“parameter-agnostic"). However, in the nonconvex regime, it has been shown by Lin et al. (2020); Yang
et al. (2022b) that it is necessary to have a time-scale separation in stepsizes between the minimization
and maximization processes to ensure the convergence of GDA and GDA-based adaptive algorithms.
In particular, the stepsize ratio between primal and dual variables needs to be smaller than a threshold
depending on the properties of the problem such as the smoothness and strong-concavity parameters
(Lietal., 2022; Guo et al., 2021; Huang et al., 2021), which are often unknown or difficult to estimate
in real-world tasks, such as training deep neural networks.

Applying GDA-based adaptive methods into decentralized settings poses additional challenges due
to the presence of inconsistency in locally computed adaptive stepsizes. In particular, it has been
shown that the inconsistency of stepsizes can result in non-convergence in federated learning with
heterogeneous computation speeds (Wang et al., 2020; Sharma et al., 2023). This is mainly due to the
lack of a central node coordinating the stepsizes of nodes in distributed settings, making it difficult to
converge, as observed in minimization problems (Liggett, 2022; Chen et al., 2023b). As a result, the
following question arises naturally:

“Can we design an adaptive minimax method that ensures the time-scale separation and consistency of
stepsizes with provable convergence in fully distributed settings?"

Contributions. In this paper, we aim to propose a distributed adaptive method for efficiently solving
nonconvex-strongly-concave (NC-SC) minimax problems. The contributions are threefold:

* We construct counterexamples showing that directly applying adaptive methods designed
for centralized problems will lead to inconsistencies in locally computed adaptive stepsizes,
resulting in non-convergence in distributed settings. To tackle this issue, we propose the
first distributed adaptive minimax method, named D-AdaST, that incorporates an efficient
stepsize tracking mechanism to maintain consistency across local stepsizes, which involves
transmission of merely two extra (scalar) variables. The proposed algorithm exhibits time-
scale separation in stepsizes and parameter-agnostic capability in fully distributed settings.

Theoretically, we prove that D-AdaST is able to achieve a near-optimal convergence rate of
o (e’(‘”‘g)) with arbitrarily small § > 0 to find an e-stationary point for distributed NC-SC
minimax problems. In contrast, we also prove the existence of a constant steady-state
error in both the lower and upper bounds for GDA-based distributed minimax algorithms
when being directly integrated with the adaptive stepsize rule without the stepsize tracking
mechanism. Moreover, we explicitly characterize the transient times that ensure time-scale
separation and quasi-independence of network, respectively.

* We conduct extensive experiments on real-world datasets to verify our theoretical findings
and the effectiveness of D-AdaST on a variety of tasks, including robust training of neural
networks and optimizing Wasserstein GANS. In all tasks, we demonstrate the superiority of
D-AdaST over several vanilla distributed adaptive methods across various graphs, initial
stepsizes and data distributions (see also additional experiments in Appendix A).



1.1 Related Works

Distributed nonconvex minimax methods. In the realm of federated learning, Deng and Mahdavi
(2021) introduce Local SGDA algorithm combining FedAvg/Local SGD with stochastic GDA and

show an O (6_6) sample complexity for NC-SC objective functions. Sharma et al. (2022) provide

improved complexity result of O (6_4) matching that of the lower bound of first-order algorithms
for both NC-SC and nonconvex-Polyak-Lojasiewicz (NC-PL) settings (Li et al., 2021; Zhang et al.,
2021a) . Yang et al. (2022a) integrate Local SGDA with stochastic gradient estimators to eliminate the
data heterogeneity. More recently, Zhang et al. (2023) adopt compressed momentum methods with
Local SGD to increase the communication efficiency of the algorithm. For decentralized nonconvex
minimax problems, Liu et al. (2020) study the training of GANs using decentralized optimistic
stochastic gradient and provide non-asymptotic convergence with fixed stepsizes. Tsaknakis et al.
(2020) propose a double-loop decentralized SGDA algorithm with gradient tracking techniques (Pu
and Nedi¢, 2021) and achieve O (6’4) sample complexity. With a stronger assumption of average
smoothness, some studies employ variance reduction techniques to accelerate convergence (Zhang
et al., 2021b; Chen et al., 2022; Xian et al., 2021; Tarzanagh et al., 2022; Wu et al., 2023; Chen et al.,
2024; Zhang et al., 2024), which require more memory and computational resources due to the need
for larger batch-sizes or full gradient evaluations. However, all the above-mentioned methods use a
fixed or uniformly decaying stepsize, requiring the prior knowledge of smoothness and concavity.

(Distributed) adaptive minimax methods. For centralized nonconvex minimax problems, Yang
et al. (2022b) show that, even in deterministic settings, GDA-based methods necessitate the time-
scale separation of the stepsizes for primal and dual updates. Many attempts have been made for
ensuring the time-scale separation requirement (Lin et al., 2020; Yang et al., 2022¢; Bot and Bohm,
2023; Huang et al., 2023). However, these methods typically come with the prerequisite of having
knowledge about problem-dependent parameters, which can be a significant drawback in practical
scenarios. To this end, Yang et al. (2022b) introduce a nested adaptive algorithm named NeAda
that achieves parameter-agnosticism by incorporating an inner loop to effectively maximize the dual
variable, which can obtain an optimal sample complexity of O (6‘4) when the strong-concavity
parameter is known. More recently, Li et al. (2023) introduce TiAda, a single-loop parameter-agnostic
adaptive algorithm for nonconvex minimax optimization which employs separated exponential factors
on the adaptive primal and dual stepsizes, improving upon NeAda on the noise-adaptivity. There
has been few works dedicated to adaptive minimax optimization in federated learning settings. For
instance, Huang et al. (2024) introduces a federated adaptive algorithm that integrates the stepsize
rule of Adam with full-client participation, resembling the centralized counterpart. Ju et al. (2023)
study a federated Adam algorithm for fair federated learning where the objective function is properly
weighted to account for heterogeneous updates among nodes. To the best of our knowledge, it is
still unknown how one can design an adaptive minimax method capable of fulfilling the time-scale
separation requirement and being parameter-agnostic in fully distributed settings.

Notations. Throughout this paper, we denote by E [-] the expectation of a random variable, ||-|| the
Frobenius norm, (-, -) the inner product of two vectors, ® the Hadamard product (entry wise), ®
the Kronecker product. We denote by 1 the all-ones vector, I the identity matrix and J = 117 /n
the averaging matrix with n dimension. For a vector or matrix A and constant o, we denote A the
entry-wise exponential operations. We denote @ (x) := f (z,y* (z)) as the primal function where
y* (x) = argmax f (z,y), and Py (+) as the projection operation onto set ).

y

2 Distributed Adaptive Minimax Methods

We consider the distributed minimax problem collaboratively solved by a set of agents over a network.
The overall objective of the agents is to solve the following finite-sum problem:

1 n
i = - E¢,~D, Fi s YiGi)ls 1
min maxf (z,) nZ; e, [ (,556)] ey
= =fi(z,y)
where f; : RPT? — R is the local private loss function accessible only by the associated node
1EN = {1,2,---,n}, Y C R? is closed and convex, and &; ~ D; denotes the data sample locally

stored at node i € A" with distribution D;. We consider a graph G = (V, £), here, V = {1,2,...,n}
represents the set of agents, and £ C V x V denotes the set of edges consisting of ordered pairs (i, 7)
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Figure 1: Comparison among D-SGDA, D-TiAda and D-AdaST for NC-SC quadratic objective
function (6) with n = 2 nodes and v, = +,. In (a), it shows the trajectories of primal and dual
variables of the algorithms, the points on the black dash line are stationary points of f. In (b), it

shows the convergence of ||V, f (2, yx)||” over the iterations. In (c), it shows the convergence of
the inconsistency of stepsizes, (2 defined in (8), over the iterations. Notably, (2 fails to converge for
D-TiAda and ¢? = 0 for non-adaptive D-SGDA.

representing the communication link from node j to node . For node 4, we define N; = {j | (i,7) €
E} as the set of its neighboring nodes. Before proceeding to the discussion of distributed algorithms,
we first introduce the following notations for brevity:

T T
X = [T10 T2 g Tk] € R™P, yi = Y1, Yok, Yni] € R
where z; ;, € RP, y; ;. € ) denote the primal and dual variable of node ¢ at each iteration £, and

V. F (Xk}ay,ﬂ;g;) = |: o avwFi ($i,kayi,k;§im7k) )t ':|T

VyF(xk,Yksfz) = { -V F (Ii,kyyi,k§§zk> 7"'}T

)

are the corresponding partial stochastic gradients with i.i.d. samples £7, £} in a compact form.

Next, we will first explain the pitfalls of directly applying centralized adaptive stepsize rules to
decentralized settings, and then introduce our newly proposed solution to address the challenge.

2.1 Non-Convergence of Direct Extensions

For the distributed minimax optimization problem as depicted in (1) involving NC-SC objective
functions, we will show shortly that the Distributed Stochastic Gradient Descent Ascent (D-SGDA)
method may not converge due to the inability of time-scale separation with constant stepsizes (c.f.,
Figure 1), which is also observed in centralized settings (Lin et al., 2020; Yang et al., 2022b). To
address this issue, one can adopt the adaptive stepsize rule used in centralized TiAda (Li et al., 2023)
for each individual node, which is renowned for its ability to adaptively fulfill the time-scale separation
requirements. As a result, we arrive at the following Distributed TiAda (D-TiAda) algorithm.

Xpp1 = W (xk = % Vi Ve F (%6, ¥5:67)) (2a)
yier =Py (W (ye+ WUl Vo F (ki yii€))) (2b)

where 7y, and -y, are the stepsizes, W is a doubly-stochastic weight matrix induced by graph G (Xiao
et al., 2006) (c.f., Assumption 4), and

Vi =diag {viy, ), Ul =diag {uil ) 3)

i=1

: _ Yy Y
with v; 41 = max {mf,m-p mi’kﬂ} s Uikt = M iy, and

2
2
mi i =miy + || VaFs (Tik vk E0) || My =mg,+ HvaZ (m»%,k;fi’,k) H @

are the local accumulated gradient norm. Note that we impose a maximum operator in the precon-
ditioner v; 1, and employ different stepsize decaying rates, i.e., 0 < 8 < a < 1, for the primal and



dual variables, respectively. Such design allows to balance the updates of x and y, and achieves the
desired time-scale separation without requiring any knowledge of parameters (Li et al., 2023).

However, in the distributed setting, such direct extension may fail to converge to a stationary point
because v; ,, and u; ; can be inconsistent due to the difference of local objective functions f;, In
particular, we can rewrite the above vanilla distributed optimization algorithm (2) in the sense of
average system of primal variables as below,
e—anT
(vk-‘rl) vr F (
n

— — —— 1T T T
Th+1 = Tk — V2V, WVIF (XK, Yi &) — Vo Xk ki €k ) 3)

adaptive descent inconsistancy
T - __ _ _

where (0;,%)" = [ =Y -], T = 1Tx,/mand vy := 1/n > 7" vig.

It is evident that, in comparison to centralized adaptive methods, an unexpected term (i.e., V) on
the right-hand side (RHS) arises due to inconsistencies. This term introduces inaccuracies in the
directions of gradient descent, degrading the optimization performance. The theorem presented
below reveals a gap near the stationary points in a properly designed counterexample, indicating the
non-convergence of D-TiAda. The proof is available in Appendix B.3.

Theorem 1. There exists a distributed minimax problem in the form of Problem (1) and certain
initialization such that after running D-TiAda with any 0 < 8 < 0.5 < o < 1 and 7,7y > 0, it
holds that for anyt = 0,1,2, ..., we have,

I Vaf(ze,y) = Vaf (@o,y0) 1 | Vo f (@, 9e) =1 Vi f (@0, 90) I,
where ||V f(z0,y0)|| and ||V f (20, yo)|| can be arbitrarily large depending on the initialization.

Remark 1. The counterexample we constructed consists of three nodes, forming a complete graph.
Without the stepsize tracking, D-TiAda will remain stationary, and the iterates will not progress if
initiated along a specific line. In this counterexample, the only stationary point is at (0,0), but initial
points along the line (c.f., Eq. (72)) can be positioned arbitrarily far away from this stationary point,
implying the non-convergence of D-TiAda with certain initialization.

Apart from the counterexample discussed in Theorem 1, we also experimentally observe the diver-
gence of of D-SGDA and D-TiAda even in a simple scenario involving only two connected agents.
This phenomenon is illustrated in Figure 1 and the functions are depicted as follows:

9 3 1
fiey) ==y + Sy —a+ay — Sa?,

207 75 2 ©
fa(x,y) = *%yz + gy — z+ 2zy — 22,

It is not difficult to verify that the points on the line 3y = 5x + 2 are stationary points of f (x,y) =
1/2(f1 (z,y) + f2 (z,y)). It follows from Figure 1(a) and 1(b) that D-SGDA does not converge to a
stationary point because of the lack of time-scale separation, and D-TiAda also fails to converge due
to stepsize inconsistency, as shown in Figure 1(c). In contrast, the utilization of the stepsize tracking
protocol in D-AdaST ensures convergence to a stationary point, with the inconsistency in stepsizes
gradually diminishing (c.f., Lemma 9). These two motivating examples effectively highlight the
challenges associated with applying adaptive minimax algorithms to distributed settings.

2.2 The Proposed D-AdaST Algorithm

To address the issue of stepsize inconsistency across different nodes, we propose the following
Distributed Adaptive minimax optimization algorithm with Stepsize Tracking protocol, termed D-
AdaST, which allows us to asymptotically eliminate the stepsize inconsistency in a decentralized
manner over networks. The pseudo-code for the algorithm is summarized in Algorithm 1, and can be
rewritten in a compact form as follows:

mjy, = W (mj + hg), (7)
m?,, =W (m! +hY), (7b)
Xpg1 = W (xk = % VoG Ve F (X6, y1367)) 5 (7¢)
yirr =Py (W (v + UL Vo F (e yis€)) )) @)



Algorithm 1 Distributed Adaptive Minimax Method with Stepsize Tracking (D-AdaST)
Initialization: z,o € RP, y;o € ), buffers mf,o = mzo = ¢ > 0, stepsizes vz,vy > 0,
exponential factors 0 < S < a < 1 and weight matrix .
1: for iteration k = 0,1, -, each node ¢ € [n], do
2. Sampleiid. gf) = V. F; (%,myi,k;fﬁk) and gak =V,F; (xiﬁk,yi,k;fzk)
3:  Accumulate the gradient norm:

m'ir,k-ﬁ-l = m?,k + ngk||27 mzk+1 = mziJ,k + ||9?k”2

4:  Compute the ratio:

Gikir = (M) max { (m ), (ml )" b < 1

5:  Update primal and dual variables locally:

— T @ _ y -8By
Tik+1 = Tik — Vo k+1 (mi,k+1) Gik» Yik+1 = Yik + Wy(mi,kﬂ) Bgi,k~
6:  Communicate adaptive stepsizes and decision variables with neighbors:

{mi7k+l7mi,k+1’mi7k+17yi7k+1} A E Wi j {mj,kﬂamj,k+1v33j,k+1,yj7k+l}-

JEN;
7:  Projection of dual variable on the set V: y; x+1 < Py (Vi k+1)-
8: end for
where mj = [--- ,m7,,---]", m{ = [--- ,mY,,---]" denote the tracking variables for the accu-

mulated global gradient norm, i.e., for z € {z, y},

1T 1 k
;miﬂ =0 Zj:l (Zt_o ||gz‘z,t||2 + mf,())

while hj = [---, || g7, [I?,---]", and V4, Uy, are diagonal matrices with v; ; = max {mﬁk, mzk}
and u; , = m; ;. Note that we also provide a variant of D-AdaST with coordinate-wise adaptive
stepsizes in Algorithm 2, along with its convergence analysis in Appendix B.5.

3 Convergence Analysis

In this section, we present the main convergence results for the proposed D-AdaST algorithm and
compare it with D-TiAda to show the effectiveness of the proposed stepsize tracking protocol.

To this end, letting uy := 1/n Z?:l u; k., we define the following metrics to evaluate the level of
inconsistency of stepsizes among nodes, which are ensured to be bounded by Assumption 3.

¢ := sup {(v“? _vka)2/(vka>2}; ¢2:= sup {(u;,f —u;B)Q/(ulzﬁ)Q}. ®)

i€[n],k>0 i€[n],k>0

3.1 Assumptions

We consider the NC-SC setting of Problem (1) with the following assumptions that are commonly
used in the existing works (c.f., Remark 2 and Remark 3). Notably, for the function and algorithm
class determined by the assumptions of this work, Li et al. (2021) derived a lower complexity bound
of 2 (6_4) and proved that such a dependency on € is optimal (c.f., Remark 2).

Assumption 1 (u-strong concavity in y). Each objective function f; (z,y) is p-strongly concave in
y, e, Vr € RP, Vy,yy' € YVand u > 0,

fiey) = fi(@,y)) > (Vofi @)y = v) + 5y =y ©



Assumption 2 (Joint smoothness). Each objective function f; (x,y) is L-smooth in x and vy, i.e.,
Va,z' € RP andVy,y € Y, there exists a constant L such that for z € {x,y},

2 2 2
IV-fi (@,9) = Vo fi @ )P < 22 (o =2/ + ly = o)) - (10)
Furthermore, f; is second-order Lipschitz continuous for y, i.e., for z € {z, y},

1925 @.9) = V2, £ @ O < L2 (e =o'+ ly =1 (an

Remark 2. Assumption 1 does not require the convexity in x and the objective function thus can be
nonconvex. Assumption 1 and 2 ensure that y*(-) is smooth (c.f., Lemma 2), which is essential for
achieving (near) optimal convergence rate (Chen et al., 2021, Li et al., 2023). Besides, it can be
verified that the constructed ‘hard’ examples for obtaining the lower complexity bound in Li et al.
(2021) satisfy the above second-order Lipschitz continuity (11) on vy, implying that the achievable
optimal complexity for the function and algorithm class considered in this work is O (6’4
Assumption 3 (Stochastic gradient). For i.i.d. sample &;, the stochastic gradient of each i is unbiased,
ie, Ve € RP,y € Y, B¢, [V.F; (z,y;&)] = V.fi(z,y), for z € {x,y}, and there is a constant
C > 0 such that |V F; (x,y;&)| < C.

Remark 3. Assumption 3 on unbiased stochastic gradient is widely used for establishing convergence
rates of both minimization and minimax optimization methods with AdaGrad (Kavis et al., 2022; Li
et al., 2023) or Adam (Zou et al., 2019; Chen et al., 2023a; Huang et al., 2024) adaptive stepsize.
We note that under Assumption 2, this assumption can be easily satisfied in many real-world tasks
by imposing constraints on the compact domain of f, e.g., neural networks with rectified activation
(Dinh et al., 2017) and GANs with projections on the critic (Gulrajani et al., 2017).

Next, we make the following assumption on the underlying graph to ensure its connectivity.
Assumption 4 (Graph connectivity). The weight matrix W induced by graph G is doubly stochastic,
ie, W1 =1,1"W =17 and py = |W - J|5 < 1.

Note that one can always find a proper weight matrix 1 compliant to the graph that satisfies
Assumption 4 once the underlying graph is undirected and connected. For instance, the weight matrix
can be easily determined based on the Metropolis-Hastings protocol (Xiao et al., 2006). Moreover,
this assumption is more general than that in Lian et al. (2017); Borodich et al. (2021) in the sense
that W is not required to be symmetric, implying that certain directed graphs can be included in this
assumption, e.g., directed ring and exponential graphs (Ying et al., 2021).

3.2 Main Results

We are now ready to present the key convergence results in terms of the primal function ¢ (z) :=
f(z,y* (z)) with y* (z) = argma);}cf (z,y), whose proofs can be found in Appendix B.4.
ye

Theorem 2. Suppose Assumption 1-4 hold. Let 0 < 5 < o < 1 and the total iteration K satisfy

7254 ﬁ 1 max{é,%}
0 (maxd (=) (L (12)
Ty (1—pw)

with k := L/ to ensure time-scale separation and quasi-independence of the network. For D-AdaST,
we have !

1 K 1 1 /1 1
R 2 ElIve @] = o (gt + i) *O (5 )
(13)

Remark 4 (Near-optimal convergence). Theorem 2 implies that if the total number of iterations
satisfies the conditions (12), the proposed D-AdaST algorithm converges to a stationary point exactly
for Problem (1) with an O (e_(4+6)) sample complexity for arbitrarily small § > 0, e.g., letting

'The complete convergence result can be found in (75) in Appendix.



a=0.54+6/(8+2)and  =0.5— 6/ (8+ 2). It is worth noting that this rate is near-optimal
compared to the existing lower bound of {2 (6_4) (Li et al., 2021) for a class of smooth NC-SC
functions. Moreover, this result recovers the centralized TiAda algorithm (Li et al., 2023) as a special
case, i.e., setting py = 0, without assuming the existence of interior optimal point (c.f., Assumption
3.3 Li et al. (2023)). To the best of our knowledge, there is no existing fully parameter-agnostic
method that achieves a convergence rate of O (6_4), even in a centralized setting.

Remark 5 (Parameter-agnostic property and transient times). The above results show that D-AdaST
converges without requiring to know any problem-dependent parameters, i.e., L, p and pyy, or tuning
the initial stepsize 7y, and v, and is thus parameter-agnostic. Moreover, we explicitly characterize
the transient times (c.f., Eq. (12)) that ensure time-scale separation and quasi-independence of the
network, respectively. Indeed, we can see that if o and 3 are close to each other, the time required for
time-scale separation to occur increases significantly, which has been observed in (Li et al., 2023).
On the other hand, if o and 8 are relatively large, then O (1 JKY= 4 1/K1F ) dominates the other
terms, indicating independence on the network. These observations highlight the trade-offs between
the convergence rate and the required duration of the transition phase.

For proper comparison, we also derive an upper bound for D-TiAda as follows. Together with
the lower bound in Theorem 1, we demonstrate that without the stepsize tracking mechanism, the
inconsistency among local stepsizes prevents D-TiAda from converging in the distributed setting.

Corollary 1. Under the same conditions of Theorem 2. For the proposed D-TiAda, we have

K-1
% kgo E [HV@ (i"k)Hﬂ =0 <K11—a + (1- p;/)a Ka)

(14)

N 1 1 -
+0 (Kl—ﬁ G —pW)Kﬂ) +0 (¢ + ) C?).

4 Experiments

In this section, we conduct experiments to validate the theoretical findings and demonstrate the
effectiveness of the proposed algorithm on real-world machine learning tasks. We compare the
proposed D-AdaST with the distributed variants of AdaGrad (Duchi et al., 2011), TiAda (Li et al.,
2023) and NeAda (Yang et al., 2022b), namely D-AdaGrad, D-TiAda and D-NeAda, respectively.
These experiments run across multiple nodes with different networks, and we consider heteroge-
neous distributions of local objective functions/datasets. For example, each node can only access
samples with a subset of labels on MNIST and CIFAR-10 datasets, which is a common scenario in
decentralized and federated learning tasks (Sharma et al., 2023; Huang et al., 2022). The experiments
cover three main tasks: synthetic function, robust training of the neural network, and training of
Wasserstein GANs (Heusel et al., 2017). For the exponential factors of stepsize, we set « = 0.6 and
B = 0.4 for both D-TiAda and D-AdaST. More detailed settings and additional experiments with
different initial stepsizes, data distributions and choices of « and /3 can be found in Appendix A.

Synthetic example. We consider a distributed minimax problem with the following NC-SC local
objective functions over exponential networks with n = 50 (py = 0.71) and n = 100 (py = 0.75).

1 L?
fi(z,y) = —§y2 + Lixy — ?WZ —2L;x + Lyy, (15)

where L; ~ U (1.5,2.5). The local gradient of each node is computed with an additive A" (0, 0.1)
Gaussian noise. It follows from Figure 2 (a) and 2 (b) that the proposed D-AdaST algorithm
outperforms other distributed adaptive methods for both initial stepsize settings, especially in cases
with a favorable initial stepsize ratio, as illustrated in plots (b) and (d) where 7, /7, = 0.2. Similar
observation can be found in Figure 2 (c) and 2 (d), demonstrating the effectiveness of D-AdaST.

Robust training of neural networks. Next, we consider the task of robust training of neural
networks, in the presence of adversarial perturbations on data samples (Sharma et al., 2022; Deng

and Mahdavi, 2021). The problem can be formulated as min max1/n> " | fi (z;& +y) —nlly 2,
z oy

where = denotes the parameters of the model, y denotes the perturbation and ¢; denotes the data
sample of node 7. Note that if 7 is large enough, the problem is NC-SC. We conduct experiments on
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Figure 3: Comparison of the algorithms on training robust CNN on MNIST dataset. The first row
shows the results of AdaGrad-like stepsize, and the second row is for Adam-like stepsize. For
the first three columns, we compare the algorithms on different graphs with n = 20. For the last
column, we show the scalability of D-AdaST in terms of number of nodes. Initial stepsizes are set as
vz = 0.01, v, = 0.1 for AdaGrad-like stepsize, and v, = 0.1, 7, = 0.1 for Adam-like stepsize.

MNIST dataset over different networks, e.g., ring graph, exponential (exp.) graph (Ying et al., 2021)
and dense graph with n/2 edges for each node. We consider a heterogeneous scenario in which each
node possesses only two distinct classes of labeled samples, resulting in heterogeneity among the
local datasets across nodes, while the data is i.i.d within each node.

In Figure 3, we compare D-AdaST with D-AdaGrad, D-TiAda and D-NeAda, using adaptive stepsizes
in AdaGrad (first row) and Adam (second row, name suffixed with Adam) respectively, it can be
observed from the first three columns that the proposed D-AdaST outperforms the others on three
different graphs and it is not very sensitive to the graph connectivity (i.e., py), demonstrating
the quasi-independence of network as indicated in Theorem 2. It should be noted that Adam-like
algorithms exhibit more fluctuations in the later stages of optimization as the gradient norm vanishes,
leading to an inevitable increase in the Adam stepsize as the optimization process converges (Kingma
and Ba, 2014). In plots (d) and (h), we further demonstrate that D-AdaST can scale efficiently
with respect to the number of nodes, while keeping a constant batch-size of 64 for each node. This
showcases the algorithm’s ability to handle large-scale distributed scenarios effectively.

Generative Adversarial Networks. We further illustrate the effectiveness of D-AdaST on another
popular task of training GANs, which has a generator and a discriminator used to generate and
distinguish samples respectively (Goodfellow et al., 2014). In this experiment, we train Wasserstein
GANSs (Gulrajani et al., 2017) on CIFAR-10 dataset in a decentralized setting where each discriminator
is 1-Lipschitz and has access to only two classes of samples. We compare the inception score of
D-AdaST with D-Adam and D-TiAda adopting Adam-like stepsizes in Figure 4. It can be observed
from the figure that D-AdaST achieves higher inception scores in three cases with different initial
stepsizes, and has a small score loss as the initial step size changes. We believe that this example
shows the great potential of D-AdaST in solving real-world problems.
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5 Conclusion

We introduced a new distributed adaptive minimax method, D-AdaST, designed to tackle the issue of
non-convergence in nonconvex-strongly-concave minimax problems caused by the inconsistencies
among locally computed adaptive stepsizes. Vanilla distributed adaptive methods could suffer from
such inconsistencies, as highlighted by the carefully designed counterexamples for demonstrating
their potential non-convergence. In contrast, our proposed method employs an efficient adaptive
stepsize tracking protocol that not only ensures the time-scale separation, but also guarantees stepsize
consistency among nodes and thus effectively eliminates steady-state errors. Theoretically, we showed
that D-AdaST can achieve a near-optimal convergence rate of O (e’(4+5 )) with any arbitrarily small
0 > 0. Extensive experiments on both real-world and synthetic datasets have been conducted to
validate our theoretical findings across various scenarios.
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A Additional Experiments

In this section, we provide detailed experimental settings and perform additional experiments on the
task of training robust neural networks with different choices of hyper-parameters. All experiments
are deployed in a server with Intel Xeon E5-2680 v4 CPU @ 2.40GHz and 8 Nvidia RTX 3090 GPUs,
and implemented using distributed communication package torch.distributed in PyTorch 2.0, where
each process serves as a node, and we use inter-process communication to mimic communication
between nodes. For the AdaGrad-like algorithms considered in the experiments of training neural
networks, similar to the Adam-like stepsize, we adopt a coordinate-wise adaptive stepsize rule
as commonly used in existing centralized adaptive methods (Yang et al., 2022b; Li et al., 2023).
Moreover, since we attempt to develop a parameter-agnostic algorithm that does not need much effort
in tuning hyper-parameters, we set & = 0.6 and 8 = 0.4 for all tasks in the main text, and evaluate
the effect of the choices of o and (5 on the performance of D-AdaST individually in an additional
experiment on the synthetic objective function as shown in Appendix A.4.

A.1 Experimental details

Communication topology. For the experiments in the main text, we utilize three commonly used
communication topologies: indirect ring, exponential graph and dense graph. An indirect ring is a
sparse graph in which each node is sequentially connected to form a ring, with only two neighbors
per node. Exponential graph (Ying et al., 2021) is a directed graph where each node is connected to
nodes at distances of 2°, 2! ..., 21°8™ Exponential graphs achieve a good balance between the degree
and connectivity of the graph. A dense graph is an indirect graph where each node is connected to
nodes at distances of 1,2, 4, ..., n. We also consider directed ring and fully connected graphs, which
are more sparsely and densely connected, respectively, in the additional experiments.

Robust training of neural network. In this task, we train CNNs with three convolutional layers
and one fully connected layer on MNIST dataset containing images of 10 classes. Each layer adopts
batch normalization and ELU activation. The total batch-size is 1280, and the batch-size of each node
during training is 1280/n. For Adam-like algorithms, we set the first and second moment parameters
as f1 = 0.9, B2 = 0.999 respectively. Since NeAda is a double-loop algorithm, for fair comparison,
we imply D-AdaGrad and D-Adam using 15 iterations of inner loop in this task.

Generative Adversarial Networks. In this task, we train Wasserstein GANs on CIFAR-10 dataset,
where the model used for discriminator is a four layer CNNSs, and for generator is a four layer CNNs
with transpose convolution layers. The total batch-size is 1280, and the batch-size of each node
during training is 128 with 10 nodes. For Adam-like algorithms, we use 5; = 0.5, 52 = 0.9. To
obtain the inception score, we use 8000 artificially generated samples to feed the previously trained
inception network.

A.2 Additional experiments on robust training of neural network.

In this part, we conduct additional experiments on robust training of CNNs on MNIST dataset
considering a variety of settings. We compare the convergence performance of D-AdaST with
D-AdaGrad, D-TiAda and D-NeAda using adaptive stepsizes of AdaGrad and Adam. Unless
otherwise specified, the total batch-size is set to 1280; the initial stepsizes for x and y are assigned
as v, = 0.01, v, = 0.1 for AdaGrad-like algorithms, and 7, = 7, = 0.1 for Adam-like algorithms.
Specifically, we consider two extra graphs that are more sparse and more dense, respectively in
Figure 5, e.g., directed ring and fully-connected (fc) graphs. We consider more initial stepsizes
settings for z and y respectively in Figure 6. Further, we also consider different data distributions
where each node has samples from 4 of the 10 classes in Figure 7. Finally, we perform a comparison
experiment with 40 nodes in Figure 8. Under all settings, the proposed D-AdaST outperforms the
others, demonstrating the superiority of D-AdaST.

A.3 Additional experiments on training GANs

We provide additional experiments of training GANs on a more complicated dataset CIFAR-100
to further illustrate the effectiveness of the proposed D-AdaST, as shown in Figure 9. We use the
entire training set of CIFAR-100 with coarse labels (20 classes) to train GANs over networks, where
each node is assigned with four distinct classes of labeled samples. Under the same settings as in
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Figure 4 (a), it can be observed that D-AdaST outperforms the others in terms of the inception score.
Together with other experimental results in the main text, we believe that we have demonstrated the
effectiveness of the proposed D-AdaST method and its potential for further real-world applications.
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A.4 Additional experiments with different choices of o and 3

In this part, we evaluate the effect of the choices of « and S on the performance of D-AdaST. In
particular, we provide an additional experimental result on the synthetic quadratic objective functions
(15) with a larger ratio of initial stepsizes, i.e., 7./7, = 20 (indicating faster minimization and
slower maximization processes at the beginning). As shown in Figure 10, it can be observed that
the transient time (iteration before the inflection point) becomes longer as « — [ decreases, while
the convergence rate is relatively faster, which is consistent with Theorem 2 and the result in the
centralized TiAda algorithm (c.f., Figure 5, Li et al., 2023).

B Proof of the main results

We recall here some definitions used in the main text. The averaged variables and the inconsistency
are defined as follows:

n

T 1” 5 e— 1 ~—o\T  _ -0 m—a

T = nxk, Uk-_g, 1Ui7k7 (Uk ) = ~--,vi’k—vk sty
i=

. 1y ——\" 8 _ B
T i= —Vr, uk;:ﬁz;uz,k, (uk ) = [--~,uik—uk }
P
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The inconsistency of stepsizes of the primal and dual variables is defined as follows:
2 2 2
¢2:= sup {(U”f‘ — T),:o‘) /(@ka)z}, 2= sup {(%5 — ﬂ;ﬂ> /(ﬂ,:6> }
i€[n],k>0 ’ i€[n],k>0 ’

Proof Sketch. The convergence analysis of the main results in Theorem 2 is mainly based on carefully
analyzing the average system as shown in (5), and the difference between the distributed system and
the averaged system. In general, under Assumption 1-4, we first give a telescoped descent lemma
from 0 to K — 1 iterations in Lemma 3, which is upper bounded by the following key error terms:

¢ S = £<=701 E [‘k_fl IV F (Xk, Yi; E,‘f)HZ]: The asymptotically decaying terms by
adopting adaptive stepsize;

© Spi= LSIE {ka — 13 + |lyx — 1@1@\\2}: The consensus error of z and y be-

tween the distributed system and the average system;

¢ S3:=+ kK;Ol E[f (Zk,y* (Zx)) — f (Zk, Yr)]: The optimality gap in dual variable y;

(n]:rl) v F(Xk:ayktvgk)

k+

b 54 : % f:_olE l

2
] : The inconsistency of stepsize of z.

Next, we prove the contraction properties of these terms in Lemma 4-8 and Lemma 9 respectively.
Finally, these results are integrated into the descent lemma to complete the proof. We note that the
proof is not trivial in the sense that these terms are coupled and therefore are needed to be carefully
analyzed. This proof can also be adapted to analyze the coordinate-wise adaptive stepsize variant of
D-AdaST as explained in Appendix B.5, which is of independent interest.

B.1 Supporting lemmas

In this part, we provide several supporting lemmas that have been shown in the existing literature,
which are essential to the subsequent convergence analysis.

Lemma 1 (Lemma A.2 in Yang et al. (2022b)). Let {xt}tT;Ol be a sequence of non-negative real
numbers, xo > 0 and o« € (0,1). Then we have,

1 I—a - 1 T-1 l-a
< : (16)
(;l‘t> go (Zk oxk) 1-a (; xt)

When o« = 0, we have

<1+ log (tT:Ol xt) . (17)
t=0 (Zk oxk) o

Lemma 2. Suppose Assumption I and 2 hold. Define ¢ (x) := f (z,y* (x)) as the envelope function
and y* (z) = argmaf](f (z,y). Then, we have,
ye

M .

* & (-) is Lg-smooth with L = L (1 + k), and V& (x) = V. f (x,y* (z)) (c.f., Lemma 4.3
in Lin et al. (2020));

e y* () is k-Lipschitz and L-smooth with L = r (1 + k)*(c.f, Lemma 2 in Chen et al. (2021)).

B.2 Key Lemmas

In this subsection, we give the key lemmas to help the analysis of the main results. For simplicity,

we define A J H2 as the consensus error for primal and dual variables.
Then, we have the following lemmas.
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Lemma 3 (Descent lemma). Suppose Assumption 1-4 hold. Then, we have

% 2 E[vewr]

80204 (@max _ @* 4 K-1
< = S E|IV.f x50
k=0
1 K-1
+ 8L (14¢7) w2 E [@Zﬁ Ve F (%K, i3 &)l } + 8L2 Z E [Ag]
k=0
S] S2
1 K—1 ({,—a )T 2
+8HL? E[f ('ikvy* (jk)) _f(i‘k)ayk +16* ZE ki#lv F(Xm}’kvfk) ;
k=0 m)kJrl
Sg S4

(18)
where k := L/ is the condition number of the function in y, $™** = max ¢ (x) ,P* = min ¢ ().

Proof. By the smoothness of ¢ given in Lemma 2, i.e.,

_ _ N _ Lo _ _
D (Te41) = D () VP (Tk) Thrr — Th) + 5 [Tusr — zl|,
and noticing that the scalar vy, ux are random variables, we have

E [Qj(ﬂ%ﬂ) — QW%)}

Va2 Uk

1T
. ~—a\T
<Uk+11T n ()

e \T
<vq§ (Z1) MVQCF (Xk7}’k§£lg§)>]

’l’L’Uk+1
2

L 1
+ Yz @E —
2 Uk+1

n n

> VmF (Xk7YI€;€I€)

(19)
where we have used the definition of Zj4; as presented in (5). Then, we bound the inner-product
terms on the RHS. Firstly,

1T
17 17 1
- _E KVQB (Zk), YVIF (Xk,Yk) — ?VwF(lfkv 19k) + ?VwF(l"%k’ 1yk>>}

17 2
%

+: (E (192 @) = Vo f @om)P] ~ B [IV0 @] - & [I1V.f @m0l

1 17
TE[IVe @] +E || - VaF (xe,y0) = —VaF (L, 1) @0

< 2B [Ive @] + LBl + Lk (5 - v @oI] - 28 1907 @ a0l

Whereln the last inequality we have used the smoothness of the objective functions. Then, for the
second inner-product in (19), using Young’s inequality we get

5 T
LS|
saT 2 e2y)
[IIW )||]+2JE ‘WVmF(x;@,yk;Ei)
k+1
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Then, for the last term on the RHS of (18), recalling the definition of stepsize inconsistency in (8), we
have )
_ e \T
WifQWE 1 (Uk+11 Jr7("k+1>

——Q
Uk+1 n n

(22)

YoLa (1 + 2
< %E{ U1 IVa F (%, Y 65| ]

Plugging the obtained inequalities into (18) and telescoping the terms, we get

K-1

E (V8 (@)1]

k=0

SKZE[ ? (Te) } —4K21E[uv £ @]
’vak T ks Yk
-1 9 K—1

+ar? Z (I3~ 7°112] + 25 Z E[A] (23)

8YeLa (14 ¢ —a
% S B [0 IV, F (oo 0]
k=0

2

(3:f)”
%v r (Xkayk7§k)
nvk+1

K-—1
+16 Z E ’
k=0

Now it remains to bound the first term on the RHS of the above inequality. With the help of
Assumption 3, we have

KzélE [95 (Tg) — @ (%H)}

k=0
K-1
D (x o (x 1 1
-3 e 2 2 e (L L)
k=0 L7=Y% VzVpy1 VaVUpy1 Vol
K-1
Prmax o 1 1 24
<E|: ——a——(1:|+Z]E Qsmax ——a . ( )
VYo V2V k=0 VY Vp1 YUy
¢max é* —
< ( )E[v?{]
Y
Prnax — P*) (KC2)"
(=) (KC?)
Ve

Noticing that E [||gk —y* (i"k)||2] < 2E[f (#k,y* (Tk)) — f (Tk, Jx)], we thus complete the proof.
O

Next, we need to bound the last four terms S7-54 in (18) respectively. For S7, we have the asymptotic
convergence for both primal and dual variables in the following lemma.

Lemma 4. Suppose Assumption 1-4 hold. Then, we have

K-1

L S E[ore v, F e « O 25)
nk — |:vk+1 || T (Xk7yk7£k:)|| :| X (1—&)[(“7 (
and
K—-1
1 ——08 INIE: 220
- hﬂEPHJM@F@mmﬁwH}gu_ﬁﬂw. (26)
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Proof. With the help of Lemma 1 and Assumption 3, taking the primal variable = as an example, and
noticing that v; o > 0,¢ € [n], we have

1 K-—1
—— 2
= E [Um IV F (x4, y: €8 | ]
k

2
Hi7mlﬁ (xuk,y@k;€§k>H
< n U1
) 2
HVwFi (xi,kayi,ké §f,k) H
k 1 n V.F . T 2\
k=0 i=1 Zt:OEZ]’ZI H x j(xj7t’yj1t7€j7t)”

l—o
1 1 n 0272(1
<1_aK<_0n2HVF $1kyyzkazk)||> gm

=1

The similar result can be obtained for dual variable y and we thus complete the proof. O

Next, we bound the the consensus error term S in the following lemma.

Lemma 5. Suppose Assumption 1-4 hold. Then, we have
_2E[A]
E [Ag]
K Z K] (1=pw) K

8an’yz (1 + cﬁ) ( O e I n 1+ logvg — logvl]I )
(1 _ pw)2 (1 — 20[) K 2a a<l/2 K@fail a>1/2

8npwz (1+¢2) C?48 1+ loguyg — logu;
Ig>1/2 | s

27)

I +
(1—pw)?  \(1-2) K2 7=/ Kua"™!

where 1) € {0, 1} is the indicator for specific condition, and the initial consensus error Ay can be
set to O with proper initialization.

Proof. By the updating rule of the primal variable, we have
E [l — 1204 )]

= E[|[W (x = Vi Vi F (0, y1560)) = 3 (6 = 1 Vi Ve F (e v €0))|]

1 272 (1

(28)
11— Vit IV F (Xk, Y5 €5 }

N 272 (14 pw) pw

O (15 - o) Y (s yise) ]

where we have used Young’s inequality. Then, by the definition of (, in (8), we have

E ([ (Vi = 05 D) Ve F (kw60 7] < G [5025 1V F (ki 601, 29)

and thus

K-1
> E [Ixest = 12knl]

k=0 (30)

N

2 ] 8vzpw (1+62) = g [-—2a
———E [lx. — 1a]*] + Sieow (11 6) § 8 [0 |V.F oy 01°].
- W (]. —pw) k=0
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Then, we bound the last term on the RHS of the above inequality by Lemma 4. For the case o < 1/2,
by Assumption 3 we have

K-1
% 2
S [0 9. F (xiyas €))7
k=0
2 (31)
Zliﬂz HVsz (xikyyik;gﬁk)H n(KCQ)liza
- < :
k=0 i=1 Ui (1-2a)
For the case « > 1/2, with the help of Lemma 1, we have
K—1
E (0025 IV, F Gk, v €6) ]
k=0
K-1 n V. FE; G2
H (xzkayzkrv ‘k)H (1+loguT—logv1)
= ZE S 3 < —Ja—1
k=0 i—=1 k1 0T Y1

For the dual variable, we have
yirr =Py (W (v + 3 Uil Vo F (i, €) ) )
=Wy + 'viyé

where

v,G = le (7’31 (W <Yk + 7, U LV F (Xk,yk;ﬁfi))) - Wyk> .

Then, using Young’s inequality with parameter A, we have
_ 2
E [||Yk+1 = 11| }

~ N 2
—E [HWyk + 9V, G = 3 (Wi +7,V,6) H }

< (14 2) pwE [[lye — Iy *]

+(1+ ) {pr( <y1c+’7yUk,+Blva(xk,yk;fg)))—Wyk‘2:|
< LR i - Iyl]
12k [Py (W (1 + UV v €))) - W]

Noticing that Wy, = Py (Wyy) holds for convex set ), we get

E {||Yk+1 - 1§k+1||2}

1+ pw
<L E[nymyknﬂ

1+ B . 2
PV { )Py Yk +Vyka1VyF(Xk,Yk;§;;'))) — Py (Wyk)H) }
1+ 1+ — 2
2VE [y - 3yl + 1%1@[ WUV F (i €)| ]
1t o (L+G) 1 -
LR (lly - Iyll?] + (q(_pw))ﬂz[ IV e yis €DIP]
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where we have used the non-expansiveness of projection operator. Then, we have

K-—1
S [llye — 1507
k=0

K—1
2 2 872 (1 + Cz) _—2 2
< T——E [llyo — Iyoll*] + 22— 3" E 537 IV, F (e yas €)1
w (1 - pW) k=0
Similar to the primal variable, we can bound the last term above, which completes the proof. O

Next, we need to bound the term Sj i.e., the optimality gap in dual variable. The intuition of the proof
relies on the adaptive two time-scale protocol, that is, for given « and 3, we try to find the threshold
of the iterations kg, after which the inner sub-problem can be well solved (faster) to ensure that the
computation of outer sub-problem can be solved accurately (slower). In specific, we suppose that
there is a constant GG such that @ < G hold for K = 0,1,--- , kg — 1, then the analysis is divided
into two phases.

Lemma 6 (First phase). Suppose Assumption 1-4 hold. If uy, < G,k =0,1,--- kg — 1, then we

have
ko—1
SR @koy® (2n) — | (@, Tr)]
k=0
ko—1 2,2 2\ (28 ko—1
var“ (1+¢)) G g .
< Z E[E17k] + (n 2 ) E [kal ”VII?F (kaykvgk)”2j|
k=0 Ky k=0 a3
kofl }{?071
vy (1+¢2 L 4k L B
" % E [0y IV, F (s yis )12 + == 3 B[l — 12
k=0 k=0
4 ko—1 a P 2 ko—1 1
+= 3 E ||V F ko yki6D)|| | HC DD E |y llyk - 1yk||2],
H =0 Mgt k=0 "
where 5 2
1= 3uyy gy, /4 w2 e — 1y (Zega) ||
By = # lye — 1y* (z1)|° — —N (34)
Tyl (2 + ,U'Vyuk+1) VyUp 417
Proof. Using Young’s inequality with parameter \g, we get
1 e
o i1 — 15 (@g2)|1?
(35)
(1 + Ak) * [ = 1 * (= * (=
<" |y — Ly @)1 + 1+ N ) 07 @) —y (@rs)])*

Recalling that y 41 = Py <W (y;~C + Yy Uk_flva (X, Vi3 fz)) >7 we further define

Vi1 =W <Yk- + VyUk_flva (Xkaymfz)) .

Then, for the first term on the RHS of (35), by the non-expansiveness property of projection operator
Py(-) (c.f., Lemma I in (Nedic et al., 2010)), we have

1 2
= [lyr+1 = 1y" (z4) |
n

L. a2 1 o2
S =941 = 19" (@)1 — — lyrs1 = Frsal

n n

1 2 T — 2
< = llye = 10" @I + 2 [0V, F (e s €0)
BN =B . (z N 8 =B\ . (z
“n Z 2 <7y“k+19¢,k7 Yik —Y (xk)> “ Z 2 <7y (ui,k—H - uk+1> ik Yik =Y (xk)>7
i=1 i=

1
(36)



wherein the last inequality we have used the fact || W||§ < 1. Then, multiplying by 1/ ('yyﬁ;i)

both sides of (35) we get

1
—— llyk1 — 17 (@)

Yyl 41

1+ A

g (7)) — 7 (@)
/\Wy“k+1

1
+ (1 + ) ( 7 llyr —1y" (2 W+
nyyU k+1

n B
1 i, u ./
— (14 A) (n >.2 <g;y,k7yi,k (Zk > - = 22 < (W) 9L Vi — Y (xk)>> :
k1
37)

=1

L ——

U F ey )| )
nu k+1

For the inner-product terms on the RHS, taking expectation on both sides, we have
1 & ” .
n ZE [_2 <gi}]g7 Yik =Y (zk)ﬂ
*Z]E (Vyfi (@i, yik) ik —y" (Zr))]

+ = ZE (Vyfi @inYix) = Vyfi (@, Yik), Yik —y* (Tr))]

1 n
<LLE (=20 @y @0)) = Fi @ro i) — 1 ik — 57 (@)1 (38)
1 n
FiLE 2191 nain) = Do @)+ 5 s = (20
SE[-2(f @k y" (@k) — f (2K, Uk)) ZE (fi @k, 9k) — fi (Zks yi))]
8’9L I % /= \)2
ZE[m—wkn} H;E[m,k—y @0l
where we have used Young’s inequality and strong-concavity of f;, and
-8 _ -8
1 — U, —u ; .
EZ]E —2 < (M—Hﬁk“) 93 ko Yisk — Y (xk)>‘|
i=1 Uk41
(39)

2
1Y _ N2
+ 3 llyir —y* (zx) ||

n -B B
1 Z <ui,k+1 “k+1> g
-~ __B ik
i Uty
For the consensus error of dual variable on the objective function, using strong-concavity of f; and

Jensen’s inequality, we have

*Z (fi @k, Gx) = fi (ke yik))

1 — _ J7 _ 2
gZ Vo fi (@ G) ik = k) = [y — L3 (40)

_ 1 2
< 2CE E llyik — okl < 204/ - lyr — 19|
i1
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Letting A\, = ,uvyﬁ,;fl/l we get

E[f (Zk, 7" (Zk)) — f (Zk, Ur)]

1 — 3y gl /4 — 1y (Z)|)?
<E 1y g/ lye — 19" (@) 7 [¥rt1 — 1y* (Zr1) |

B __ __
2yt gn (2 +/Wyukf1> 'Yy“kfln
22 (14 (2) G2
]E|: 2 v F Xk»}’k»f ]
e 028 IVaF (k23 60)| "
1+c2 - 4kL s
ZE |:U’k+1 Hv F(XkaYk7§k)|| :| + n*E |:||Xk — ]‘ykll j|
4 B ? 1
+-E ’” Vo F (x5, v 0| | + CE {1/ = llye — 136)%] -
2 ”“k+1 n
By the x-smoothness of y*, we have
* (= * (= 2
ly* (Trs1) — y™ (Zx)|
< K2 ||Zprr — |
T 2
—« 1T Uy T
= K’ vm@Hl?VmF(Xk,yk;&k)— @VxF(Xk,yk;ﬁk) “2)
226 (14 ) 02y :
< ( - ) Ok Vo F (x5, yi: §0)] -

Telescoping the obtained terms from 0 to ky — 1 and noticing that @y < G for k < kg — 1 we
complete the proof. O

For the second phase, i.e., k > kg, we have the following lemma.

Lemma 7 (Second phase). Suppose Assumption 1-4 hold. If iy, < G,k =0,1,--- kg — 1, then we

have
K-1
]E xka k?)) - f(jkngk)]
k=ko
K-1 K-1
87 (1+C2
E[E — s > Ve f (@) I
2(12a—28 ;
ko /”W?JG k=ko
872k2L% (14 C2) 4kl =
xr v o ]E A
+ nN’YﬁGm_w + n k;() [A4]
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K-1
Yy (14G2) 1 /1 )
+ W]E [uk—fl Hva(Xka}’k;fk)HZ} +C Z E n lyr— 1yk||2]
k=ko
2 2 2\ 272
vi (1 + ¢ Q’ym 14¢; C?L
+i(_a_ﬁ) <n2+ ( _m)ﬁ Z E | 50 1V, F (i €)1
YyU1 HYyUy k=ko
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k+1 v F(leylmfk)
nuk+l
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Proof. Firstly, by the non-expansiveness of projection operator, we have
- 2
1Y kr1 — ¥ (Zrsa) |l
" _ 2 . 2
< i1 = y" @)™ = 1ik41 — Giskta |

" — 2 - — )12
= 19 k1 =" @)+ 1y (Zrra) — v (Th)|

=2 ikr1 — ¥ (Zk), Y (Trrr) — ¥* (Zr)) (44)
= gisrr — y* @I + ly* @rr) — y* @)

—2(Gir — " @)" VY (@) @ — T0) "

=2 (@insr —y* @) (4" @) = v @) = Ty (@) @r1 - 2)").

Then, for the first inner-product term on the RHS, letting V. F, =V,F Xk, Yi; €k) — Vo F (XK, Vi),
we get

— 2 (Yi 1 — " @) Yy (Z) (Trgr — T8) "
157%,  o.¢
=29 Gas1 =y (@) V" (@) (Vo (x5, y0))" (ffl + k;:ﬁ)
_N\T (1072 50
+ 27 (Yikt1 — Y* (Ek))T Vy* (Z1) (Vsz) ( kL k+1>
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(VzF(Xk,yk))T ( k+1 k+1> H

- \T (1v v
+ 29 @igers — v (@) Vy* (@) (VaFi) (7’;“ + k+1> .

n

(45)

< 2%k [kt — y" (2]

wherein the last inequality we have used the fact that y* is x-Lipschitz. Then, using Young’s inequality
with parameter \j, we get

=2 @ik —y (@ )) y* (Z) (Tr1 — ifk)T
<M llgimer — v (@)
2
Z,va 204,{2 1T 2 —a\T
T H Vol (i ye)|| %W“(kam (46)
k Ny 41

N\T (1o, 0.
+ 29 G =" (@) Vy* @) (Vo by (fﬁ + '€+> .

n

For the second inner-product term on the RHS, noticing that y* is L = & (1+ H)Z smooth given in
Lemma 2, we have

2 (Yiks1 — Y ()" (y* (k) =y (Tp41) + VY™ (Zg) (Tpy1 — i“k)T)
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wherein the last inequality we have used Young’s inequality with parameter 7. Plugging the obtained
inequalities into (44), we get

% /= 2
lyik+1 — 4" (Zra)l
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Setting the parameters for Young’s inequalities we used as follows,
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then we get
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Recalling that
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and multiplying by (2+Myu:f1)%ﬂ; 7 on both sides of (50), we obtain that

E[f (Zr, 7" (Zx)) — [ (Tk, Ur)]

v (46 T AKL
<Ew,H~ﬂ?flﬂh£wmfwmm¢m@+——Emm—mm}
4 || af ’ /1
+-—E ]Hl VyF (%6, yi:€0)|| | +CE |4/ = Iy — 15
K nuk_s_1 n
2
47 B 20H2 1T 2 —a
+E % ’nvwF(xk7Yk) + (n]:;rl)v F (x5, yk)
pyg k
Yy k+1 +1 (51)
]E[Egyk]
2 2 2 2\ (272 2
Ve (1465 27, (1+¢;) C°L
+¥ (“2+ ( za)g E kH Vo F (kv €)1
" HYy Uy Yy U k+1
E[E3,]
1 n " L . \T 157 o
+=-> E l7 (Gikr1 —y" (@) VY™ (T) (Vka> <k+1 + k“)]-
i 'quk+1 " "
]E[E47k]
Telescoping the terms from ¢y to K — 1, we get
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Next we need to further bound the running sums of E [E; 1], E [E3 ;] and E [E, ;] respectively. For

E [E5 1], with the help of Assumption 2 and noticing that %, < G,k =0,1,--- ko — 1, we get
K—-1
> ElB
k=ko
K1 25202 T 2 —a T :
420 K 1
Z E|—= ‘ U gk oy + | v, (e (53)
k=ko “%“kﬂ " e

ZEHVﬂ%%W+A4

AWQGM 25
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Then, for the term E [E3 x], noticing that @11 < Ux41 and U471 > U1, we have

K-1
> E[Es]
k=ko
K—-1 (1 + <2) (1 + C2> 02L2 —;2(1)(
<Y E EL s IV F (ks v €07 (54)
h—ho Yy HYy V1 k+1
2 2 2 272 -
Ve 1+ Cv 2%& 1+ C c L
<2lrd) (“2 R+6)e Z E |55 v, P (g, v D112
YyV1 HYyUy k=kqo

For the term E} ;, we denote

n ~_—

ES Yﬁg <1 Z (D1 — " (%))T> Vy* (z) (Vxﬁk)T (Tll + Dhtr ) ;

Tyl \" o1 no.

then we have

’ylﬁl 1
lex] < — Z||yzk+1*y xk)|

8 (55|

Tyl k+1 k41
Yok (L4 () (1 | L o, .
< BT S SV f @ Gikn) = Vof @) ) [V
'Yy\/ﬁ“kfl n 12:; H (5
< 279,k (1 +CU)02TL§<
Yy
M

where we have used the Lipschitz continuity of y* given in Lemma 2 and Assumption 3. Then,
noticing that E [VIF k} = 0, we obtain

K—1 K—1
D E[Eid] =) Eleti )]
k=kq k=kq
K-1
=E [ekﬂﬂlzo(j’l] + Z ekvk Z E _ek v, _’Ek_fl)
_ N———
k=ko+1 k=ko+1 >0 (56)
0
K—1
<E[Mota]+ > E[M (5% - o))
k=ko+1
4,k (14 ¢y) C?
o8 [nrag,] < DU g ],
HYy V1
Therefore, combining the obtained inequalities, we complete the proof. O
Now, it remains to bound the term F .
Lemma 8. Suppose Assumption 1-4 hold. Then, we have
K-1 o\ 2+ 125
1 9 2 (45C
S B[] < oy - 1y ()| ¢ — 0L T 57)
k=0 Tyl ’n PP TE Ay, TP
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Proof. Recalling the definition of E; j, as given in (34), we have

-1 __3 _ 2
1 —3py,tu, /4 . k1 — Ly* (Zp
Z E YPk+1 Hyk: _ 1y (xk)HQ _ ||y +1 Yy ( +1)H

29yt (2 + FWyﬂ/;fl) Vol fan
Buvy iy /4 2
<—y1||y = 1y" (2o)]|
27Uy
K-1 _—p
1 — 3yt /4 1 MPSENT
+Y E 3 St - ——— — | Iye = 19" (@)
1 — 3y, ;" /4 . rm N2
< WGy, 1y @)
2yt
K—1
1 1 I I J7 It 2
+ZE —F T F 8 o/a 5 2 %HYk*ly*(Ik)H :
Pt 2y, Ay 2 (2 + iy )
<0
Next, we show that the term w%ﬂ - ﬁ — & is positive for only a constant number of iterations.
y Ukt
If the term is positive at iteration k, then we have
_B _
0 < Upyr Uy B

B
2 _
ﬁ(1+||VyF(x1m)’k;§z)|| /nuf) @
k

8

<u — 5
(14819 F Gonyis €I o) g0
<al _ % K
2y Yy 8
_ BIVYF Gy €)I”
2'yynuk o 8’
wherein the last inequality we used Bernoulli’s inequality. Then we have the following two conditions,
LIV, F i)l > 25 > i
w6 - Vs F e S 1o (60)
Ky > Hyyn Up+1>
which implies that we have at most
2\ o7
(450 ) % ©1)
HYy Yy Uy

constant number of iterations when the term is positive. Furthermore, when the term is positive, by
the inequality (59), we have

1 1 w1 o
—5 — — — o | = llye — 15" (zx)]|
<2Wyukfl 2y, g 8) n

BHV F Xk:aykhé-k)H

P e =1y (@ Wl
s ©
T 22y BnZHV fi @ yie) = Vi fi @0yl
2504
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where we have used the concavity of f; in y and Assumption 3. Then, we have

K-1
) E K : — - g) e - 17 mﬂ

——B ——B
k=1 2yt 20y,

260" <4[302>115 48

< —— —— (63)
w0\ pyytiy”
2 (1502)* TF
X 1 )
Ty T
which completes the proof. O

Next, we show in the following lemma that the inconsistency terms, as described in (5), exhibit
asymptotic convergence for the proposed D-AdaST algorithm.

Lemma 9 (Convergence of inconsistency terms). Suppose Assumption 1-4 hold. For the proposed
D-AdaST in Algorithm 1, we have

1 ISE (ﬁlz—gl)Tv F( Saz) < 1 4pW a(l—’_C'U)Csz_a
- ———a Vol Xk, Yk Sk X o o
K = nu nt (1— pW)2 (1—-a)K>
(64)
and
T 2
K—1 =B B
1 (“k+1) 1 4pw (14 ¢y) ¢C?*78
- E ||[-—F—VF (%, ¥%;&1) < — :
K=zl nedy =\ (1-pw)’) (A-HK?
(65)
Proof. By the definition of v; ; in (3), we have
(551)" 2
E ||| Vo F (xk, yis €F)
nu
2
1 < o 2 gik ’
SE |5 (0 —vikn) e - (66)
i=1 i,k+1
- 2
1oy 2 Uk ’gi”“’
<E (U701 = v%41)” 34 ey
n? * R o
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.. o, —v,

Noticing that %7‘“1‘ < ¢,, we have
i,k+1

2

(i)
Vi1
E v F (xkv Yk gk)
nkarl
r 2
n _a gz
<E 1 —o o 2 [ Vg+1 — Yik+1 1 ik
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By Lemma 4, we get
2
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2 .
we consider two cases due to the

Next, for the term of inconsistency of the stepsize ||vy — 10|
max operator we used. At iteration %, for the case mj > m} with |[m§ — 1/m§|” = 0, we have

E {Hvk+1 - 1'17k+1||2} =E [Hmiﬂ - 1mi+1|‘2}
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For the case mj < my, with ||m{ — 1/n|| ,
2nC% (14 pw) p
2 - w) Pw
E ||'uk+1—1v;€+1||}:]E[Hmzﬂ—lmkHH}\ TP (70)
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Combining these two cases, and using Lemma 4 and the fact |lvf — 117,3‘”2 < i — 104> for
a € (0, 1), we obtain the result for primal decision variable. Following the same proof, we can also
derive the result for dual decision variable. We thus complete the proof. O

We further give the following lemma to show that the inconsistency of stepsize remains uniformly
bounded for the vanilla D-TiAda algorithm as given in (2).

Lemma 10 (Inconsistency for D-TiAda). Suppose Assumption 1-4 hold. Then, for D-TiAda, we have

2

1 K-1 (’Z’]ia )T
= Y B[ EEVLF (xkyis )| | < C2C7
K= U1
[ T 2 (71)
|| (@) ) .
Ia Y B ||~V F (xe 60| | < GO
k=0 Uy

Proof. By the definition of inconsistency of stepsizes in (8) and Assumption 3 on bounded gradient,
we immediately get the result.

B.3 Proof of Theorem 1

Proof of Theorem 1. Consider a complete graph with 3 nodes where the functions corresponding to
the nodes are as follows:

1 1

filz,y) = —§y2 +ay — 5962,
1 1 1 1
fa(z,y) = fs(x,y) = —5242 —(1+ p + g)xy - 5332,

—1 —1
where ¢ = 22o=7 and b = 2251,

Notice that the only stationary point of f(z,y) = (fi(z,y) + fo(z,y) + fs(z,y))/31s (0,0). We
denote g, = V. fi(zy, yr) and g, =V, fi(zr, yr).

Now we consider points initialized in line

1+a
A (72)
where we have

. 2ab+a+b
91,0 = Y0 — To = —TMJEO
N N 1 1 2ab+a+b
sto=ofo = (1455 ) w—ro= " iy
y 2ab+a+b
91,o:$0—yozmﬂfo
vy _ y _ 2abta+bd
92,0 = 92,0 = —mxw

Note that by our assumptions of the range of « and 3, we have a < b. Thus, we have

970l = lg7 ol and [g5o] > 193 0,
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which means g5 , would be chosen in the maximum operator in the denominator of TiAda stepsize
for x. Therefore, after one step, we have

910 930 930
951:350—771 ,A’ x T .’ T + .7 a
<(|9f,0|2) (901" (I950/%)
=0
Yy y y
g g g
1,0 i 2,0 i 3,0 ) .

mz%—ﬁ(
(1976127 (19802)”  (lg80?)”

=0
Next, we will use induction to show that x and y will stay in zy and yg for any iteration. Assuming
for all iterations kin 1,. .., t, xx = xo and yx = Yo, then we have in next step

o 910 93,0 950
e ((t-gf,om”(t-|g;,o|2)“+(t~ 5o )

Note that g7 = —a - g3 o. Then, we get
P 95,0 2950
— x ’ >
Tip1 = Tg — 1) (ta-a2°‘-|g§’0|2@+ta~ : 3

93,0
_ _ 5 _ 12«
=T to . | x |2a (2 a )
9320
=0 (by definition of a)

= T¢.
Similarly, we can show that y, 11 = y;. Therefore all iterates will stay at (xo, yo) if initialized at line
y=— ZSIZ 2, which implies that the initial gradient norm can be arbitrarily large by picking x( to be
large. O

B.4 Proof of Theorem 2 and Corollary 1

Proof of Theorem 2. Combining the results obtained in Lemma 6, 7 and 8, we get
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Letting the separation point between the two phases discussed in Lemma 6 and 7 satisfy
1
16 (1 +¢2)y2k% | 77
G— # , (74)
Ty

then, plugging above inequality into (18), with the help of Lemma 4-8 and Lemma 9, we get
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KL 1642 (45C2)* 7
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Letting the total iteration K satisfy the conditions given in (12) such that the terms Ey, E and Ey
are dominated by the others, we thus complete the proof. O

Proof of Corollary 1. With the help of Lemma 10, we can directly adapt the proof of Theorem 2 to
get the result in (14). O

B.5 Extend the proof to coordinate-wise stepsize
In this subsection, we show how to extend our convergence analysis of D-AdaST to the coordinate-

wise adaptive stepsize (Zhou et al., 2018) variant. We first present this variant in Algorithm 2, which
can be rewritten in a compact form with the Hadamard product denoted by ®.
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Algorithm 2 D-AdaST with coordinate-wise adaptive stepsize

Initialization: z;, € R?, y; o € Y, buffers m¥,, m!, > 0, stepsizes 75,7, > 0and 0 < § <
a< 1. ' 7
1: for iteration K = 0,1, - - -, each node i € [n], do
2:  Sample i.i.d £ and fgk, compute:

95k = Vali ik viki &) » 90, =Vyli (Ii,kayi,hfzk) .
3:  Accumulate the gradient with Hadamard product:

x _ x T x Y _ Y Y Y
Mgl = Mk T Gik ©Giky My g1 =My + 9,1 OGi g

2c
}gl.

4:  Compute the ratio:

y
My ka1

en = Il o { |

5. Update primal and dual variables locally:

_ T -« T
Tikt1 = Tik — Vaiks1 (Migs1)  © GFks

B
Yik+1 = Yik T Yy (mzml) © gfk

6:  Communicate parameters with neighbors:

x Yy x Y
{mi,k+17mi’k+1axi,k+17yi,k+1} — E Wi {mj,kﬂ’mj,kﬂ,%j,kﬂ,yj,k-ﬂ}-

JEN;

7:  Projection of dual variable on to set V: y; x+1 < Py (Yi k+1)-

8: end for
mj, = W (my + hy), (76a)
mj , = W (m] +hj), (76b)
X1 = W (%6 =%V © Vo F (%%, Y5 €7)) (76¢)
Yit1 =Py (W (Yk + YUl © VyF (x5, yi; 5}5))) : (76d)

where

T
T
hi = [ 7gzk®gﬁk7...] e R™*P, hZ: [ 793,1@'@9?,147"'} E]Rnxd7

and the matrices U} and V,f are redefined as follows:

Vo= [ ] B, = max{ gl [mt] b

(77)
5 -5 1" y ;
U = [l ]l = [t el
where [-]; denotes the j-th element of a vector.
Recalling the definitions of inconsistency of stepsize in (8), we give the following notations:
1 o= 1L 1 &
Vi = Vi — 011, 0, = nprZsz, Uik = EZVU’ Ujk = 52‘/@',
— = - —
’ ! ' (78)

n d d n
~ B 1 B 1 B 1
Uk:kaﬂkllg, Up = E E Uij, Uik = E Uij, Ujk = E Uij,
j i=1

i=1 j
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and

2
—« —« T o o
T a1 I U | LG\
CV = Sup 2 ) Cv = sup 12 )
S w) £
8 _ =817 -8 s>
N § e I PR § A OO
CU = Sup 2 ’ Cu = Sup 2
k=0 nd (ﬂ;ﬁ) k=0 nd (ﬂlzﬁ)

Building upon the established definitions of coordinate-wise stepsize inconsistency, the subsequent
lemma is presented to show the non-convergence of the inconsistency term compared to Lemma 9.

Lemma 11 (Inconsistency, coordinate-wise). Suppose Assumption 1-4 hold. For the proposed
D-AdaST algorithm, we have

2

1 17
- E ||| —5Vi1 © Vo F (Xi, ¥k &)
K I;J oty
(79
1 AC2py | (220 .
2(14¢) o + 2np(;C?
nl—a (1 _ pW)2 ( _ OZ) Ko
and
K— T 2
Z k+1 @v F<Xk7yk7£k)
k=0 nu k+1
5 (80)
1 4C%pw c20 22 2
<2(14+¢) G 2nd( ;C*.
In contrast, for D-TiAda, we have
= T 2
? ZE n I k+1®v F(Xh}’k»gk) gpg\%c27
k=0 k+1
- (81)
= T 2
E E k+l®v F(Xlwykaé-k) <d<12]02
k=0 | ”“k+1

Proof. For the coordinate-wise adaptive stepsize, with the definitions of Frobenius norm and
Hadamard product, we have

2

17
E ||| —=5 Vit © VoF (x5, y1; &F)
nuY
17 2
=E |||—« (V[ﬂ (Vi1 )™ 4+ (Vg1 J) ™" = 771?1111?) O Vol (xk, yk; &)
N1
. , (82)
<R ||| —— ((VkHJ)_ @k+111T) © Vo F (Xk, 13 &7
m}k_H
17 2
ki1
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For the first term on the RHS, according to the definitions given in (78), we have

2
17 Ca .
E|||— ((VkHJ) - @Hlllg) O Vo F (Xk, yi; £5)
Ui (83)
1 - —~Q —Q 2 xr 2
SE | =55 > 081 = 0051) [Vl (@i vins €60) ||| -
N V41 =
Then, for the second part, we have
2
17 —a —a o
E|l|l——% (VkH — (Vi J) ) O Vo F (X, ¥k &1 )
nu
1V = (Ve d) ™ . (84)
< E]E Bl ||V1F(Xkayk§€k)“2
Uit

<pCE [V, F (x i 60)1°]

where the term 2 is not guaranteed to be convergent because the stepsizes between the different

dimensions of each node are not consistent. Then, similar to the proof of Lemma 9, we can obtain the
result presented in (79).

Next, noticing that for D-TiAda,

2
IV F (xi, yi; €)1 | < pCEC2,

(85)
and using Lemma 9, we complete the proof. O

—«
Vk+1

1

2 -
<E‘

1T
— k+1 @v F(Xkayk7§k>
nu

k+1

Theorem 3. Suppose Assumption 1-4 hold. Let 0 < 8 < « < 1 and the total iteration satisfy

1 max{ll}

NG 1 ars
ko (] ()77 (1
Ty (1—PW)

to ensure time-scale separation and quasi-independence of network. For D-AdaST with coordinate-
wise adaptive stepsize, we have

1 K—-1
KLE (1@ (2)]°]
~ 1 1 1 1 A N
-0 (Kl_a t TR B —pW)Kﬁ) +0 (n (p@% +,{2dg‘3) c2> .

(86)

Proof. With the help of Lemma 11 and the obtained result (75) in the proof of Theorem 2, we can
derive the convergence results for D-AdaST with coordinate-wise adaptive stepsize. O

Remark 6. In Theorem 3, we show that the coordinate-wise variant of D-AdaST exhibits a steady-
state error in its upper bound. This error depends on the number of nodes and the dimension of
the problem, which stems from the stepsize inconsistency in each dimension of the local decision
variables for each node (c.f., Line 3 of Algorithm 2).
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code of this work is included in the supplementary.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We have provided detailed experimental settings in Appendix A.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Multiple runs with averaging are used to produce the experimental curves in
this work.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have provided sufficient information on the computer resources in Ap-
pendix A.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This work conforms with the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: This paper presents work whose goal is to advance the field of Machine
Learning. There are many potential societal consequences of our work, none of which we
feel are negative.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: NA
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The license/copyright information of the code and dataset in this paper is clear.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The code of this paper is included in the supplementary.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: NA
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: NA
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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