
Thread of Thought Unraveling Chaotic Contexts

Anonymous ACL submission

Abstract

Large Language Models (LLMs) have ushered001
in a transformative era in the field of natu-002
ral language processing, excelling in tasks re-003
lated to text comprehension and generation.004
Nevertheless, they encounter difficulties when005
confronted with chaotic contexts (e.g., distrac-006
tors rather than long irrelevant context), lead-007
ing to the inadvertent omission of certain de-008
tails within the chaotic context. In response to009
these challenges, we introduce the “Thread of010
Thought” (ThoT) strategy, which draws inspi-011
ration from human cognitive processes. ThoT012
systematically segments and analyzes extended013
contexts while adeptly selecting pertinent in-014
formation. This strategy serves as a versatile015
“plug-and-play” module, seamlessly integrating016
with various LLMs and prompting techniques.017
In the experiments, we utilize the PopQA and018
EntityQ datasets, as well as a Multi-Turn Con-019
versation Response dataset (MTCR) we col-020
lected, to illustrate that ThoT significantly im-021
proves reasoning performance compared to022
other prompting techniques.023

1 Introduction024

Large Language Models (LLMs) represent a sig-025

nificant advancement in the field of artificial in-026

telligence. They have achieved notable accom-027

plishments in natural language understanding and028

generation (Brown et al., 2020; Wei et al., 2022).029

The development of LLMs has had a far-reaching030

impact, drawing significant attention in academia.031

These models demonstrate proficiency in a wide ar-032

ray of natural language processing tasks, including033

sentiment analysis (Zhang et al., 2023), machine034

translation (Moslem et al., 2023), and summariza-035

tion (Tam et al., 2023). Moreover, they exert a036

profound influence across various industries and037

offer promising solutions for intricate issues, such038

as aiding in legal consultations (Yue et al., 2023)039

and assisting in medical diagnostics (Wang et al.,040

2023a).041

With the growing complexity and diversity of 042

tasks demanding extensive information process- 043

ing and reasoning, particularly in the context of 044

Retrieval-Augmented Generation (RAG) (Lewis 045

et al., 2020) and conversational (Xu et al., 2022) 046

scenarios, the input text often comprises a wealth 047

of information from various sources, including user 048

queries, conversation history, external knowledge 049

bases, and more. This information may be inter- 050

connected or entirely unrelated. Moreover, the sig- 051

nificance of this information can fluctuate based 052

on the context, with certain pieces being critical 053

for addressing specific questions and others being 054

extraneous. This situation can aptly be character- 055

ized as a “Chaotic Context”. Similar to but distinct 056

from “Long Context”, “Chaotic Context” under- 057

scores the complexity and volume of information, 058

going beyond the mere length of the context. More- 059

over, Liu et al. (2023) found that existing LLMs of- 060

ten encounter difficulties in effectively identifying 061

relevant information from the context augmented 062

through retrieval, particularly when it is located in 063

the middle position. 064

Recent studies (Xu et al., 2023; Jiang et al., 065

2023) have proposed various solutions to enhance 066

the performance of LLMs in long-context sce- 067

narios, upon an intuition of input capacity opti- 068

mization. Xu et al. (2023) proposes a method to 069

compare and combine retrieval-augmentation and 070

long context extension for large language mod- 071

els (LLMs) on various long text tasks. How- 072

ever, this approach necessitates the retraining of 073

LLMs with positional interpolation. In addition, 074

Jiang et al. (2023) introduces LongLLMLingua, a 075

method that streamlines the input prompt by culling 076

irrelevant or redundant information. Nonetheless, 077

this method mandates the fine-tuning of auxiliary 078

models (e.g., LLaMA-7B (Touvron et al., 2023a)) 079

for prompt compression. The utility of these aux- 080

iliary models may prove insufficient in address- 081

ing unknown or intricate content, and it imposes 082
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Walk me through this context in manageable 

parts step by step, summarizing and 

analyzing as we go.

Let's think step by step.

Chain of Thought

As a content reviewer, I provide multiple retrieved passages about 

this question; you need to answer the question.

retrieved Passage 1 is: to introduce book vending machines, …

retrieved Passage 2 is: of the Carlsbad Decrees, it quickly …

retrieved Passage 3 is: It is at "Kreuzstrae 12", opposite …

retrieved Passage 4 is: house in Leipzig remained there, …

retrieved Passage 5 is: Delcam Delcam is a supplier of …

retrieved Passage 6 is: inhabitants are called recreinos. …

retrieved Passage 7 is: 'politically unreliable' writers like …

retrieved Passage 8 is: Recheio Recheio is the biggest …

retrieved Passage 9 is: via the Internet, large volumes of …

retrieved Passage 10 is: without needing to pay any royalties, …

Q: Where was Reclam founded?

{Prompting Method}

A:

Input

Thread of Thought

Prompting Method Reclam was founded by Anton Philipp Reclam. 

According to retrieved Passage 2, he founded his own 

publishing house called "Verlag des literarischen 

Museums" in Carlsbad, which quickly became a center of 

intellectual and literary circles.

According to retrieved Passage 2, Anton Philipp Reclam 

founded his own publishing …

In retrieved Passage 4, it is mentioned that the Reclam 

publishing house in Leipzig …

Finally, in retrieved Passage 7, it is stated that after the 

partition of Germany …

Therefore, Reclam was originally founded in Leipzig, 

Germany, and later moved its main office to Stuttgart.

Output

Output

Figure 1: Thread of Thought prompting enables large language models to tackle chaotic context problems. In the output
depicted, green text denotes the correct answer, while red text indicates the erroneous prediction.

limitations on the length of text that can be ef-083

fectively processed. Moreover, its non-end-to-end084

framework can lead to error propagation. In con-085

trast, chain-of-thought (CoT) prompting (Wei et al.,086

2022) can enhance a model’s reasoning ability with-087

out requiring any retraining or fine-tuning of LLMs.088

However, due to the massive amount of informa-089

tion contained within chaotic contexts, CoT still090

encounters information missing in reasoning, as091

shown in Figure 1.092

To address these challenges, we introduce the093

“Thread of Thought” (ThoT) strategy. ThoT, draw-094

ing inspiration from human cognitive processes, en-095

ables Large Language Models (LLMs) to methodi-096

cally segment and analyze extended contexts. This097

segmentation enhances the extraction of pertinent098

content for responding to queries. ThoT represents099

the unbroken continuity of ideas that individuals100

maintain while sifting through vast information,101

allowing for the selective extraction of relevant de-102

tails and the dismissal of extraneous ones. This103

balance of attention across a document’s sections104

is crucial for accurately interpreting and respond-105

ing to the information presented. Moreover, the106

stepwise analysis and summarization of segmented107

information improve comprehension over multiple108

paragraphs and protect LLMs against misleading109

yet seemingly relevant data.110

In comparison to existing methods that require111

complex multi-stage prompting (Zhou et al., 2023)112

or multi-path sampling (Wang et al., 2023b), ThoT113

is a simpler, more universal, and efficient solution.114

It integrates seamlessly as a “plug-and-play” mod-115

ule with various pre-trained language models and116

prompting strategies, avoiding complex procedures.117

ThoT not only improves LLMs’ performance in118

chaotic contexts but also enhances their reasoning119

abilities.120

To evaluate ThoT’s effectiveness in handling121

chaotic contextual information, we used long-tail 122

question answering datasets, specifically PopQA 123

(Mallen et al., 2023) and EntityQ (Sciavolino et al., 124

2021). These datasets feature knowledge often un- 125

familiar to large models, thereby reducing the im- 126

pact of their inherent knowledge retention on our re- 127

sults. Additionally, we construct a Multi-Turn Con- 128

versation Response (MTCR) dataset based on ev- 129

eryday conversations to further assess our method. 130

Comparative analyses with other prompting tech- 131

niques show that ThoT markedly improves reason- 132

ing performance, evidencing its effectiveness. We 133

also explored various prompts to determine optimal 134

prompting strategies. 135

2 Related Work 136

2.1 Long Context Large Language Models 137

Recent advancements in Large Language Models 138

(LLMs) have made significant strides in managing 139

extended contexts, moving beyond the limitations 140

of traditional pre-defined context windows. Ratner 141

et al. (2023) introduce the Parallel Context Win- 142

dows (PCW) method, which segments extensive 143

contexts into multiple windows, employing inde- 144

pendent attention mechanisms. Building on this 145

concept, Chen et al. (2023) facilitate substantially 146

longer context windows with minimal fine-tuning 147

by aligning position indices with the maximum po- 148

sition index from the pre-training phase. Moreover, 149

a different approach, LongNet, utilizes dilated at- 150

tention, allowing the attention field to expand expo- 151

nentially with distance (Ding et al., 2023). In addi- 152

tion, Xiao et al. (2023) underscore the phenomenon 153

of attention convergence, where maintaining the 154

Key-Value (KV) states of initial tokens significantly 155

enhances window attention performance. Lastly, 156

Press et al. (2022) introduce Attention with Linear 157

Biases (ALiBi), a method that biases the query- 158

key attention scores based on distance, achieving 159
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comparable perplexity to models trained on longer160

sequences. However, these methods predominantly161

concentrate on long contexts. In contrast, chaotic162

contexts are characterized by their overloaded in-163

formation, often cluttered with numerous similar164

and unrelated elements.165

2.2 Reasoning with Large Language Models166

Advancements in large language models (LLMs)167

have significantly impacted AI, notably in complex168

reasoning tasks. The enhancement of LLMs’ rea-169

soning capabilities is exemplified in (Wei et al.,170

2022), where Chain-of-Thought (CoT) prompting171

is introduced. This method improves arithmetic,172

common sense, and symbolic reasoning by gen-173

erating intermediate steps. Building on this, the174

Graph of Thoughts (GoT) framework conceptual-175

izes LLM outputs as graphs, leading to notable176

improvements in task performance and efficiency177

(Besta et al., 2023). Extending the CoT concept,178

Yao et al. (2023a) propose the Tree of Thoughts179

(ToT) framework, which has shown remarkable180

success in complex problem-solving tasks like the181

24-point game. In addition, Zhou et al. (2023) in-182

troduce the least-to-most prompting strategy, break-183

ing down complex problems into simpler sub-184

problems and showing effectiveness in tasks re-185

quiring advanced symbolic manipulation. Lastly,186

Yao et al. (2023b) explore non-linear thought pro-187

cesses through GoT reasoning, outperforming the188

linear CoT approach in both mathematical and fi-189

nancial problem datasets. However, these methods190

are effective but overlook chaotic context scenar-191

ios.192

2.3 Knowledge Following in Long Context193

LLMs can process extensive input contexts, but194

their performance significantly deteriorates when195

extracting relevant information buried in these con-196

texts, challenging their efficiency in managing long197

contexts (Liu et al., 2023). To address deploy-198

ing LLMs in streaming applications, Xiao et al.199

(2023) introduce the StreamingLLM framework,200

enabling LLMs with limited attention windows to201

handle indefinitely long sequences without addi-202

tional fine-tuning. Some study finds that retrieval203

augmentation enables a 4K context window LLM204

to equal the performance of a 16K context win-205

dow LLM fine-tuned with positional interpolation206

in long-context tasks, underscoring the potential of207

retrieval methods in augmenting LLM capabilities208

(Xu et al., 2023). Moreover, LongLLMLingua in-209

Reclam was originally founded 

in Leipzig

As a content reviewer, I provide multiple retrieved passages about 

this question; you need to answer the question.

retrieved Passage 1 is: to introduce book vending machines, …

retrieved Passage 2 is: of the Carlsbad Decrees, it quickly …

retrieved Passage 3 is: It is at "Kreuzstrae 12", opposite …

retrieved Passage 4 is: house in Leipzig remained there, …

retrieved Passage 5 is: Delcam Delcam is a supplier of …

retrieved Passage 6 is: inhabitants are called recreinos. …

retrieved Passage 7 is: 'politically unreliable' writers like …

retrieved Passage 8 is: Recheio Recheio is the biggest …

retrieved Passage 9 is: via the Internet, large volumes of …

retrieved Passage 10 is: without needing to pay any royalties, …

Q: Where was Reclam founded?

Walk me through this context in manageable parts step by step, 

summarizing and analyzing as we go.

A:

Input

According to retrieved Passage 2, Anton Philipp Reclam founded 

his own publishing …

In retrieved Passage 4, it is mentioned that the Reclam publishing 

house in Leipzig …

Finally, in retrieved Passage 7, it is stated that after the partition of 

Germany …

Therefore, Reclam was originally founded in Leipzig, Germany, 

and later moved its main office to Stuttgart.

First Output

Therefore, the answer:

Second Output

Figure 2: Thread of Thought for zero-shot reasoning.

troduces prompt compression to improve LLMs’ 210

key information perception, significantly boosting 211

performance (Jiang et al., 2023). 212

3 Methodology 213

We present an innovative method for template- 214

based prompting that is specifically designed to 215

enhance Thread of Thought (ThoT) reasoning. This 216

novel strategy stands distinct from the traditional 217

chain of thought prompting (Wei et al., 2022), adept 218

at navigating through disordered contexts in which 219

the information may be either interwoven or dis- 220

parate. ThoT prompting can be seamlessly inte- 221

grated with a variety of existing language mod- 222

els and prompting techniques, offering a modular 223

“plug-and-play” improvement that eliminates the 224

need for elaborate prompting strategies or sampling 225

methods. Our approach’s underlying principle is 226

both simple and efficient, as exemplified in Fig- 227

ure 2: inserting “Walk me through this context in 228

manageable parts step by step, summarizing and an- 229

alyzing as we go” into the prompt facilitates ThoT 230

reasoning. 231

As illustrated in Figure 2, in contrast to Chain 232

of Thought (CoT) prompting, which struggles with 233

complex and chaotic contexts, ThoT prompting 234

adeptly maintains the logical progression of rea- 235

soning without being overwhelmed. While prompt 236

compressors and similar strategies have sought to 237

address these complexities, they often underper- 238
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form with unfamiliar or particularly complex mate-239

rial and typically necessitate significant modifica-240

tions to the Large Language Models (LLMs), such241

as retraining or fine-tuning with additional datasets242

(Xu et al., 2023; Jiang et al., 2023). ThoT, however,243

not only effectively manages chaotic contexts but244

also simplifies the prompting process, requiring245

just two prompting efforts compared to CoT.246

3.1 First Step: Initiating the Reasoning247

The initial prompt is designed to guide the LLM248

through an analytical dissection of the context, us-249

ing the directive “Walk me through this context in250

manageable parts step by step, summarizing and251

analyzing as we go”. Specifically, we employ a252

template that incorporates the chaotic context X253

and query Q into the prompt P as “[X] Q: [Q] [T]254

A:”, where [T] denotes the trigger sentence t that255

initiates the reasoning process. For instance, utiliz-256

ing “Walk me through this context in manageable257

parts step by step, summarizing and analyzing as258

we go” as the trigger, the prompt P becomes “[X]259

Q: [Q] Walk me through this context in manageable260

parts step by step, summarizing and analyzing as261

we go. A:”. This prompted text P is then inputted262

into an LLM, which generates the subsequent sen-263

tences Z. This procedure is modeled after the cog-264

nitive strategies humans employ when confronted265

with complex information, breaking it down into266

digestible segments, distilling key points, and nav-267

igating through the material with sustained focus.268

This incremental method fosters a more structured269

and coherent line of reasoning, proving particularly270

advantageous in chaotic contexts.271

3.2 Second Step: Refining the Conclusion272

The second prompt builds upon the structured273

reasoning established earlier, employing another274

prompt to distill the analysis into a definitive an-275

swer. By leveraging the organized thought se-276

quence initiated by the first prompt, this step aims277

to succinctly capture the essence of the conclusion.278

Specifically, we use a simple template to combine279

the initial prompted text P, the response Z, and the280

conclusion marker [A], as in “[P] [Z] [A]”, where281

[A] signifies the trigger sentence designed to extract282

the answer, such as “Therefore, the answer:”. This283

extraction prompt perpetuates the thought process,284

prompting the model to sift through the analysis285

and isolate the principal conclusion as the final an-286

swer. The prompt’s design is a deliberate tactic to287

sharpen the model’s focus, fostering precision and288

As a writer, your task is to continue the following dialogue. Start by 

inferring the possible current situation of Speaker 2 based on their persona. 

Then, have Speaker 1 ask a question that indirectly alludes to Speaker 2's 

situation without directly mentioning the words from their persona. Finally, 

Speaker 2 should respond, incorporating his persona into the answer.

These are the conversations of the two speakers:

{Conversation}

These are the personas of the speaker 2:

{Speaker2’s personas}

Please continue the above conversation, with one persona,  one response 

from Speaker 1 and one response from Speaker 2. Think step-by-step, then 

explain.

The final output includes the persona and dialogue between speaker 1 and 

speaker 2 in the following format:

Persona: {persona}

S1: {response1}

S2: {response2} 

Generate Responds Based on Conversation and Persona

Extract Responds From Generated Conversation

Figure 3: Prompt for MTCR Dataset Construction.

explicitness in the response. 289

This two-tiered prompting system effectively ad- 290

dresses the limitations of prior methods while ob- 291

viating the need for intensive model retraining or 292

complex modifications. Our methodology not only 293

enhances the model’s capacity to navigate chaotic 294

contexts but also more closely aligns its reasoning 295

processes with human cognitive patterns. 296

4 Experiments 297

4.1 Experimental Settings 298

Dataset. We evaluated our method across two 299

chaotic context scenarios: retrieval-augmented gen- 300

eration and multi-turn conversation response. Our 301

assessment utilized three datasets: the PopQA 302

dataset (Mallen et al., 2023), the EntityQ dataset 303

(Sciavolino et al., 2021), and our own Multi-Turn 304

Conversation Response (MTCR) dataset. Specifi- 305

cally, the PopQA and EntityQ datasets, designed 306

to contain long-tail knowledge, were chosen to 307

minimize interference from the extensive internal 308

knowledge of large models, thereby facilitating a 309

more effective comparison of different methodolo- 310

gies. Distinct from the original PopQA and EntityQ 311

datasets, we randomly selected a test set of 1,000 312

samples for our analysis. For the evaluation of the 313

PopQA and EntityQ datasets, we adhered to the 314

original datasets’ metric, namely the exact match 315

(EM). Furthermore, the MTCR dataset, used to 316

assess multi-turn conversation response, was de- 317

veloped based on the Multi-Session Chat (MSC) 318

dataset (Xu et al., 2022). The dataset construc- 319

tion involved sequentially using two prompts, as 320

shown in Figure 3. The input of prompts is the 321

MSC dataset’s conversation and Speaker2’s per- 322

sona to generate a response for Speaker1. During 323

the inference phase, the model was required to 324
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consider the multi-turn conversation contextual de-325

tails mentioned previously to generate a response326

for speaker2, coping with the response created for327

speaker1. Following this, a manual screening pro-328

cess was conducted to eliminate samples that did329

not meet certain criteria, such as persona content330

leakage and irrelevance to the context or persona,331

culminating in a refined selection of 304 samples.332

For the MTCR dataset’s evaluation, we merge the333

persona as a known condition along with the model-334

generated response for Speaker2 in the prompt, as335

depicted in Figure 7, and then pass them into GPT-336

4 (OpenAI, 2023), obtaining scoring. The scor-337

ing metrics include Relevance, Accuracy, and Per-338

sona, as well as their Average. Detailed assessment339

methodologies are provided in the Appendix A.340

Prompt. In the experimental comparison, we341

consider four distinct prompts for retrieval-342

augmented generation. (1) “Vanilla” entails using343

the instruction and question as the prompt without344

providing any retrieval results, i.e., “{instruction}345

{question}.”. (2) “Retrieval” includes retrieval re-346

sults within the prompt, formatted as “{instruction}347

{retrieval results} {question}.”. (3) “CoT” (Chain348

of Thought) incorporates the retrieval results and349

appends the phrase “Let’s think step by step” to350

the instruction and question, resulting in “{instruc-351

tion} {retrieval results} {question} Let’s think step352

by step.”. (4)“ThoT” (Thought-by-Thought) also353

integrates retrieval results and follows a more de-354

tailed prompt structure: “{instruction} {retrieval355

results} {question} Walk me through this context356

in manageable parts step by step, summarizing357

and analyzing as we go.”. For the MTCR dataset,358

we employ only the “Vanilla”, “CoT”, and “ThoT”359

prompts. Their formats are, respectively: “{instruc-360

tion} {conversation}”, “{instruction} Let’s think361

step by step. {conversation}”, and “{instruction}362

Walk me through this context in manageable parts363

step by step, summarizing and analyzing as we go.364

{conversation}”.365

Language models. We evaluated four large-scale366

language models: GPT-3.5-turbo (Schulman et al.,367

2022), GPT-4 (OpenAI, 2023), LLaMA 2 Chat368

(Touvron et al., 2023b), and Vicuna (Chiang et al.,369

2023). Due to the GPT-3.5-turbo and GPT-4 are not370

open-source, the details of their model parameters371

remain undisclosed. For the LLaMA 2 Chat model,372

we utilized variants with 7B, 13B, and 70B param-373

eters in our experiments. Similarly, versions with374

7B, 13B, and 33B parameters of the Vicuna model375

Method GPT-3.5-turbo LLaMA 2 Chat (70B)

Vanilla 0.398 0.330
Retrieval 0.475 0.510
Compression1 0.489 0.517
CoT 0.482 0.525
ThoT 0.574 0.561

Table 1: Performance Comparison on PopQA.

Method GPT-3.5-turbo LLaMA 2 Chat (70B)

Vanilla 0.497 0.430
Retrieval 0.512 0.522
Compression 0.528 0.539
CoT 0.517 0.547
ThoT 0.565 0.559

Table 2: Performance Comparison on EntityQ.

were employed. Sampling from these models was 376

conducted using a greedy decoding strategy. 377

4.2 Results 378

Tables 1 and Tables 2 show the performance of 379

retrieval-augmented generation. In PopQA and En- 380

tityQ datasets, we notice a consistent pattern where 381

the Thought-by-Thought (ThoT) prompt configu- 382

ration outperforms the other methods. The intro- 383

duction of CoT also demonstrates a positive effect, 384

indicating that prompting models to follow a me- 385

thodical problem-solving approach can improve 386

performance metrics. The Compression method 387

compresses the passages retrieved before introduc- 388

ing them to the large language model for inference. 389

The compression results effectiveness suggests that 390

reducing the many irrelative informational allows 391

the model to process the most salient content. It 392

is particularly noteworthy that ThoT exhibits a 393

marked improvement in results over the CoT con- 394

figuration, highlighting the efficacy of stepwise 395

contextual processing in enhancing the quality of 396

generated responses. In Tables 3, a similar trend 397

emerges. ThoT retains its lead, suggesting that its 398

detailed prompt structure, which encourages sum- 399

marizing and analyzing information in a structured 400

manner, is particularly effective in complex con- 401

versational contexts. It underscores the importance 402

of a methodical breakdown of context in generat- 403

ing relevant, accurate, and persona-consistent re- 404

sponses. The structured approach of ThoT prompts, 405

which guide the model through a detailed, step-by- 406

step analysis, consistently yields the best perfor- 407

mance across chaotic contexts. 408

1https://python.langchain.com/docs/modules/
data_connection/retrievers/contextual_
compression
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Method GPT-3.5-turbo LLaMA 2 Chat (70B)

Relevance Accuracy Persona Average Relevance Accuracy Persona Average

Vanilla 3.211 3.135 3.345 3.230 2.819 2.901 2.914 2.878
CoT 3.352 3.220 3.349 3.307 2.783 2.806 2.882 2.823
ThoT 3.849 3.921 3.645 3.805 3.158 3.295 3.268 3.240

Table 3: Performance Comparison on MTCR dataset.

Method PopQA EntityQ

GPT-4 GPT-3.5-turbo LLaMA 2 Chat (70B) GPT-4 GPT-3.5-turbo LLaMA 2 Chat (70B)

Vanilla 0.430 0.391 0.314 0.405 0.405 0.369
Retrieval 0.360 0.477 0.430 0.571 0.560 0.643
CoT 0.442 0.465 0.558 0.560 0.583 0.667
ThoT 0.651 0.674 0.663 0.643 0.667 0.702

Table 4: Study of “Lost in Middle” in PopQA and EntityQ.

No. Template EM

1 Let’s read through the document section by section, analyzing each part carefully as we go. 0.43
2 Take me through this long document step-by-step, making sure not to miss any important details. 0.47

3 Divide the document into manageable parts and guide me through each one, providing insights as we move 0.51along.
4 Analyze this extensive document in sections, summarizing each one and noting any key points. 0.47
5 Let’s go through this document piece by piece, paying close attention to each section. 0.50
6 Examine the document in chunks, evaluating each part critically before moving to the next. 0.49
7 Walk me through this lengthy document segment by segment, focusing on each part’s significance. 0.52
8 Let’s dissect this document bit by bit, making sure to understand the nuances of each section. 0.45
9 Systematically work through this document, summarizing and analyzing each portion as we go. 0.45

10 Navigate through this long document by breaking it into smaller parts and summarizing each, so we don’t 0.48miss anything.
11 Let’s explore the context step-by-step, carefully examining each segment. 0.44
12 Take me through the context bit by bit, making sure we capture all important aspects. 0.49
13 Let’s navigate through the context section by section, identifying key elements in each part. 0.47
14 Systematically go through the context, focusing on each part individually. 0.46
15 Let’s dissect the context into smaller pieces, reviewing each one for its importance and relevance. 0.47
16 Analyze the context by breaking it down into sections, summarizing each as we move forward. 0.49
17 Guide me through the context part by part, providing insights along the way. 0.52
18 Examine each segment of the context meticulously, and let’s discuss the findings. 0.44
19 Approach the context incrementally, taking the time to understand each portion fully. 0.42
20 Carefully analyze the context piece by piece, highlighting relevant points for each question. 0.47
21 In a step-by-step manner, go through the context, surfacing important information that could be useful. 0.53
22 Methodically examine the context, focusing on key segments that may answer the query. 0.45
23 Progressively sift through the context, ensuring we capture all pertinent details. 0.46
24 Navigate through the context incrementally, identifying and summarizing relevant portions. 0.48
25 Let’s scrutinize the context in chunks, keeping an eye out for information that answers our queries. 0.42
26 Take a modular approach to the context, summarizing each part before drawing any conclusions. 0.47
27 Read the context in sections, concentrating on gathering insights that answer the question at hand. 0.48
28 Proceed through the context systematically, zeroing in on areas that could provide the answers we’re seeking. 0.49

29 Let’s take a segmented approach to the context, carefully evaluating each part for its relevance to the 0.39questions posed.
30 Walk me through this context in manageable parts step by step, summarizing and analyzing as we go. 0.55

Table 5: Prompt Selection Analysis.

4.3 Lost in Middle409

As shown in Table 4, we delves into the phenomena410

termed “Lost in Middle” (Liu et al., 2023), where411

the focus is to examine the performance of vari-412

ous models on two different question-answering413

datasets, PopQA and EntityQ. The presented re-414

sults draw a comparison between four methodolo-415

gies: Vanilla, Retrieval, Chain of Thought (CoT),416

and Theory of Mind (ThoT), as applied to three417

advanced language models: GPT-4, GPT-3.5-turbo, 418

and LLaMA 2 Chat (70B). 419

Performance on PopQA : The results indicate 420

that ThoT significantly outperforms the other meth- 421

ods across all three models. With GPT-4 lead- 422

ing at a score of 0.651, closely followed by GPT- 423

3.5-turbo and LLaMA 2 Chat (70B) at 0.674 and 424

0.663, respectively. This suggests that ThoT’s ad- 425

vanced technique, potentially incorporating more 426
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Figure 4: PopQA performance on different scales of LLaMA
2 and Vicuna.

nuanced understandings of context and reasoning,427

has a definitive edge in handling the complexities of428

PopQA. The Vanilla approach yields moderate per-429

formance with GPT-4, which surpasses the scores430

of the other two models, hinting at the superior431

reasoning capabilities of the latest model iteration.432

Performance on EntityQ : Similar to PopQA,433

the ThoT methodology again tops the charts, in-434

dicating its robustness across different datasets.435

GPT-4’s performance, while still the highest in436

the Vanilla method, sees a significant jump to437

0.643 when applying ThoT, suggesting a better438

synergy between GPT-4’s capabilities and ThoT’s439

advanced reasoning framework. Notably, the Re-440

trieval method showcases a stark improvement over441

Vanilla for all models, with LLaMA 2 Chat (70B)442

achieving the highest score of 0.643.443

4.4 Impact of Model Scale444

As shown in Figure 4, results demonstrate a clear445

correlation between the scale of the model and its446

performance across different prompting strategies.447

As we scale up from 7 billion parameters to 70448

billion parameters in the LLama2, there is a notice-449

able increase in the EM scores across all prompt450

configurations. The same trend is observed with451

the Vicuna model. This increase corroborates the452

hypothesis that larger models have a greater capac-453

ity for understanding and generating accurate re-454

sponses. The Thought-by-Thought (ThoT) configu-455

ration maintains a lead in performance at all model456

sizes, which demonstrates ThoT prompts appear to457

leverage the model’s capabilities more efficiently,458

regardless of model size. In addition, the exper-459

imental data suggests that model scale positively460

impacts the performance of retrieval-augmented461

generation methods, with prompts such as CoT and462

ThoT showing the most significant benefits. This463

trend underscores the importance of prompt design464

in harnessing the full potential of large language465

models. 466

4.5 Prompt Selection 467

The prompt analysis, as depicted in Table 5, re- 468

veals strategic variations in phrasing that have a 469

direct impact on the performance of the language 470

models, as indicated by the Exact Match (EM) 471

scores. The prompts are designed to guide the 472

model through the process of analyzing a document 473

or context systematically and step by step. A com- 474

mon theme among the more successful prompts, 475

particularly those with EM scores above 0.50, is 476

the explicit instruction to the model to not only 477

analyze each part of the document but also to sum- 478

marize and note key insights as it progresses. For 479

instance, prompts that instructed the model to sum- 480

marize each section and not miss important de- 481

tails, such as prompt 2 and prompt 4, resulted in 482

higher EM scores. Prompts that encouraged a more 483

granular approach, directing the model to focus 484

on individual parts and their significance or rel- 485

evance, also performed well. This is evidenced 486

by prompt 14, which achieved a relatively high 487

EM score. The more detailed the instruction for 488

the model to dissect and analyze the context, the 489

better the model performed. Conversely, prompts 490

that were less directive or less structured, such as 491

prompt 29, tended to result in lower EM scores. 492

This suggests that models benefit from clear, spe- 493

cific, and action-oriented instructions that leave 494

little room for ambiguity in the analytical process. 495

The highest-scoring prompt, number 30, combines 496

several elements of successful prompts. It asks the 497

model to manage the complexity by breaking it 498

down into parts, which implies a thorough analy- 499

sis, and also to summarize and analyze, indicating 500

an active engagement with the material that goes 501

beyond mere reading or passive understanding. In 502

summary, the results suggest that prompts that are 503

structured to enforce a detailed analytical process, 504

encouraging step-by-step dissection, summariza- 505

tion, and critical evaluation, lead to better model 506

performance. 507

4.6 Case Study 508

The case study presented in Figure 5 shows a com- 509

parative analysis between the CoT and ThoT in 510

PopQA. CoT only stated that the passages con- 511

tained information about various bands without 512

specifying the genre of “The Red Hearts”. This il- 513

lustrates a potential limitation of the CoT approach: 514

it might not effectively synthesize information from 515
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As a content reviewer, I provide multiple retrieved passages about this question; you need to answer the 

question.
  

retrieved Passage 1 is: The Red Romance The Red Romance is a New York City band formed in late 

2006. …

retrieved Passage 2 is: live show. In November 2006 Cardenas left the band to play in the Portland…

retrieved Passage 3 is: A Tribe Called Red A Tribe Called Red (often abbreviated as ATCR) is a …

retrieved Passage 4 is: barbershop to rock and roll. Scottish folk-rock band Runrig have made …

retrieved Passage 5 is: Cagg did shows in West Germany (Bonn & Frankfurt). In September Abby 

Hick…\ 

retrieved Passage 6 is: The Red Hearts The Red Hearts are a garage punk band from Los Angeles, …

retrieved Passage 7 is: drums Adam Chilenski – bass, backing vocals The Red Romance The Red 

Romance …

retrieved Passage 8 is: April 2008. Pops is a former member of the … The Red Hearts are a garage punk 

band…

retrieved Passage 9 is: stage by two additional musicians : Ronan Le Bars (bagpipes, whistles), (Dan Ar 

Braz …

retrieved Passage 10 is: Red (band) Red (also stylized R3D or RED) is an American rock band from 

Nashville, …

Q: What type of music does The Red Hearts play?

{Prompting Method}

A:

Input

The retrieved passages provide information about various bands, but none specifically state the type of 

music that The Red Hearts play. Therefore, we cannot determine the type of music that The Red Hearts 

play based on the given information.

The passages retrieved for The Red Hearts provide information about the band's formation, members, 

and musical style. 

Passage 2 mentions that The Red Hearts went through a series of drummers, including Eric Tretbar and 

Justino Polimeni, before Kirk Podell joined as the current drummer. The band embarked on a tour of the 

Southern States.

According to Passage 6, The Red Hearts, a garage punk band, were formed in 2004 by Lenny Pops after 

the breakup of his previous band, The Snakes. The band was described as a minimal mod/punk three-

piece. They played local shows in Los Angeles and Long Beach.

Passage 8 states that Lenny Pops, the founder of The Red Hearts, was a former member of the Brian 

Jonestown Massacre and played with Blake Miller of Moving Units in a band called Spectacle. The Red 

Hearts are a garage punk band.

Based on these passages, The Red Hearts can be described as a garage punk band with mod and punk 

influences. They have gone through various drummers and have toured extensively. Lenny Pops, the 

founder, has a background in other bands like The Snakes and Spectacle.

CoT Output

ThoT Output

Figure 5: Case Study between Our Thot and CoT Method.

As a content reviewer, I provide multiple retrieved passages about this question; you need to answer the question.

retrieved Passage 1 is: claims that ever since her father‘s death she has been …

retrieved Passage 2 is: …Andi Eigenmann is his daughter with actress Jaclyn Jose...

retrieved Passage 3 is: several tokens (e.g., a lock of hair, some black beads …

retrieved Passage 4 is: 2017, he took part in the German TV series " Let's Dance…

retrieved Passage 5 is: engaged. When Jorja Fox decided to leave the show, …

retrieved Passage 6 is: as well as in the 420 discipline in 2007 and 2008. …

retrieved Passage 7 is: to be to transfix a man with a harpoon. Grissom …

retrieved Passage 8 is: Rivera on June 1, 2009. The next year, Rivera …

retrieved Passage 9 is: the relationship, saying that it was in her best interest. …

retrieved Passage 10 is: Sidle and Grissom were interested in each other …

Q: Who is Mark Gil married to?

Walk me through this context in manageable parts step by step, summarizing and analyzing as we go.

A:

Input

The question is about Mark Gil and who he is married to. Mark Gil is mentioned in 

retrieved Passage 2 and retrieved Passage 8. 

In retrieved Passage 2, it is mentioned that Mark Gil was married to Maricar Jacinto in 

1996 and they had one child named Stephanie. However, this passage does not provide 

any information about Mark Gil's current marital status or who he is currently married to. 

In retrieved Passage 8, it is not mentioned who Mark Gil is married to. Instead, this 

passage provides information about his previous marriages and divorces. It states that he 

was previously married to a woman named Elisabeth Rivera in 2009, but they divorced 

in 2011. It also mentions that he later married Kim Perks in 2012 and they had a 

daughter in 2014. This passage does not provide any information on Mark Gil's current 

marital status or who he is currently married to.

Therefore, based on the provided information, it is not possible to determine who Mark 

Gil is currently married to.

Output

Figure 6: Error Analysis for Our Thot Method.

multiple sources when the answer is not explicitly516

stated but rather needs to be inferred from the given517

data. On the contrary, the ThoT method success-518

fully identified that “The Red Hearts play garage519

punk music”. This outcome showcases the strength520

of the ThoT approach. ThoT is adept at synthe-521

sizing and correlating information across multiple522

pieces of text. It pieced together relevant details523

from passages 6 and 8, noting that “The Red Hearts”524

were described as “a garage punk band”.525

4.7 Error Analysis526

From Figure 6, the ThoT method can not conclude527

the answer for this case. The passage stating, “Andi528

Eigenmann is his daughter with actress Jaclyn Jose”529

holds the key to the correct inference that Mark Gil530

was married to Jaclyn Jose. The ThoT method’s531

failure to make this inference suggests that while532

the model is adept at extracting explicit informa-533

tion, it struggles with implicit reasoning that re-534

quires understanding nuanced relationships. The535

oversight may be attributed to the model’s inferen-536

tial reasoning capabilities, specifically regarding537

relationship inference—a known shortcoming in538

large models as also identified in prior research539

(Berglund et al., 2023). The case study highlights540

the need for models to not only parse and sum-541

marize information but also engage in a level of542

deductive reasoning that resembles human cogni-543

tion. Therefore, enhancing the model’s ability to 544

infer and reason about entity relationships is very 545

important. 546

5 Conclusion 547

This paper presented the “Thread of Thought” 548

(ThoT) strategy, a novel approach designed to en- 549

hance the performance of Large Language Mod- 550

els (LLMs) in processing chaotic contextual infor- 551

mation. ThoT, inspired by human cognitive pro- 552

cesses, significantly improves the ability of LLMs 553

to segment and analyze extended contexts. We 554

compared ThoT with existing methods, which of- 555

ten require complex retraining, fine-tuning, or are 556

limited in their ability to handle large volumes of 557

intricate information. ThoT, in contrast, offers a 558

more straightforward and efficient solution. It acts 559

as a “plug-and-play” module, seamlessly integrat- 560

ing with various pre-trained language models and 561

prompting strategies without necessitating com- 562

plex procedures. The effectiveness of ThoT was 563

rigorously tested using long-tail question answer- 564

ing datasets, such as PopQA and EntityQ, and a 565

Multi-Turn Conversation Response dataset based 566

on everyday conversations. The results from these 567

evaluations were clear: ThoT not only excelled in 568

handling chaotic contexts but also enhanced the 569

reasoning capabilities of LLMs. 570
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Limitations571

Despite the strides made in this research, the effec-572

tiveness of ThoT, like other LLM strategy, is fun-573

damentally constrained by the quality and scope574

of the training data. If the model has not been575

exposed to domain-specific knowledge during its576

training phase, its performance in a unique do-577

main may be compromised. This limitation is578

particularly poignant when dealing with domain-579

specific queries, where specialized knowledge is580

paramount.581
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Assessment of the Quality of Generated Speaker2's Response

Conversation Content: 
{conversation}

Generated Respond: 
{generated speaker2's response}

Persona:
{speaker2's persona}

Comprehensive Evaluation Guide:
Score each of the following three criteria separately.

Relevance:
- 1 point: Not relevant; the response does not relate to Speaker1's dialogue.
- 2 points: Slightly relevant; the response touches on the subject but misses key 
points or deviates significantly.
- 3 points: Somewhat relevant; the response is related to Speaker1's dialogue but 
may miss some nuances or details.
- 4 points: Relevant; the response is on topic and addresses most points made by 
Speaker1.
- 5 points: Highly relevant; the response is fully on topic, directly addresses all 
elements of Speaker1's dialogue.

Accuracy:
- 1 point: Inaccurate; the response contains significant errors or shows 
misunderstanding of the topic.
- 2 points: Somewhat inaccurate; the response contains multiple errors, though it 
grasps the basic idea.
- 3 points: Moderately accurate; the response has minor errors but generally 
understands the topic.
- 4 points: Mostly accurate; the response contains minimal, inconsequential errors.
- 5 points: Fully accurate; the response is free from errors and fully understands 
the topic.

Persona Representation:
- 1 point: No representation; Speaker2's persona is not reflected in the response.
- 2 points: Weak representation; Speaker2's persona is hinted at but largely absent 
or incorrect.
- 3 points: Adequate representation; Speaker2's persona is present but some traits 
may be missing or not fully captured.
- 4 points: Strong representation; Speaker2's persona is clear and most traits are 
well represented.
- 5 points: Full representation; Speaker2's persona is fully and accurately 
portrayed throughout the response.

Example Output Form:

Score:
Relevance Score: {score}
Accuracy Score: {score}
Persona Representation Score: {score}

Scoring Rationale:
Relevance Score: {scoring rationale}
Accuracy Score: {scoring rationale}
Persona Representation Score: {scoring rationale}

Generate Responds Based on Conversation and Persona

Figure 7: Prompt Evaluation Metric for MTCR Dataset.
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