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Abstract
Hallucination remains a barrier to deploying gen-
erative models in high-consequence applications.
This is especially true in cases where external
ground truth is not readily available to validate
model outputs. This situation has motivated the
study of geometric signals in the internal state of
an LLM that are predictive of hallucination and
require limited external knowledge. Given that
there are a range of factors that can lead model
output to be called a hallucination (e.g., irrele-
vance vs incoherence), in this paper we ask what
specific properties of a hallucination these geomet-
ric statistics actually capture. To assess this, we
generate a synthetic dataset which varies distinct
properties of output associated with hallucination.
This includes output correctness, confidence, rel-
evance, coherence, and completeness. We find
that different geometric statistics capture different
types of hallucinations. Along the way we show
that many existing geometric detection methods
have substantial sensitivity to shifts in task do-
main (e.g., math questions vs. history questions).
Motivated by this, we introduce a simple normal-
ization method to mitigate the effect of domain
shift on geometric statistics, leading to AUROC
gains of +34 points in multi-domain settings.

1. Introduction
Developing efficient and effective methods for detecting
hallucinations is currently a major need for the larger goal
of achieving reliable and responsible generative models
(Huang et al., 2025). Proposed approaches come in a
range of flavors, from methods that validate large langauge
model’s (LLM’s) output using external data sources (Lewis
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et al., 2020; Asai et al., 2023), to methods that validate us-
ing a set of distinct judge LLMs (Jacovi et al., 2025; Zheng
et al., 2023), to methods that use the consistency of a par-
ticular output as a signal for factual accuracy (Chen et al.,
2024; Manakul et al., 2023). One family of methods that is
particularly attractive is those that use signals extracted from
model internals such as token representations in the residual
stream or attention maps to detect when output is likely to
be a hallucination. Though sometimes requiring labeled
data upfront (Azaria & Mitchell, 2023; Orgad et al., 2024),
these methods are often compute efficient to run and do not
require external knowledge at inference time. Since model
internals tend to be high-dimensional and not intrinsically
interpretable, it has been common to leverage geometric
or information-theoretic statistics in detection frameworks
(Sriramanan et al., 2024; Du et al., 2024; Yin et al., 2024).

However, hallucinations can come in many forms and be
characterized in several ways (Huang et al., 2025). What
aspect of a hallucination a particular method is flagging re-
mains mostly unexplored. In this paper we try to answer the
question: what characteristics of a hallucination do popular
geometric detection methods actually capture? Specifically,
we programmatically generate user prompts and model re-
sponses which exhibit different properties of a hallucination
within different domains. We then run these prompts and re-
sponses through the model and extract hidden states within
a teacher forcing framework (Sutton, 1988). As the model
has no ‘awareness’ that it did not actually generate these
responses, we can take these hidden states as a reasonable
surrogate for natural model hallucinations.

Surprisingly, we find that different geometric properties of
hidden states tend to correlate to varying degrees with differ-
ent flavors of hallucinations. For instance, hidden score and
attention score are sensitive to irrelevant responses while
matrix entropy is sensitive to incoherent responses. This
suggests that existing taxonomies of hallucination may be
describable in the geometry of their representations. In
the process of running these experiments, we note another
important factor impacting detection effectiveness: the ques-
tion domain (aligning with prior work on probes in (Liu
et al., 2024)). For example, when detector evaluations in-
volve multiple domains, the statistic variance across do-
mains is significantly larger than the detection margin, harm-
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ing performance. We introduce a method to mitigate the
impact of domain shift using difference testing, leading to
detector AUROC increases of +34 points in multi-domain
settings. In summary, our work provides the following con-
tributions: (1) We introduce a dataset to study the response
of geometric statistics to hallucinated responses of various
types: (factual) incorrectness, (verbal) confidence, irrele-
vance, incoherence, and incompleteness. (2) We analyze the
responses of geometric statistics to hallucinations of various
types and severities across three domains. In the process
of doing this we identify domain shift as a key challenge
for these metrics. (3) To address this we propose a simple
normalization method to mitigate the effect of domain shift
on geometric statistics, leading to a +34 point increases in
AUROC when detecting hallucinations across domains.

2. Geometric Hallucination Detection Metrics
Hallucination detectors that utilize the internals of an LLM
tend to either operate on the sequence of token representa-
tions found in the residual stream or on the attention maps
extracted from multihead attention. Here we review the
three such methods that we use in the experiments in Sec-
tion 3.

Hidden Score: Let Hl be the m × d matrix formed by
the sequence of d-dimensional hidden representations of m
tokens following layer l in the LLM residual stream. Let
Gl := HlH

T
l be the corresponding Gram matrix for Hl.

(Sriramanan et al., 2024) defined the hidden score at layer l
to be the sequence-normalized log determinant of Gl:

HSl(x) =
1

m
log det (Gl) =

1

m

m∑
i=1

log λi, (1)

where λi is the i-th eigenvalue of Gl. The hidden score can
be interpreted as the log volume of the parallelpiped formed
by columns of Hl. Hallucinations are associated with larger
volumes, indicating a more diffuse representation.

Though it has not been used specifically to detect halluci-
nations, the matrix entropy (ME) of Gl was used in (Skean
et al., 2025) to study the information content of LLM inter-
nal representations and is a natural statistic to characterize
a sequence of hidden activation vectors. Matrix entropy is
parameterized by a non-negative real-number α. We use the
version obtained by letting α → 1 which is equivalent to
Shannon entropy1:

1Matrix entropy uses the α-Renyi entropy which generalizes
several information-theoretic statistics including Shannon entropy.
For instance, when α = 2, α-Renyi entropy corresponds to von
Neumann entropy.

MEl(x) = −
m∑
i=1

qi log qi, qi =
λi

trace(Gl)
. (2)

The matrix entropy provides another way of measuring how
diffuse a sequence of token representations is.

Auto-regressive LLMs often employ causal self-attention.
The corresponding attention maps are lower triangular and
non-negative. Hence, the log determinant of the i-th atten-
tion map at layer l, Ai

l , is simply the sum of log entries along
the diagonal. Introduced by (Sriramanan et al., 2024), the
attention score is the sequence-normalized log determinant
for each of the n attention heads:

ASl =
1

mn

n∑
i=1

m∑
j=1

log(Ai
l)j,j . (3)

Informally, the attention score measures how much each
token attends to itself. Experimentally, hallucinations are
associated with higher attention scores.

3. What do Geometric Statistics Measure?
We design an experiment to study the responses of geometric
statistics to various hallucination types and levels of severity.

Dataset Design Our dataset contains correct question and
(numeric) answer (QA) pairs belonging to three domains:
math (multiplication of positive integers), history (year
of event, CE), and counting (number of times a word
appears in a sequence). We use the QA pairs to gen-
erate prompt and response (PR) pairs. The PR pairs
follow a template consisting of a prompt question,
response question, conf mod (confidence modi-
fier), answer, and answer offset. The template is:

P: “{prompt question}” “What is 46× 53?”

R: “The answer to ‘{response question}’ is
{conf mod} {answer + answer offset}.”

“The answer to ‘What is 46× 53?’ is 2438.”

Given a QA pair (a response question and
an answer), the baseline, correct PR sequence
consists of a prompt question which is the
response question, a conf mod set to “”, and
an answer offset set to 0. We craft hallucinations by
modifying the template in the following ways:

(Factual) Incorrectness: Assign a non-zero integer to
answer offset, causing the response to be incorrect.
Larger magnitude integers are used to simulate more severe
hallucination.
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(Under-) Confidence: Insert a verbal confidence modifier in
place of conf mod e.g., “probably” or “maybe”.

Irrelevance: Sample a prompt question which is
different from response question. A cross-domain
prompt question (as opposed to intra-domain) simu-
lates a more severe hallucination.

Incoherence: Repeat the response (R) multiple times while
changing answer offset. More repetitions with incon-
sistent responses simulate stronger hallucinations.

Incompleteness: Terminate the response (R) early with an
end-of-text token. Earlier termination simulates more severe
hallucination.

Data Recording We collect the LLM’s intermediate repre-
sentations from each of the question and answer pairs using
“teacher forcing” (Sutton, 1988). The LLM ingests the PR
pair, and the hidden states and attention maps are recorded
for each token and LLM layer. We calculate and analyze
HS, ME, and AS for each of these. We use Llama 3.1-8B-
Instruct in our experiments (Grattafiori et al., 2024) which
were run on a single Nvidia H100 GPU. In all cases, the
task is detection of hallucinations (of any type and severity)
among all responses, including correct ones.

3.1. Experimental results and analysis

Single-Domain Performance on Factual Incorrectness
Table 1 depicts the area under the receiver operating char-
acteristic (AUROC) hallucination detector scores for all
statistics, domains, and hallucination types. We observe
three primary trends regarding statistic responses to fac-
tual incorrectness. First, more severe hallucinations (levels
1 to 3) are associated with better detection scores for all
statistics. Second, different statistics are better detectors for
different domains. Hidden Score (HS) and Matrix Entropy
(ME) (those which process the Gram matrix of a hidden
states sequence) are better detector scores for math, with
AUROCS of 0.92 on level 3 hallucinations. However, At-
tention Score (AS) is the best detector score for history
and counting, with AUROCs of 0.75 and 0.65 on level 3
hallucinations, respectively. Third, we observe that the do-
main impacts optimal recording layer more than the choice
of metric. Layer indices 30-31 are the best for detecting
hallucinations on the math dataset. However, layer indices
14-16 yield the highest AUROC for the three statistics on
history and counting.

Sensitivity to Alternative Hallucination Types The
right-hand side of Table 1 reports AUROCs for the statistics
as they respond to (under-)confidence, irrelevance, inco-
herence, and incompleteness. We observe that in general,
the statistics are highly responsive to these types of hallu-
cinations. For example, HS and AS achieve AUROCs of

0.94 and 0.96 for detecting irrelevant hallucinations on all.
Moreover, they yield AUROCs of 0.83 for incomplete hal-
lucinations on all. However, HS and AS do not respond
to incoherent responses as hallucinations (they have lower
scores than the baseline), leading to AUROCs far below
random guessing for this type of hallucination. On the other
hand, ME is highly receptive to incoherent hallucinations,
achieving near perfect AUROC for this category. Each of
the statistics are somewhat responsive to under-confidence,
yielding AUROCs of 0.59-0.69 on all.

Figure 1. Distributions of HS (left) and AS (right) for correct and
incorrect (level 3) responses for each domain. Solid lines: distri-
bution means. Shaded areas: one standard deviation.

Domain Shift Harms Detection of Factual Incorrectness
For factual incorrectness questions and responses both HS
and AS achieve strong AUROC on the individual domains
(with the exception of HS on counting). However, when
the domains are combined in all, the performance of each
statistic drops significantly, with HS and AS yielding AU-
ROCs of 0.57 and 0.60 on level 3 hallucinations. Figure 1
depicts the distributions of HS and AS across domains. This
poses issues in cases where one might want a detection sys-
tem capable of catching hallucinations across domains (e.g.,
a general purpose chatbot).

4. Mitigating Domain Shift
We propose a simple normalization method to mitigate
domain shift, leading to improved detection performance.
First, we locate the exact token(s) of the answer to be
verified. This is simple in our experiments, but in real-
world settings this task could be achieved by an auxiliary
LLM. Second, we collect the internal representations of
the original response Hl ∈ H as well as k versions of the
same response H1

l , ...,H
k
l with perturbed answers. This

is done using a perturbation set. In our setting we added
−5,−2,−1, 1, 2, 5 to the answer. Third, for a given statistic
function f : Hl → R and µ = 1

k

∑k
i=1 f(H

i
l), we collect

the following normalization score:

f∗(Hl) =
f(Hl)− µ√

1
k

∑k
i=1

(
f(Hi

l)− µ
)2 . (4)
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Table 1. Hallucination detection AUROC. Each reported AUROC is the highest score computed across all layers. The layer index [0, 32)
corresponding to the maximum AUROC is in parentheses (·). We report (–) if multiple layers have the same AUROC.

incorrectness confidence irrelevance incoherence incompleteness
LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 3 LEVEL 3 LEVEL 3 LEVEL 3

MATH

HS 0.88 (30) 0.91 (30) 0.92 (30) 0.99 (14) 0.89 (00) 0.00 (–) 0.99 (–)
ME 0.82 (30) 0.90 (30) 0.92 (30) 0.99 (–) 0.99 (–) 0.99 (–) 0.00 (–)
AS 0.71 (30) 0.80 (31) 0.86 (31) 0.99 (21) 0.98 (16) 0.00 (–) 0.99 (–)

HISTORY

HS 0.66 (29) 0.66 (16) 0.69 (16) 0.80 (14) 0.98 (–) 0.00 (–) 0.97 (05)
ME 0.54 (12) 0.54 (16) 0.56 (16) 0.60 (14) 0.76 (31) 0.99 (–) 0.33 (31)
AS 0.61 (16) 0.70 (16) 0.75 (16) 0.74 (16) 0.99 (04) 0.00 (–) 0.92 (13)

COUNTING

HS 0.51 (30) 0.52 (30) 0.53 (14) 0.56 (15) 0.99 (–) 0.00 (–) 0.86 (07)
ME 0.52 (30) 0.53 (30) 0.53 (30) 0.63 (00) 0.95 (31) 0.99 (–) 0.50 (31)
AS 0.58 (16) 0.60 (16) 0.65 (16) 0.79 (16) 0.99 (05) 0.13 (01) 0.93 (17)

ALL

HS 0.56 (30) 0.56 (30) 0.57 (30) 0.69 (14) 0.94 (00) 0.03 (30) 0.83 (12)
ME 0.55 (30) 0.56 (30) 0.56 (30) 0.59 (26) 0.81 (31) 1.00 (01) 0.39 (31)
AS 0.55 (31) 0.58 (30) 0.60 (30) 0.66 (20) 0.96 (05) 0.08 (00) 0.83 (17)

(a) HS-Norm - Domain Alignment (b) HS-Norm - score distribution on all (c) AUROC Comparison on all

Figure 2. Our perturbation normalization significantly reduces domain shift, leading to boosted detection performance for incorrectness.

An equivalent definition holds when attention maps
A1

l , . . . , A
n
l are used. Intuitively, f∗(Hl) measures how

much of an outlier f(Hl) is compared with perturbed ver-
sions of itself. One should expect a correct response to
have lower statistics than its perturbed neighbors, while
incorrect responses should not. We call this perturbation
normalization of a geometric statistic.

Results We augment each of the statistics with f∗(·) and
record their scores on all. Figure 2a depicts the distri-
butions of HS-Norm scores for baseline responses and for
level-1 incorrectness hallucinations (this should be com-
pared with Figure 1). The correct responses for each of the
domains are aligned on the bottom half of the chart at layer
30, while the incorrect response distributions are aligned
on the top half of the chart at layer 30. Figure 2b depicts
the normalized distributions of HS-Norm scores on all
for correct responses and incorrect responses (levels 1-3).

We observe that HS-Norm separates incorrect from correct
well in the later stages of the network. Figure 2c depicts the
AUROC for each statistic on all (level 1 hallucinations).
The aligned domains lead to significantly improved detector
performance. HS-Norm and ME-Norm achieve AUROCs of
0.96 (40 point gain) at layer 30, while AS-Norm achieves
an AUROC of 0.89 (34 point gain) at layer 31.

5. Conclusion
We design a multi-domain dataset of hallucinations with
various properties and severities to try to answer the ques-
tion “What do geometric hallucination detection metrics
actually measure?” We find that all geometric statistics are
correlated with incorrectness, but different statistics respond
to different hallucination characteristics. Additionally, we
find that domain shift impairs the detection performance of
the statistics on incorrectness. We mitigate domain shift
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with a simple difference testing technique, leading to 34 to
40 point AUROC gains for each statistic in multi-domain
hallucination detection scenarios.
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A. Related Work: LLM Hallucination Detection
In this section we briefly review some of the important families of hallucination detection methods with a special emphasis
on those that use the internal states of a model.

Retrieval-Augmented Generation: RAG approaches address hallucinations preemptively by grounding LLM outputs in
external knowledge. Lewis et al. (2020) pioneered this technique by combining dense retrieval with sequence generation.
Recent advances include adaptive retrieval (Asai et al., 2023), where systems dynamically determine when to retrieve
information. These systems often require ground truth source data, specialized LLM training, significant infrastructure for
ground truth data retrieval, and additional inference costs.

Consistency Methods: Consistency-based approaches detect contradictions as hallucination indicators. Self-consistency
methods such as SelfCheckGPT (Manakul et al., 2023) generate multiple responses and identify inconsistencies among
them. More recently, Chen et al. (2024) leverage semantic information from the internal states of LLMs to boost consistency
methods.

Logit-based Methods: Several hallucination detection methods leverage the logits during token generation to detect
hallucinations. Farquhar et al. (2024) proposed to evaluate the truthfulness of LLM generations using semantic entropy.
That is, to deduplicate semantically equivalent generations and calculate the entropy of the grouped response. Kadavath et al.
(2022) propose P(True), where LLMs assess the veracity of their own generations using the output logit for “True”.

External Validation (Judge LLM): External validation employs separate models or systems to assess LLM outputs.
Judge LLM approaches (Zheng et al., 2023) use specialized models trained to evaluate factuality of other models’ outputs.
Jacovi et al. (2025) employ an ensemble of powerful judge LLMs with sophisticated prompting techniques to check the
veracity of LLM responses using ground-truth sources.

Detection with Internal States: There are several approaches that exploit LLM internal representations to detect
hallucinations. Azaria & Mitchell (2023) showed that lightweight probes can be trained with labeled data to detect
hallucinations. Similar to our work, (Liu et al., 2024) showed that these probes sometimes fail to generalize between
domains. (Liu et al., 2024) showed that more diverse training sets are key to probes that generalize. More recently,
Sriramanan et al. (2024) employ geometric statistics (Hidden Score and Attention Score) as detector scores for zero-resource
hallucination detection. These statistics do not require ground truth and are extremely efficient to compute, but we show that
they do not generalize well across domains. Du et al. (2024) identify hallucinations as outliers when projecting hidden states
to a lower-dimensional subspace. They use this geometric indicator to assign pseudo-labels to generated responses and
subsequently train a lightweight probe on the pseudo-labeled hidden states.

B. Dataset Details
Our dataset has 550 baseline correct QA pairs which are augmented with the PR template to generate hallucinations of
various types. (Under-)confidence is simulated by setting conf mod to “probably” (level 1), “maybe” (level 2), or “not”
(level 3). Incoherence is simulated by repeating the response n times with inconsistent, incorrect answers until the last
repetition in which the answer is correct. The response is repeated 2 times for level 1, 3 times for level 2, and 4 times for
level 3. Incompleteness is simulated by truncating the response early with an end-of-text token. The response is terminated
after 90% for level 1, 80% for level 2, or 70% for level 3.

math Our math domain contains 400 integer multiplication QA pairs in the format a×b = answer, with a, b ∈ [40, 60).
Incorrectness is simulated by setting answer offset to a random integer between ±[1, 9] (level 1), ±[10, 99] (level 2),
or ±[100, 999] (level 3). Given a response question with a and b, irrelevance is simulated by sampling a new b′ ∈ Z
where b′ ̸= b such that |b′ − b| < 5 (level 1) or 5 < |b′ − b| < 20 (level 2) and inserting it into prompt question. Level
3 irrelevance is simulated by sampling a question from another domain and using it as the prompt question.

history Our history domain contains 70 QA pairs consisting of famous events and their year for three geographical
regions. Each geographical region has at least two sets of ten questions each corresponding to specific timeframes.
Incorrectness is simulated by adding a random integer between ±[1, 5] (level 1), ±[6, 20] (level 2), or ±[21, 50] (level 3).
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Irrelevance is simulated by resampling a question from the same timeframe and region (level 1) or by resampling a question
from a different timeframe (level 2). Level 3 irrelevance is simulated by sampling a question from another domain and
using it as the prompt question.

counting Our counting domain contains 80 QA pairs of word sequences and word counts (e.g., “word word, word”
and 3). The sequences are generated by iterating through a set of eight words and repeating the word for c ∈ [3, 12] times.
Incorrectness is simulated by adding a random integer: ±1 (level 1), ±2 (level 2), or ±3 (level 3). Irrelevance is simulated
by resampling a new sequence of the same word which has a count difference |c− c′| ≤ 3 (level 1) or |c− c′| > 3 (level 2).
Level 3 irrelevance is simulated by sampling a question from another domain and using it as the prompt question.

all We include 75 QA pairs from math, 70 QA pairs from history, and 80 QA pairs from counting into our all
set. This ensures that the representation of the domains is relatively balanced.

C. Additional Results
Results on Alternative Hallucination Types Figure 3 depicts the distributions of responses of the geometric statistics to
(under-)confidence, irrelevance, incoherence, and incompleteness for each of the 32 layers of Llama-3.1-8B-Instruct. Each
row corresponds to the responses of a single statistic (e.g., HS) to a different hallucination type on all three domains (math,
history, counting) together. In each figure, the distribution of responses at each layer are normalized by that of the
correct, base PR sequence.

Figures 3a, 3e and 3i show that geometric statistics are not strongly correlated with (verbal) confidence. Figures 3b, 3f
and 3j indicate that HS and AS respond to irrelevant responses as hallucinations, while ME does not. However, Figures 3c,
3g and 3k indicate that ME responds to incoherent responses as hallucination, while HS and AS do not. We note that HS
and AS are sensitive to incoherence in that this property induces significantly lower scores, but this trend is the opposite
when compared to incorrectness (hallucinations of incorrectness are associated with higher scores). Hence, if HS or AS
are used as detector scores for incorrectness with a “greater than or equal to” threshold, they will not be able to detect
incoherence. Figures 3d, 3h and 3l show that HS and AS respond to incompleteness as hallucination, while ME does not.
Overall, these results indicate that geometric statistics are receptive to most alternative hallucination types, and that more
severe hallucinations are associated with stronger responses from the statistics.

Results on Hallucinations of Facts Figure 4 depicts the distributions of geometric statistics for varying (factual)
incorrectness on the individual domains. Each row of sub-figures corresponds to a single statistic (e.g., AS).

For math (Figures 4a, 4f and 4k), all statistics are most separable at layer 30, near the output of the LLM. Moreover,
statistics which process hidden state vectors (HS and ME) perform the best. For history (Figures 4b, 4g and 4l), all
statistics are most separable just after the midpoint of the LLM, at layer 16. HS and AS separate factual from non-factual
responses relatively well for history. For counting, only AS is responsive to non-factual responses. Its most separable
layer for counting is also 16.

Figures 4d, 4i and 4n depict the impact of domain shift on each of the statistics. The domain-specific distributions for each
statistic are shifted and run parallel through the layers of the network. HS and ME are further impacted by the scale of
the hidden states - their variance is much larger on counting than on math. These differences across domains impact
detection performance on all subsets negatively. Figures 4e and 4j depict statistic responses across all domains. HS
and ME show little to no separation on all. Of the three statistics, AS is least impacted by domain shift, leading to better
performance on all. AS shows a small amount of separation at layers 16 and 31 (due to its performance on history and
math, respectively).

Overall, the findings reveal that geometric statistics are impacted by domain shift, hindering their performance in more
practical settings with variable domains. AS appears to be the least impacted by domain shift. We conjecture that this is due
to the normalization of attention maps through the softmax function.
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What do Geometric Hallucination Detection Metrics Actually Measure?

(a) HS - confidence (b) HS - irrelevance (c) HS - incoherence (d) HS - incompleteness

(e) ME - confidence (f) ME - irrelevance (g) ME - incoherence (h) ME - incompleteness

(i) AS - confidence (j) AS - irrelevance (k) AS - incoherence (l) AS - incompleteness

Figure 3. The response of geometric statistics (each row) are plotted for each alternative hallucination type (each column).
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What do Geometric Hallucination Detection Metrics Actually Measure?

(a) HS - math (b) HS - history (c) HS - counting (d) HS - domain comp. (e) HS - all

(f) ME - math (g) ME - history (h) ME - counting (i) ME - domain comp. (j) ME - all

(k) AS - math (l) AS - history (m) AS - counting (n) AS - domain comp. (o) AS - all

Figure 4. Geometric statistics (each row) are correlated with (factual) incorrectness on each domain (each column), motivating their use
as hallucination detector scores. However, geometric statistics are impacted by domain shift, harming their cross-domain performance.

(a) HS-Norm - Domain Alignment (b) ME-Norm - Domain Alignment (c) AS-Norm - Domain Alignment

Figure 5. Domain alignment of the three geometric statistics using our proposed perturbation normalization technique.
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What do Geometric Hallucination Detection Metrics Actually Measure?

(a) HS-Norm - math (b) HS-Norm - history (c) HS-Norm - counting

(d) ME-Norm - math (e) ME-Norm - history (f) ME-Norm - counting

(g) AS-Norm - math (h) AS-Norm - history (i) AS-Norm - counting

Figure 6. Geometric statistic distributions (augmented with perturbation normalization) for incorrectness on individual domains. Perturba-
tion normalization reduces intra-domain variance as well, enhancing single-domain detection capability.
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