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Abstract

Alignment with human preferences is an important evaluation aspect of LLMs, re-
quiring them to be helpful, honest, safe, and to precisely follow human instructions.
Evaluating large language models’ (LLMs) alignment typically involves directly
assessing their open-ended responses, requiring human annotators or strong LLM
judges. Conversely, LLMs themselves have also been extensively evaluated as
judges for assessing alignment. In this work, we examine the relationship between
LLMs’ generation and evaluation capabilities in aligning with human preferences.
To this end, we first conduct a comprehensive analysis of the generation-evaluation
consistency (GE-consistency) among various LLMs, revealing a strong correla-
tion between their generation and evaluation capabilities when evaluated by a
strong LLM preference oracle. Utilizing this finding, we propose a benchmarking
paradigm that measures LLM alignment with human preferences without directly
evaluating their generated outputs, instead assessing LLMs in their role as evalua-
tors. Our evaluation shows that our proposed benchmark, ALIGNEVAL, matches or
surpasses widely used automatic LLM evaluation benchmarks, such as AlpacaEval
and Arena-Hard, in capturing human preferences when ranking LLMs. Our study
offers valuable insights into the connection between LLMs’ generation and eval-
uation capabilities, and introduces a benchmark that assesses alignment without
directly evaluating model outputs.1

1 Introduction

Alignment with human preferences is a key property of LLMs, requiring them to accurately follow
user instructions, generate responses that meet user needs, and reflect human values [29, 4]. Evaluating
LLM alignment2 typically involves human evaluations of model outputs in response to various user
queries, since it requires assessing LLMs’ capabilities in various open-ended tasks. However, such
large-scale and reliable human evaluations are often complex, expensive, and time-consuming [46].
To scale this process, the widely used ChatBot Arena benchmark [5] relies on crowd-sourced
annotations, where each instance consists of a pairwise comparison between two model outputs for
a given instruction. To reduce reliance on the expensive process of human evaluation, automatic
alignment benchmarks have been proposed [45, 22, 21, 24], where LLMs as judges are used in
place of human annotators, enabling faster evaluation while maintaining a reasonably high level
of agreement with human preferences. Consequently, this LLMs-as-Judges paradigm has been
commonly used for LLM evaluation in alignment and other open-ended tasks.

1ALIGNEVAL is available at https://github.com/yale-nlp/AlignEval.
2In this work, we use “LLM alignment” to refer to LLMs’ general capabilities in following human instructions

and providing helpful, high-quality responses, which goes beyond safety or harmlessness alignment.

39th Conference on Neural Information Processing Systems (NeurIPS 2025).
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Figure 1: Illustration of Generation-Evaluation Consistency (GE-consistency), where LLMs’ genera-
tion and evaluation capability rankings are compared using a preference oracle.

Understanding and evaluating how reliable LLMs are as judges has also become an important
topic [43, 19, 25]. As discussed earlier, LLMs-as-Judges is an important paradigm for LLM evaluation.
Furthermore, LLMs can also be used as judges in model training with preference optimization
algorithms in place of fine-tuned reward models [35]. The evaluations of LLMs as judges are
typically conducted by comparing the predictions of LLMs against human annotations for the same
evaluation tasks. Recent studies [47, 19] have shown that frontier LLMs are strong judges for
alignment evaluation. In particular, they can serve as effective out-of-the-box generative reward
models [26], achieving performance competitive with fine-tuned discriminative reward models.

We argue that it is important to study the connection between these two related capabilities of LLMs:
generating responses that align with human preferences and evaluating whether responses are aligned
with human preferences. Understanding this connection has significant implications for both model
evaluation, by revealing the (in)consistency between these capabilities [41, 23], and model training,
particularly in exploring the feasibility of self-improvement where an LLM’s training is supervised
by its own judgments, which inherently requires a model to accurately assess its own outputs [32, 42].
Along this direction, prior work has examined the (in)consistency of individual LLMs when acting as
both generator and validator [32, 42]. However, a comprehensive study is still lacking on whether the
performance rankings among various LLMs are consistent between the generator and evaluator roles,
i.e., whether models that rank higher in generation also tend to rank higher in evaluation.

Therefore, we conduct a comprehensive analysis of generation-evaluation consistency (GE-
consistency) in LLM alignment (§3). We begin by formally defining GE-consistency (Figure 1),
measured as the correlation between the performance rankings of LLMs when evaluated as generators
and as evaluators (§3.1). Next, we conduct a controlled investigation to operationalize this concept
using a frontier LLM (GPT-4o) as the preference oracle (gold-standard evaluator) to assess the
generation and evaluation capabilities of 15 LLMs (§3.2). We then extend the analysis to additional
LLMs as oracles (§3.3). The results reveal that a high degree of GE-consistency, specifically a
Spearman’s correlation of 0.96 between the performance rankings of LLMs as generators and as
evaluators exists under specific conditions. These conditions include having a strong preference
oracle (GPT-4o), using challenging evaluation instances (from Arena-Hard [21]), and applying an
effective filtering strategy for selecting reliable task instances to evaluate LLMs as evaluators.

Building on this finding, we demonstrate the utility of GE-consistency by proposing a benchmarking
paradigm that assesses LLM alignment with human preferences without directly evaluating their
generated outputs (§4), as done in existing automated benchmarks like AlpacaEval [22, 9] or Arena-
Hard; instead, we evaluate LLMs in their roles as evaluators. This new evaluation paradigm is
therefore more cost efficient since it can make use of existing preference annotations provided by
either human annotators or LLMs-as-Judges when evaluating new LLMs without requiring additional
annotations. Our experiments show that the proposed benchmark, ALIGNEVAL, can match or even
outperform widely used automatic evaluation benchmarks such as AlpacaEval and Arena-Hard
in reflecting human preferences, using ChatBot Arena’s LLM rankings as the gold standard. In
particular, by combining ALIGNEVAL with IFEval [48], another evaluation benchmark that does not
rely on LLM judges, our benchmark achieves a Spearman’s correlation of 0.94 with ChatBot Arena
rankings across 23 LLMs.

To summarize, our contribution is two-fold: (1) we present the first comprehensive analysis of
generation-evaluation consistency (GE-consistency) across multiple LLMs, demonstrating a strong
correlation between their capabilities as generators and evaluators under certain evaluation conditions;
and (2) we propose and validate ALIGNEVAL, an effective automatic benchmarking paradigm for
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assessing LLM alignment without relying on human annotators or LLM-based evaluators, achieving
performance competitive with established benchmarks that utilize LLMs-as-Judges while reducing
the evaluation cost. Crucially, our study emphasizes the significance of LLMs’ evaluation capabilities
as an essential aspect of LLM evaluation, highlighting the need for further research in this direction.

2 Related Work

Evaluating LLM Alignment and Instruction-Following. Alignment to human preferences is a
key evaluation criterion for LLMs, typically assessed by examining model responses to curated
instructions spanning diverse use cases [29, 4]. Such evaluations can involve expert annotators [37,
38, 7, 45] or crowd workers [8]. However, due to the high cost of human evaluation, ChatBot
Arena [5], a crowd-annotated leaderboard, remains arguably the only benchmark offering human
evaluations across a wide range of LLMs. Consequently, automatic evaluation benchmarks have been
proposed, using LLMs as judges in place of human evaluators [45, 22, 21, 24, 18], which demonstrate
a high level of correlations with human evaluations. While most evaluation methods focus on
free-form outputs and thus require either human or LLM-based evaluators, alternative approaches
assess instruction-following capabilities using rule-based, programmatic evaluation [48, 40, 15].
MixEval [28], in contrast, reduces reliance on LLMs-as-Judges by benchmarking models on short-
answer or multiple-choice questions that are similar to user queries mined from existing benchmarks.

Evaluating LLMs as Judges. LLMs-as-judges is an important component for both model evalua-
tion [22, 21] and training in terms of distillation or self-improvement [34, 42]. As a result, evaluating
LLMs as judges has become an important research topic [20], with human evaluations serving as the
gold standard [8, 43, 25]. In addition to instance-level studies comparing human and LLM judgments
on specific instruction-output instances, system-level evaluations have also been conducted to assess
whether LLMs can approximate human-derived rankings of LLMs’ alignment levels [13, 11]. More-
over, LLM-judges are closely related to generative reward models (GRMs) [44, 26], and have been
evaluated in reward modeling settings such as RewardBench [19]. Recent work shows that frontier
LLMs, when used as judges or GRMs, are competitive with strong fine-tuned reward models [47, 10].

Relationship Between LLMs’ Generation and Evaluation Capabilities. West et al. [41] proposes
the “Generative AI Paradox” and demonstrates that LLMs can possess stronger generation capabilities
than evaluation capabilities under certain circumstances. Li et al. [23], Rodriguez et al. [30] analyze
generator-validator consistency (GV-consistency) and find that LLMs can behave inconsistently in
these two roles. For example, an LLM may judge its own generated answer to a math problem as
incorrect, or prefer a different option over its own response in a multiple-choice question-answering
task. Song et al. [32] demonstrates the opposite gap, that verification is easier than generation in
certain tasks, and shows that this is critical for enabling LLM self-improvement [42]. In this study,
we investigate the consistency between LLMs’ generation and evaluation capabilities regarding their
alignment with human preferences. This measurement is related yet distinct from GV-consistency, as
the evaluation task here involves assessing responses to instructions rather than validating or verifying
objective correctness. We further discuss this and other differences in the next section.

3 Examining LLM Generation-Evaluation Consistency

Our key assumption behind evaluating LLMs’ alignment by assessing their correlations with human
evaluators when LLMs are acting as judges is a high consistency of their generation-evaluation
capabilities – if an LLM is better at evaluating whether given responses align with a preference oracle
(which may be human or LLM-based), its generated responses are expected to be better aligned with
the same oracle as well. Therefore, we begin by investigating this generation-evaluation consistency.

3.1 Defining Generation-Evaluation Consistency

We first formally define generation-evaluation consistency in LLM alignment. Given a set of LLMs
M := {M1, . . . ,MN}, a preference oracle J , and a set of input instructions I, we derive a ranking
of the LLMs’ generation capabilities by applying J to evaluate their responses to I. We denote this
ranking as R(g) := ⟨r(g)1 , . . . , r

(g)
N ⟩. Here, r(g)i is the rank assigned to model Mi, which is determined

by its overall performance score aggregated across I assigned by the preference oracle J .
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Similarly, a ranking of their evaluation capabilities is derived by assessing whether the LLMs
produce evaluation results that match those of the preference oracle J when applied to responses
to the instruction set I, typically by comparing the predictions from pointwise scoring or pairwise
comparison. We denote this as R(e) := ⟨r(e)1 , . . . , r

(e)
N ⟩. Here, r(e)i is the rank assigned to model Mi,

which is determined by its overall prediction accuracy using the preference oracle’s evaluations as
the gold standard.

Then, the generation-evaluation consistency c can be defined as

c(M;J , I) := C(R(g), R(e)), (1)
where C is a certain correlation metric such as Spearman’s ranking correlation coefficient. Below, we
will denote Eq. 1 as GE-consistency for brevity. We note that a related characteristic of LLMs, the
generator-validator consistency, or GV-consistency, has been investigated by previous studies [23, 30].
However, there is a key difference between GE-consistency and GV-consistency. Specifically, the
GV-consistency is defined with a single LLM regarding its inherent consistency – e.g., whether an
LLM acting as a validator deems its own response to a math problem correct. On the other hand, the
GE-consistency is a ranking-level measure defined over a set of LLMs – it reflects whether an LLM
that performs better at evaluation than another also performs better at generation. Therefore, although
prior work has identified considerable GV-inconsistency in various LLMs [23, 30], GE-consistency
remains a distinct and relatively underexplored property. A high level of GE-consistency is still
possible, as it only requires a relative alignment between generation and evaluation abilities – i.e.,
better evaluators also tend to be better generators, even if the two capabilities are not individually
consistent. Supporting this, there is evidence that more capable LLMs tend to be better judges or
generative reward models [25, 47].

3.2 Measuring Generation-Evaluation Consistency using a Strong LLM as Preference Oracle

Having defined the GE-consistency, we conduct a case study to measure it. Specifically, we use a
strong LLM as the preference oracle to judge both the generation and evaluation capabilities of a
set of LLMs. This approach has two main advantages: (1) Using an LLM as the oracle (instead
of humans) allows more reproducible and scalable experiments. (2) By comparing the evaluation
and generation rankings, both judged by the same strong LLM, we can assess how well evaluation
performance predicts generation quality. If GE-consistency is high, it suggests that LLMs’ evaluation
capabilities can be used to estimate their overall alignment, reducing the need for human or LLM-
judge assessments on every new response. In summary, if the evaluation rankings closely match the
generation rankings, as judged by the strong LLM, evaluation scores can serve as a reliable proxy for
generation quality evaluated by LLMs-as-Judges.

3.2.1 Experimental Settings

To study the GE-consistency, we require: (1) a set of input instructions for LLMs to respond to,
(2) a collection of LLMs to compare, and (3) a strong LLM to serve as the preference oracle for
evaluating both generation and evaluation tasks. Using these components, we measure and compare
each model’s ability to generate aligned responses and to accurately evaluate other models’ outputs.

Instruction Set. We select data sources for the instruction set (i.e., evaluation instances) I required
to measure the GE-consistency: AlpacaEval [22, 9] and Arena-Hard [21], with 805 and 500 instruc-
tions, respectively. Both AlpacaEval and Arena-Hard are LLM evaluation benchmarks for which
the instructions are carefully selected to reflect various user needs, making them suitable for our
investigation.

Evaluation Oracle. We choose a strong frontier LLM at the time of writing, GPT-4o (gpt-4o-2024-
08-06), as the evaluation oracle or judge J , following similar practices in AlpacaEval and Arena-Hard
where GPT-43 is chosen as the evaluator to compare LLM outputs.

LLMs to Evaluate. We select 15 post-trained LLMs as the LLM set M to be evaluated. The detailed
information of these LLMs is in Appendix A. These LLMs provide succinct coverage of model sizes
and families, and most are open-weight models for better reproducibility and accessibility.4

3gpt-4-1106-preview is the default model.
4Proprietary models have the risk of version updates and deprecation. Moreover, evaluating a single LLM in

our study requires around 80M tokens, making the full study costs prohibitive for certain proprietary models.
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Obtaining LLM Generation Performance Ranking. To obtain the ranking of LLMs’ generation
capabilities, R(g), we apply the evaluation oracle J to evaluate the LLMs’ outputs for the instruction
set I. The evaluation is conducted in the manner of pairwise comparison, since it has been widely
used in both AlpacaEval and Arena-Hard. On both AlpacaEval and Arena-Hard, we follow their
settings by choosing either gpt-4-1106-preview or gpt-4-0314 as the baseline system, respectively.
The different LLMs’ outputs are then compared against the outputs of the baseline system, and their
performance score is derived by aggregating their win rates across the instruction set. The prompt
template used for the pairwise comparison is included in Appendix B, which directly requires the
LLM to predict the better output given an output pair without explanations or a reasoning process. It
was first introduced in Zeng et al. [43] and has demonstrated better effectiveness compared to prompts
used in AlpacaEval or Arena-Hard despite its simpler format [25]. For more reliable evaluation, each
output pair is evaluated twice by swapping the order of the two outputs.

Obtaining LLM Evaluation Performance Ranking. To derive the ranking of LLMs’ evaluation
capabilities, R(e), we propose to evaluate them using the evaluation result of the preference oracle as
the ground-truth. Specifically, given an instruction x, a pair of outputs y1 and y2, and the evaluation
result of the preference oracle J , s ∈ {1, 2} (the index of the better output), an LLM M can then
be evaluated as an evaluator by comparing its prediction s̃ against the ground-truth prediction s.
Here, accuracy or inter-annotator agreement can be used as the evaluation metric. We choose to use
inter-annotator agreement, specifically Cohen’s Kappa, as the main metric instead of accuracy, since
it can better reflect model performance when the label distribution is unbalanced.

Instance Selection and Filtering for Evaluating LLMs’ Evaluation Performance. As discussed
above, evaluating LLMs’ evaluation capabilities in the pairwise comparison setting requires an
instruction x and a pair of outputs (y1, y2). To construct the task instances for this evaluation, we
reuse the preference oracle’s annotations, i.e., the ground-truth label s indicating the better system,
from its comparisons between LLM outputs and those of the baseline system originally used to
assess generation capabilities. Given an instruction set I of size L and an LLM set M of size N ,
this yields a total of 2LN task instances, since each pairwise comparison is conducted twice with
swapped output orderings, i.e., y1 ⊗ y2 and y2 ⊗ y1. We then apply a filtering process based on the
self-(in)consistency of the preference oracle: if the oracle produces different predictions for y1 ⊗ y2
and y2 ⊗ y1, both instances (x, y1, y2) and (x, y2, y1) are discarded. Previous studies [36, 43, 25]
have found that various LLMs exhibit a non-trivial level of such inconsistency, which we posit
indicates uncertainty in the oracle’s prediction. We provide further discussion in §3.2.2.

3.2.2 Result Analysis

Figure 2 shows the correlation of the LLMs’ generation and evaluation performance on both AlpacaE-
val and Arena-Hard. The generation performance is measured by their win rates against the baseline
system (GPT-4) as evaluated by the preference oracle, while the evaluation performance is measured
by their agreement (Cohen’s Kappa) with the preference oracle on the evaluation task instances after
filtering as described above.

The results in Figure 2 demonstrate a 0.839 and 0.971 Spearman’s rank correlation coefficient on
AlpacaEval and Arena-Hard, respectively. It indicates a relatively high level of GE-consistency
among the evaluated LLMs with GPT-4o as the preference oracle, especially on Arena-Hard.5
The difference between AlpacaEval and Arena-Hard is likely due to the differences in instruction
types in the two datasets – AlpacaEval contains more open-ended instructions, whereas Arena-Hard
focuses on more challenging, technical instructions [22, 21, 24]. This makes evaluation on the latter
more objective and stable.

In Appendix C, we provide further results on WildBench [24] with the same evaluation setting. Com-
pared to Arena-Hard and AlpacaEval, WildBench offers a more balanced distribution of instruction
types. On WildBench, we observe a GE-consistency of 0.938 Spearman’s correlation, suggesting that
GE-consistency is a general pattern that holds across various types of instructions, including
open-domain tasks.

Importance of Consistency Filtering. As discussed in §3.2.1, the task instances used to evaluate
LLMs’ evaluation performance are filtered based on whether the preference oracle produces consistent
predictions when the order of outputs in the pairwise comparison is swapped. On AlpacaEval

5Appendix D shows the stability of this consistency.
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Figure 2: Generation and evaluation performance of various LLMs with gpt-4o-2024-08-26 as the
preference oracle. The X-axis shows the generation performance in terms of LLMs’ win rates against
the baseline system (GPT-4) evaluated by the preference oracle. The Y-axis shows the evaluation
performance in terms of LLMs’ agreement rate (Cohen’s Kappa) with the preference oracle on filtered
evaluation task instances.

and Arena-Hard, 58.3% and 50.7% of instances, respectively, are filtered out due to inconsistent
predictions from the oracle. Table 1 highlights the importance of this filtering step, as the
correlation between generation and evaluation rankings drops significantly without it. This is
likely because the filtering process removes two types of unreliable instances: (1) cases where the
outputs are too similar to allow for an objective preference, and (2) cases where the preference oracle
is uncertain and effectively guessing.

Table 1: The impact of consistency filtering on the
measurement of GE-consistency.

Spearman’s Rank Correlation

AlpacaEval Arena-Hard

w/o filtering 0.743 0.793
w/ filtering 0.839 0.971

Remark. The high level of GE-consistency ob-
served in this experiment, with Arena-Hard as
the instruction set and GPT-4o as the prefer-
ence oracle, suggests the possibility of replac-
ing the LLM-as-Judge evaluation method with
evaluating LLMs as judges for LLM alignment
evaluation. Specifically, since an LLM’s perfor-
mance as an evaluator strongly correlates with
its generation performance, we can construct an
evaluation benchmark using a fixed set of evaluation task instances annotated by the preference oracle
to assess LLM alignment. This allows evaluating various LLMs without requiring an LLM judge to
directly assess their generated outputs. In §4, we conduct further investigation along this direction.

3.3 GE-Consistency with Various LLMs as Preference Oracle

In §3.2.2, the GE-consistency is measured with GPT-4o as the preference oracle. We now extend this
analysis to other LLMs as preference oracles, especially the ones that are less capable than GPT-4o,
to have a more comprehensive evaluation. To this end, we use the 15 LLMs (M) evaluated in §3.2.1
as the preference oracles, which allows us to reuse the collected data annotations. The detailed
experimental settings are in Appendix D.

Figure 3 shows the evaluation results: (1) The GE-consistency varies with the choice of preference
oracle, with larger, more capable LLMs leading to higher GE-consistency in general. For example,
the GE-consistency with llama-3-70b as the preference oracle on Arena-Hard is approximately 0.9 in
terms of Spearman’s correlation. (2) The GE-consistency on Arena-Hard is generally higher than
the GE-consistency on AlpacaEval, aligning with the trend observed with GPT-4o as the preference
oracle in §3.2.2.
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1Figure 3: The GE-consistency with different LLMs as the preference oracle. Spearman’s correlation
between the generation and evaluation capability rankings of LLMs under different preference oracles
is shown on the Y-axis. The preference oracles are sorted in ascending order of their corresponding
GE-consistency levels on the X-axis.

Remark. The GE-consistency observed in this analysis is generally much lower than the GE-
consistency with GPT-4o as the preference oracle, especially with small models such as llama-3-
8b. This highlights the impact of the preference oracle on GE-consistency – intuitively, a weaker
preference oracle that produces random evaluations will yield zero GE-consistency, whereas stronger
LLMs as the oracle are more likely to produce stable and meaningful results.

4 Evaluating LLM Alignment by Evaluating LLM Evaluation Capabilities

Our analysis in §3 shows that there exists a high level of consistency among LLMs’ generation and
evaluation capabilities, given a strong LLM as the preference oracle. Therefore, we now investigate
whether an evaluation benchmark that measures LLMs’ evaluation capabilities can be used to evaluate
the LLMs’ alignment to human preferences. In other words, such a benchmark aims to achieve the
same goal as the automatic LLM benchmarks such as AlpacaEval and Arena-Hard, without using
LLMs as judges to evaluate LLMs’ outputs. To this end, we first introduce the designed benchmark,
ALIGNEVAL, in §4.1, and the experimental settings in §4.2, then provide an in-depth analysis in §4.3.

4.1 Building ALIGNEVAL

§3.2.2 has demonstrated that a high GE-consistency among various LLMs when GPT-4o is used as
the preference oracle and Arena-Hard is selected as the instruction set. We can then construct an
evaluation benchmark for assessing LLMs’ evaluation capabilities, where each instance consists of
an instruction, a pair of outputs, and a label indicating the preference oracle’s judgment of the better
output. For the input set, we reuse the instances from §3.2.1, consisting of pairwise comparisons
between 15 LLMs and the baseline system on Arena-Hard, filtered to retain only those where GPT-4o
produces consistent results. To further reduce computational cost, only one task instance is kept for
each pairwise comparison by randomly selecting a single output order. This results in 2671 input
instances in total. Regarding the gold-standard labels, apart from the annotations of GPT-4o, we also
obtain the evaluation results from Claude-3.7-Sonnet [2], a recently released frontier LLM. We name
the two versions of ALIGNEVAL as ALIGNEVAL-GPT and ALIGNEVAL-CLAUDE accordingly.

A key advantage of ALIGNEVAL over benchmarks like AlpacaEval or Arena-Hard is that it does
not require an LLM judge to evaluate new models. Once constructed using a preference oracle,
ALIGNEVAL instances can be reused to benchmark any LLM’s evaluation performance, significantly
reducing cost – especially compared to setups like Arena-Hard that involve expensive API calls to
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proprietary LLMs. This evaluation paradigm can also extend to human preferences, where annotations
are collected once and reused for evaluating future models. We compare different automatic alignment
benchmarks in Table 2 and further discuss the experimental settings in §4.2.

4.2 Experimental Settings

LLMs to Benchmark. To enable a more robust and comprehensive evaluation, apart from the 15
LLMs evaluated in §3.2.1, 8 additional LLMs are added to the set of LLMs to be benchmarked. These
include strong models such as Gemini-2.0-Flash6 and Llama-3.1-405B-Instruct [14]. The selected
LLMs span a range of model families, sizes, and capabilities to ensure diversity and representativeness.
The detailed information of these LLMs is in Appendix A.

Evaluation of Automatic Benchmarks. To evaluate and compare the effectiveness of automatic
benchmarks in measuring LLMs’ alignment to human preferences, we use the human evaluation
results in ChatBot Arena Leaderboard7 [5] as the gold standard ranking of LLMs’ alignment level.
The automatic benchmarks can then be evaluated by measuring the correlation of their produced LLM
rankings with the gold-standard ranking. We note that Chatbot Arena is not a true “gold standard,”
given its opaque data collection process and potential biases [31]. Nonetheless, we adopt it due to the
lack of better alternatives and to remain consistent with common practice [22, 21, 24, 28]. Moreover,
to mitigate possible biases, we use its style-controlled rankings.8

Below, we introduce the baseline benchmarks compared, with Table 2 summarizing their differences.

Table 2: Comparison of alignment evaluation
benchmarks in terms of the number of instances,
the need for an LLM-judge, and the estimated cost
of proprietary LLM APIs for evaluating one LLM.

Benchmark #Instances LLM-judge API Cost

AlpacaEval 805 ✓ $10
Arena-Hard 500 ✓ $20
GPT4o-Judge 500 ✓ $2

IFEval 541 ✗ $0
MixEval 1000 ✓\ $0.1
HelpSteer3 4188 ✗ $0

ALIGNEVAL 2671 ✗ $0

Baselines: Benchmarks using LLMs as
Judges. Both AlpacaEval and Arena-Hard un-
der their default configurations are included as
baselines. For AlpacaEval, both the raw win rate
and the length-controlled win rate are reported.
For Arena-Hard, both the raw scores and the
style-controlled scores are reported. In addition,
we compare evaluation results using GPT-4o-as-
Judge on Arena-Hard, following the same setup
as in §3.2.1. This serves as the upper bound for
ALIGNEVAL-GPT, which aims to approximate
these evaluation results.

Baselines: Ground-Truth-Based Bench-
marks. Instead of relying on the LLMs-as-
Judges evaluation paradigms, benchmarks can
also be constructed based on (verifiable) ground-truth. Among them, IFEval [48] evaluates LLMs on
their ability to follow specific instructions, using rule-based and programmatic evaluation methods,
which does not require an LLM as a judge. It has both loose and strict grading schemas. Mix-
Eval [28] constructs task instances by matching real-world user queries with test examples from
existing benchmarks. Evaluation compares model responses against gold-standard answers. The task
instances include multiple-choice questions, which do not require an LLM judge, and short-answer
questions, where an LLM judge is required, but only to compare outputs, making the task simpler
and less computationally intensive than in settings like Arena-Hard. The MixEval-Hard subset is
selected due to its better effectiveness.

Baseline: LLM-Judge Evaluation using Human Preferences as Gold-Standard. ALIGNEVAL
evaluated LLMs’ evaluation capabilities using strong LLMs as the preference oracle. A similar
evaluation method is to use human preferences as the gold standard. To this end, we use the human
annotations in HelpSteer39[39] to construct a human-preference dataset for evaluating LLMs as
judges. Specifically, each instance in HelpSteer3 contains pairwise comparison annotations of two
outputs for a given instruction, collected from multiple human annotators. To reduce annotation noise,
we retain only instances with a preference strength of 3, indicating that one output is clearly preferred
over the other based on their data collection protocol.

6https://cloud.google.com/vertex-ai/generative-ai/docs/models/gemini/2-0-flash
7https://lmarena.ai/?leaderboard
8https://lmsys.org/blog/2024-08-28-style-control/. The ranking snapshot was taken on April 18, 2025.
9https://huggingface.co/datasets/nvidia/HelpSteer3
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Table 3: LLM Performance on Various Benchmarks. The LLMs are ordered by their style-controlled
ChatBot Arena Rankings. For AlpacaEval, both the raw and the length-controlled (LC) scores are
reported. For Arena-Hard, both the raw and the style-controlled (SC) scores are reported. The highest
score for each benchmark is shown in bold. The top-3 scores are underlined.

ChatBot- AlpacaEval Arena-Hard GPT4o- ALIGNEVAL

Model Arena Raw LC Raw SC Judge MixEval IFEval HelpSteer3 GPT CLAUDE

gemini-2.0-flash 10 71.7 53.9 83.0 73.3 66.7 63.3 91.5 69.5 80.8 73.4
gemini-2.0-flash-lite 15 66.0 48.6 80.3 69.0 64.6 51.7 90.7 65.5 72.9 70.1
gpt-4o-2024-05-13 17 45.5 55.4 76.0 73.3 68.7 62.2 87.8 71.3 80.4 67.0
claude-3.5-sonnet 18 32.0 46.5 75.5 83.2 67.0 65.5 87.2 67.7 70.0 73.9
llama-3.1-405b 22 33.6 39.2 65.7 67.2 57.5 66.0 89.3 73.1 74.0 68.2
llama-3.3-70b 37 39.7 38.6 62.9 61.0 54.6 60.9 92.2 70.1 74.1 67.2
gpt-4o-mini-2024-07-18 37 38.1 49.2 74.5 70.4 62.3 47.6 84.3 66.1 74.5 67.0
claude-3.5-haiku 38 27.7 46.4 72.1 81.8 59.2 54.8 83.8 58.0 62.0 62.0
gemini-1.5-flash 41 52.3 57.0 80.2 77.5 59.6 47.4 89.3 60.2 67.6 61.4
qwen-2.5-72b 51 50.0 47.7 77.4 69.0 63.9 52.6 87.3 70.7 79.2 72.7
llama-3.1-70b 56 32.1 35.6 56.7 56.5 55.3 62.2 87.9 69.3 71.7 64.8
gemma-2-27b 58 30.3 47.4 51.5 49.1 43.2 47.0 81.7 49.1 47.9 43.6
llama-3-70b 65 36.0 38.1 51.9 55.5 49.8 57.0 84.1 58.8 55.1 50.2
mistral-small-24b 71 45.6 48.6 70.3 63.5 59.6 49.5 80.0 63.9 73.8 66.4
qwen-2-72b 73 43.0 48.7 59.2 59.8 50.4 53.3 83.5 67.9 69.8 66.0
gemma-2-9b 74 29.1 44.9 40.5 38.6 34.4 38.5 75.4 49.3 38.6 35.8
qwen-1.5-72b 92 24.2 34.3 36.3 44.6 40.1 45.7 61.8 46.1 51.6 47.3
llama-3-8b 96 18.6 20.0 21.3 25.8 27.3 36.7 77.1 23.5 6.4 4.9
gpt-3.5-turbo-0125 100 10.8 22.6 26.3 43.5 30.0 41.4 72.5 37.2 27.0 23.3
llama-3.1-8b 103 23.9 24.4 28.7 27.7 31.5 44.8 79.6 36.5 25.8 24.4
qwen-1.5-32b 104 22.9 27.8 27.5 35.6 33.8 39.6 56.5 43.1 26.2 24.8
gemma-2-2b 110 27.1 30.0 18.9 15.5 18.1 26.2 60.8 16.1 10.7 10.5
tulu-2-dpo-70b 119 17.1 22.1 16.1 22.0 23.3 44.7 61.7 40.7 25.5 22.8

ALIGNEVAL+: Combining ALIGNEVAL with IFEval. Both ALIGNEVAL and IFEval evaluate LLM
alignment without relying on LLMs as judges, and they are complementary in nature – ALIGNEVAL
assesses an LLM’s understanding of what constitutes a well-aligned output, analogous to a planning
step, while IFEval evaluates precise instruction-following ability, analogous to an execution step.
We refer to this combined benchmarking approach as ALIGNEVAL+, which evaluates LLMs by
averaging their rankings from ALIGNEVAL and IFEval.

4.3 Result Analysis

Table 3 presents the evaluation results of the 23 LLMs across different benchmarks, ordered by
their style-controlled rankings on ChatBot Arena, offering a detailed view of how each benchmark
correlates with human evaluations. We detail our main findings below:

(1) We observe that models with high ChatBot Arena rankings generally perform well across
benchmarks. For example, gemini-2.0-flash, the top-ranked LLM in our study, ranks in the top
3 on 8 out of 10 benchmarks.

(2) We observe a self-preference bias in ALIGNEVAL: ALIGNEVAL-GPT ranks gpt-4o-2024-05-13
second, while ALIGNEVAL-CLAUDE ranks claude-3.5-sonnet highest. A similar bias appears in the
LLMs-as-Judges evaluation with gpt-4o-2024-08-06, which ranks its earlier version first. While
expected, such bias may be reduced using multiple preference oracles. Notably, both ALIGNEVAL
variants consistently place gemini-2.0-flash in the top two.

Table 4 presents the performance of different automatic alignment benchmarks regarding their
correlations with the style-controlled ChatBot Arena LLM ranking, with and without being used
together with IFEval(-Loose). We note two important findings:

(1) IFEval, especially with the loose grading criteria (IFEval-Loose), achieves strong performance,
despite being originally developed for evaluating formatting instruction-following.

9



(2) Notably, ALIGNEVAL combined with IFEval performs better or comparably to LLM-judge-
based benchmarks. This demonstrates that ALIGNEVAL+ is an effective automatic evaluation
benchmark for LLM alignment that does not rely on LLM judges.

Table 4: Spearman’s correlation of LLM bench-
marks with ChatBot Arena rankings, with and
without rank averaging with IFEval-Loose. Arena-
Hard-SC is the style-controlled score, AlpacaEval-
LC is the length-controlled score.

Benchmark w/ IFEval w/o IFEval

IFEval(-Loose) 0.919 0.919
IFEval-Strict 0.911 0.880

Arena-Hard 0.946 0.905
Arena-Hard-SC 0.936 0.882
AlpacaEval 0.891 0.761
AlpacaEval-LC 0.925 0.746
GPT4o-Judge 0.958 0.911

MixEval 0.900 0.816
HelpSteer3 0.904 0.813

ALIGNEVAL-GPT 0.946 0.856
ALIGNEVAL-CLAUDE 0.946 0.885

Regarding the benchmark performance without
IFEval, we observe the following:

(1) ALIGNEVAL, and especially ALIGNEVAL-
CLAUDE, achieves comparable or supe-
rior performance to LLMs-as-Judges-based
benchmarks.

(2) Compared to ground-truth-based bench-
marks, ALIGNEVAL significantly outperforms
MixEval. This suggests that assessing models’
evaluation capabilities on instruction outputs,
as done in ALIGNEVAL, is more effective than
MixEval’s approach of using similar benchmark
examples.

(3) Benchmarking LLMs as judges on Help-
Steer3 is relatively less effective than on
ALIGNEVAL. One likely reason is that its in-
struction set is not as carefully curated as those
in alignment benchmarks like Arena-Hard. Prior
work has proposed methods for curating high-
quality instruction sets [21, 24, 28], which could improve HelpSteer3 through instance filtering, a
direction we leave for future work.

(4) All alignment benchmarks show lower correlations with ChatBot Arena than reported at
release, especially AlpacaEval and MixEval (Appendix E). This is likely due to the stronger LLMs
evaluated here, which may make the task more challenging than in earlier studies.

5 Discussion and Conclusion

The results in §4 demonstrate the promising effectiveness of ALIGNEVAL for evaluating LLM
alignment. However, we emphasize that it is a proxy evaluation by design and may be vulnerable
to adversarial attacks. For example, fine-tuning an LLM to act as a judge could artificially boost its
ALIGNEVAL ranking without meaningfully improving its alignment. Combining ALIGNEVAL with
IFEval helps mitigate this risk, as it requires the model to still be able to generate accurate responses
to instructions. Still, this does not fully eliminate the concern, and we leave the development of more
robust evaluation settings for future work. Nonetheless, ALIGNEVAL remains a valuable benchmark
for benign evaluators, such as model developers, to assess and better understand LLM alignment and
capabilities without relying on human or LLM judges for iterative output annotations.

We argue that a more critical insight of our study is that the capability of LLMs to evaluate
whether outputs align with human preferences is itself an important aspect of LLM evaluation.
Specifically, in §3, we demonstrate a strong correlation between generation and evaluation capabilities
of LLMs when assessed using a strong preference oracle; in §4, we leverage this finding to construct
a practical LLM evaluation benchmark. Moreover, the studied property, generation-evaluation
consistency, has broader implications for both training and evaluation of LLMs. For example, if this
consistency holds during training, it suggests the feasibility of self-improvement: a stronger model
could better supervise its own training process. We call for future work to further investigate and
better understand GE-consistency and its implications for LLM development.
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A Detailed Information about Benchmarked LLMs

Name Size License Reference

llama-3-8b 8b llama3 Community

Meta AI [27], Dubey
et al. [7]

llama-3-70b 70b llama3 Community
llama-3.1-8b 8b llama3.1 Community
llama-3.1-70b 70b llama3.1 Community
llama-3.3-70b 70b llama3.3 Community

gemma-2-2b 2b Gemma
Team et al. [33]gemma-2-9b 9b Gemma

gemma-2-27b 27b Gemma

tulu-2-dpo-70b 70b AI2 ImpACT Low-risk Ivison et al. [16]

qwen-1.5-32b 32b Qianwen

Bai et al. [3]qwen-1.5-72b 72b Qianwen
qwen-2-72b 72b Qianwen
qwen-2.5-72b 72b Qianwen

gpt-3.5-turbo-0125 - Proprietary Achiam et al. [1]gpt-4o-mini-2024-07-18 - Proprietary

Table 5: 15 LLMs evaluated in §3.2.1.

Name Size License Reference

llama-3.1-405b 405b llama3.3 Community Dubey et al. [7]

gpt-4o-2024-05-13 - Proprietary Achiam et al. [1]

claude-3-haiku - Proprietary Claude [6]claude-3.5-sonnet - Proprietary

gemini-2.0-flash-lite - Proprietary
Gemini et al. [12]gemini-2.0-flash - Proprietary

gemini-1.5-flash - Proprietary

mistral-small-24b 24b Apache 2.0 Jiang et al. [17]

Table 6: 8 additional LLMs evaluated in §4.2.

Table 5 contains the 15 LLMs evaluated in §3.2.1. Table 6 contains the 8 additional LLMs evaluated
in §4.2.

B Prompt Template for Evaluating LLMs as Judges

The prompt template for evaluating LLMs as judges is shown in Figure 4.

C GE-Consistency with GPT-4o as the Preference Oracle on WildBench

In §3.2.2, we examined the GE-consistency on AlpacaEval and Arena-Hard across 15 LLMs using
GPT-4o as the preference oracle. The results show that the observed GE-consistency is higher on
Arena-Hard than on AlpacaEval, specifically, a 0.971 Spearman’s rank correlation versus a 0.839
correlation. Here, we conduct an examination under the same setting on WildBench [24].

Figure 5 demonstrates a 0.939 Spearman’s correlation on WildBench regarding the GE-consistency.
Compared to Arena-Hard and AlpacaEval, WildBench offers a more balanced distribution of in-
struction types, for example, 14% involve creative writing, 12% involve reasoning, and 17% involve
information seeking. On this more diverse instruction set, the observed correlation is still relatively
strong, indicating that a high GE-consistency is a general pattern that holds across various types of
instructions, including open-domain tasks.
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Base

[System Message]
You are a helpful assistant in evaluating the quality of the outputs for a given instruction. Your goal is to
select the best output for the given instruction.

[User Message]
Select the Output (a) or Output (b) that is better for the given instruction. The two outputs are generated
by two different AI chatbots respectively.

Here are some rules of the evaluation:
(1) You should prioritize evaluating whether the output honestly/precisely/closely executes the
instruction, then consider its helpfulness, accuracy, level of detail, harmlessness, etc.
(2) Outputs should NOT contain more/less than what the instruction asks for, as such outputs do NOT
precisely execute the instruction.
(3) You should avoid any potential bias and your judgment should be as objective as possible. For
example, the order in which the outputs were presented should NOT affect your judgment, as Output (a)
and Output (b) are equally likely to be the better.

Do NOT provide any explanation for your choice.
Do NOT say both / neither are good.
You should answer using ONLY "Output (a)" or "Output (b)". Do NOT output any other words.

# Instruction:
{INSTRUCTION}

# Output (a):
{OUTPUT_1}

# Output (b):
{OUTPUT_2}

# Which is better, Output (a) or Output (b)? Your response should be either "Output (a)" or
"Output (b)":

Figure 4: Prompt template for evaluating LLMs as Judges.

D Detailed settings for Evaluating GE-Consistency with Various LLMs as
Preference Oracle

Here, we outline the detailed settings for using various LLMs as preference oracles in measuring
GE-consistency (§3.3). When calculating the GE-consistency (Eq. 1) with a certain LLM M as the
preference oracle J , we remove it from the LLM set to be evaluated (M), since it will achieve perfect
evaluation performance with itself as the evaluation oracle. This process might lead to a discrepancy
in evaluation settings since the resulting LLM set M\ {M} is different for each LLM M . However,
we find that the GE-consistency measured with GPT-4o as the preference oracle remains stable when
any specific LLM is removed from the LLM set M, which is detailed in Appendix D. Therefore, the
impact of this process on the GE-consistency should be moderate, allowing a meaningful comparison
of different LLMs as a preference oracle. In Figure 6, we show that the GE-consistency measured
with GPT-4o in §3.2.2 is quite stable when any of the LLMs is removed from the LLM set to be
evaluated. This result ensures the reliability of the analysis in §3.3 where one LLM is removed from
the LLM set.
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1Figure 5: Generation and evaluation performance of various LLMs with gpt-4o-2024-08-26 as the
preference oracle. The X-axis shows the generation performance in terms of LLMs’ win rates against
the baseline system (GPT-4) evaluated by the preference oracle. The Y-axis shows the evaluation
performance in terms of LLMs’ agreement rate (Cohen’s Kappa) with the preference oracle on filtered
evaluation task instances.

Table 7: Comparison of different automatic evaluation benchmarks regarding their Spearman’s
correlation with non-style-controlled ChatBot Arena rankings, with and without rank averaging with
IFEval-Loose. Arena-Hard-SC is the style-controlled score, AlpacaEval-LC is the length-controlled
score.

Benchmark w/ IFEval w/o IFEval

IFEval(-Loose) 0.893 0.893
IFEval-Strict 0.907 0.895

Arena-Hard 0.952 0.936
Arena-Hard-SC 0.914 0.857
AlpacaEval 0.916 0.839
AlpacaEval-LC 0.950 0.815
GPT4o-Judge 0.958 0.911

MixEval 0.829 0.727
HelpSteer3 0.871 0.781

ALIGNEVAL-GPT 0.922 0.847
ALIGNEVAL-CLAUDE 0.916 0.848

E LLM Benchmark Correlations with Non-style-controlled ChatBot Arena
Rankings

In §4.3, the effectiveness of various LLMs is evaluated against the style-controlled LLM rankings
from ChatBot Arena. Table 7 instead shows their correlations with the non-style-controlled rankings,
which indicates a similar trend.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: In this study, we aim to analyze the correlation between LLMs’ generation and
evaluation capabilities. This is clearly stated in the introduction and analyzed throughout
the submission.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
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Justification: In §5, we discussed the limitations of our proposed benchmarking approach.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: We did not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The experiments in §3 and §4 use open-source datasets. And we provide clear
descriptions regarding the experimental settings.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

[Yes]

Justification: We will include the constructed dataset and the codebase in the supplemental
material.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: These details are included in §3 and §4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: In Appendix D, we provided an analysis regarding the stability of the measured
GE-consistency.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The evaluation cost of our proposed benchmark, as well as the others, is
compared in §4.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes, to the best of our knowledge, the research presented in this paper fully
conforms with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There is no significant and immediate societal impact of the work performed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
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Answer: [NA]

Justification: We believe our paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have provided citations to the used assets, including all the LLMs bench-
marked in Appendix A.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: we have provided clear description of our constructed benchmark in §4.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We only used LLMs to assist writing.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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