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Abstract

Role-Playing Agents (RPAs) have shown re-001
markable performance in various applications,002
yet they often struggle to recognize and appro-003
priately respond to hard queries that conflict004
with their role-play knowledge. To investigate005
RPAs’ performance when faced with differ-006
ent types of conflicting requests, we develop007
an evaluation benchmark that includes contex-008
tual knowledge conflicting requests, paramet-009
ric knowledge conflicting requests, and non-010
conflicting requests to assess RPAs’ ability to011
identify conflicts and refuse to answer appro-012
priately without over-refusing. Through exten-013
sive evaluation, we find that most RPAs behave014
significant performance gaps toward different015
conflict requests. To elucidate the reasons, we016
conduct an in-depth representation-level anal-017
ysis of RPAs under various conflict scenarios.018
Our findings reveal the existence of rejection019
regions and direct response regions within the020
model’s forwarding representation, and thus021
influence the RPA’s final response behavior.022
Therefore, we introduce a lightweight repre-023
sentation editing approach that conveniently024
shifts conflicting requests to the rejection re-025
gion, thereby enhancing the model’s refusal026
accuracy. The extensive experiments validate027
the effectiveness of our editing method, improv-028
ing RPAs’ refusal ability of conflicting requests029
while maintaining their general role-playing030
capabilities.031

1 Introduction032

Role-Playing Agents(RPAs), ranging from non-033

player characters in video games (Wang et al.,034

2023) to virtual assistants (Tseng et al., 2024) and035

interactive educational tools (Wei et al., 2024), are036

revolutionizing human-computer interaction (Chen037

et al., 2024b). The growing importance of RPAs038

in AI applications underscores the need to improve039

their performance. Previous work in the field of040

role-playing has primarily focused on enhancing041

the performance of RPAs through techniques such042

Direct Response Region

Rejection Region

Factual Knowledge 
Conflict Query

How did you assist the Black Riders in crossing 
the Fords of Isen to expedite their pursuit of the 
hobbits?

(scoffs) Expedite the Black Riders? I think not. I did 
no such thing. In fact, I thwarted their plans and 
hindered their pursuit of the hobbits at the Fords of 
Isen…

Factual Knowledge 
Conflict Query

Gandalf, was it you who recommended The 
Prancing Pony as a safe place to stay for Frodo 
and his friends? (Note: actually recommended by 
Tom Bombadil)

Yes, I did indeed recommend the Prancing Pony 
Inn to Frodo and his companions. It is a decent 
enough establishment, though…

Non-Conflict Query

Conflict Query

Figure 1: The rejection regions and direct response re-
gions of RPAs in the representation space. The relative
distance between a query’s position in the representation
space and these regions largely determines whether the
model will refuse to answer or respond directly. Differ-
ent colors in the visualization represent different types
of queries, clearly demonstrating the distribution pat-
terns of queries in the representation space and their
relationship with knowledge boundaries.

as prompt-based methods and fine-tuning (Wang 043

et al., 2024a; Zhou et al., 2024; Tu et al., 2023; Li 044

et al., 2023; Chen et al., 2024b; Xu et al., 2024c). 045

To assess these improvements, researchers have 046

introduced several fine-grained evaluation dimen- 047

sions (Wang et al., 2024b; Chen et al., 2024b,d; 048

Tu et al., 2024; Yuan et al., 2024; Tang et al., 049

2024; Sadeq et al., 2024), such as assess personal- 050

ity (Wang et al., 2024b) or hallucination (Ahn et al., 051

2024) of RPAs. 052

Although these efforts have effectively enhanced 053

the performance of RPAs in terms of role consis- 054

tency and dialogue capabilities (Wang et al., 2024a; 055

Chen et al., 2023), RPAs often struggle when faced 056

with queries that conflict with their role knowledge 057

or capabilities. As a result, they tend to respond 058

directly to queries instead of refusing to answer 059

when faced with such conflicts (Ahn et al., 2024; 060

Sadeq et al., 2024; Tang et al., 2024). For instance, 061
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when interacting with an RPA playing the role of062

Gandalf, if a user queries, “Who murdered Harry063

Potter’s parents?", an ideal response would be, “I064

don’t know what you’re talking about. The story065

of Harry Potter is not part of my world or knowl-066

edge." Instead, the RPA might incorrectly reply,067

“Harry Potter’s parents, James and Lily Potter, were068

murdered by..." Enhancing the refusal capability069

of RPAs is crucial for building reliable AI systems.070

From a safety perspective, it risks the dissemination071

of inaccurate information. From a user experience072

standpoint, it compromises role consistency and073

immersion. From a technical perspective, it in-074

dicates limitations in models’ awareness of their075

knowledge boundaries.076

Although some studies have begun to address077

this issue (Ahn et al., 2024; Sadeq et al., 2024),078

their scope remains limited, often focusing on spe-079

cific scenarios such as temporal inconsistencies.080

There is a lack of systematic research on diverse081

conflicting scenarios and little exploration of the082

reasons for RPAs’ performance gap across different083

types of conflicting queries.084

In this work, we extend previous work (Ahn085

et al., 2024) to conduct an in-depth study of scenar-086

ios where RPAs need to refuse queries that exceed087

their role knowledge and capabilities. Specifically,088

we consider three research questions:089

(RQ1) How do existing models perform when090

facing different types of conflicting queries?091

(RQ2) Why is there a gap in RPAs’ abilities to092

handle different types of conflicting queries?093

(RQ3) How can we enhance RPAs’ ability to094

respond to conflicting queries without com-095

promising their general role-playing capabili-096

ties?097

To answer RQ1 and lay the groundwork for RQ2098

and RQ3, we first categorized refusal scenarios099

based on conflicts with role contextual knowledge100

and role parametric knowledge, as illustrated in101

Figure 2. The expected responses from RPAs in102

these scenarios can range from direct refusal to103

acknowledging their inability to answer or provid-104

ing disclaimers about potential errors. To eval-105

uate RPAs’ refusal capabilities, we constructed106

an evaluation benchmark with queries designed107

to test various conflict scenarios. We also included108

non-conflicting queries to assess whether RPAs109

would excessively refuse to answer. Our evaluation110

of state-of-the-art models, including GPT-4 and 111

Llama-3, revealed significant differences in their 112

abilities to identify conflicts and refuse to answer 113

across different scenarios. Notably, even advanced 114

models showed unsatisfactory performance when 115

dealing with queries conflicting with role paramet- 116

ric knowledge. 117

To understand these performance gap, we ana- 118

lyzed model representations under different con- 119

flict scenarios (Zou et al., 2023; Liu et al., 2024; 120

Li et al., 2024; Wu et al., 2024). This analysis 121

revealed the existence of rejection regions and di- 122

rect response regions within the model’s represen- 123

tation space, Figure 1 shows the representation 124

space of Llama3-8B-Instruct when playing Gan- 125

dalf. Queries near the direct response region tend 126

to elicit direct answers, even when conflicting with 127

the model’s knowledge, while queries near the re- 128

jection region trigger refusal strategies. 129

Based on these findings, we developed a repre- 130

sentation editing method to shift conflicting queries 131

from the direct response region toward the rejec- 132

tion region. This approach effectively enhanced the 133

model’s rejection capability while maintaining its 134

general role-playing abilities. Through evaluations 135

using multiple different LLMs as evaluators and 136

human assessment, We compared our method with 137

prompt-based and fine-tuning approaches (Wang 138

et al., 2024a; Zhou et al., 2024; Chen et al., 2023; 139

Li et al., 2023), demonstrating its effectiveness in 140

rejecting conflicting queries without compromising 141

overall performance. 142

2 RoleRef: A Benchmark for Evaluating 143

RPA’s Refusal Ability 144

We first define the refusal capability for RPAs, then 145

introduce the scenarios where RPAs should refuse 146

to answer. Finally, based on the scenarios requiring 147

refusal, we construct our dataset RoleRef (Role- 148

playing agents Refuse to answer). Finally, we pro- 149

pose an evaluation framework to comprehensively 150

measure the role-playing capabilities of RPAs, with 151

a particular emphasis on how they refuse inappro- 152

priate or irrelevant questions. 153

2.1 Refusal Capability 154

The refusal capability, a critical functionality of 155

RPAs, can be defined as the ability to accurately 156

identify and appropriately reject queries that ex- 157

ceed their knowledge boundaries or conflict with 158

their role settings while maintaining role consis- 159
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Role Profile

Abilities and Skills

Gandalf possesses great magical 
power, primarily used for…

Background and 
History

Gandalf, originally named Olórin, 
is one of the Maiar, angelic 

beings from Valinor…

Personality Traits

Gandalf is wise, compassionate, 
and humble. He is dedicated to 

his mission and shows…

Limits of Abilities 
and Knowledge

While Gandalf is powerful, he is 
not omnipotent. His physical 

body can be killed, as seen in…

Scenario Design
Parametric Knowledge Conflict QueryContextual Knowledge Conflict QueryNon-Conflict Query

Gandalf, how did you feel 
when you first saw Frodo?

When first I laid eyes 
upon him, he was but a 

lad, full of curiosity and 
wonder…

I have no memory of 
ever meeting a Frodo...

Why was Aunt Petunia 
dyeing Dudley’s old clothes 

gray instead of buying new 
ones for Harry Potter?

I don't know what you're 
talking about. The affairs 

of the mortal realm…

Aunt Petunia, driven by 
envy and disdain, sought 

to diminish Harry..

Gandalf, how can I 
become as omnipotent as 

you?

Haha, you flatter me too 
much! Even I, Gandalf, 

am not omnipotent …

To become omnipotent, 
you must first learn...

Gandalf, how did you manage 
to evade the Black Riders using 

invisibility spells during the 
journey to Weathertop?

I did not use invisibility 
spells to evade the Black 

Riders…

This was the situation at 
the time: the Black Riders, 

relentless in their pursuit, 
were closing in…

I was not present to 
witness the fair 

Goldberry…

I was present, though 
in the shadows…

Were you there at the 
moment when Goldberry

bid farewell to Frodo and 
his friends, blessing their 

journey as they departed 
on their ponies?

Role Setting Conflict Role Profile Conflict Factual Knowledge Conflict Absent Knowledge Conflict

Knowledge Boundary

Direct Response RegionRejection Region

Non-Conflict

Role Profile Conflict

Role Setting Conflict Absent Knowledge Conflict

Factual Knowledge ConflictFactual Knowledge 
Conflict Query

How did you assist the Black Riders in crossing 
the Fords of Isen to expedite their pursuit of the 

hobbits?

(scoffs) Expedite the Black Riders? I think not. I did 
no such thing. In fact, I thwarted their plans and 

hindered their pursuit of the hobbits at the Fords of 
Isen…

Factual Knowledge 
Conflict Query

Gandalf, was it you who recommended The 
Prancing Pony as a safe place to stay for Frodo 

and his friends? (Note: actually recommended by 
Tom Bombadil)

Yes, I did indeed recommend the Prancing Pony 
Inn to Frodo and his companions. It is a decent 

enough establishment, though…

Figure 2: Design of refusal scenarios. Since the knowledge basis for RPAs’ responses typically originates from
contextual knowledge and parametric knowledge, we have subdivided the knowledge conflict scenarios into four
categories. Among these, the role setting conflict query and role profile conflict query involve conflicts with
contextual knowledge, while the factual knowledge conflict query and absent knowledge conflict query involve
conflicts with the model’s parametric knowledge. Non-conflict query is used to assess the RPAs’ general role-playing
ability.

tency. This capability encompasses three key di-160

mensions: (1) conflict recognition ability - the ca-161

pacity to identify conflicts between queries and role162

knowledge or settings; (2) refusal response ability -163

providing clear refusal responses with appropriate164

explanations; and (3) refusal accuracy - avoiding165

both over-refusal and missed refusals.166

2.2 Scenario Design167

RPAs typically derive their knowledge from two168

main sources in responding to user queries. One169

source is the contextual knowledge provided by the170

role descriptions within the context, and the other171

is the parametric knowledge acquired during the172

model’s pre-training phase (Xu et al., 2024b).173

Contextual Knowledge Conflicts. We devised174

two refusal scenarios involving conflicts with con-175

textual knowledge:176

• Role Setting Conflict: The user’s query goes177

beyond the setting scope of role profile. For178

example, when interacting with an RPA that179

playing the role of Gandalf, the user queries:180

“Why was Aunt Petunia dyeing Dudley’s old181

clothes gray instead of buying new ones for182

Harry Potter?”, where “Harry Potter” contra-183

dicts with the main setting “Gandalf”.184

• Role Profile Conflict: The user’s query is in185

accordance with the role profile, however, it186

violates specific content within the role profile.187

For instance, when interacting with an RPA188

whose role profile states “While Gandalf is 189

powerful, he is not omnipotent." the user asks: 190

“Gandalf, how can I become as omnipotent as 191

you?" 192

Parametric Knowledge Conflicts. Similarly, 193

we considered two refusal scenarios involving con- 194

flicts with parametric knowledge: 195

• Role’s Factual Knowledge Conflict: The 196

user’s query contains false information. For 197

example, the user asks Gandalf: “Gandalf, 198

how did you manage to evade the Black Rid- 199

ers using invisibility spells during the journey 200

to Weathertop?”. While in fact, the invisibility 201

spells were not actually used in the story. 202

• Role’s Absent Knowledge Conflict: The char- 203

acter was not present when a specific event oc- 204

curred. For example, when interacting with an 205

RPA playing the role of Gandalf, the user asks: 206

“Were you there at the moment when Gold- 207

berry bid farewell to Frodo and his friends, 208

blessing their journey as they departed on their 209

ponies?". 210

Additionally, to verify the role-playing ability of 211

RPAs in non-conflict scenarios, we designed non- 212

conflict scenarios where the user’s query aligns 213

with role’s knowledge. 214

2.3 Data Construction 215

We created the RoleRef dataset, which expands 216

upon the existing TIMECHARA (Ahn et al., 2024). 217
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We generate queries based on reference content and218

then generate corresponding responses. Afterward,219

we use automated filtering methods to process the220

data. Finally, we randomly sample the filtered data221

for manual verification.222

Step 1: Generating Queries and Responses.223

For generating queries and their corresponding re-224

sponses, we utilize GPT-4o for data synthesis.225

For generating queries in scenarios involving226

role profile conflicts, we utilize atomic knowledge227

derived from role profiles to create queries and re-228

sponses (Sadeq et al., 2024). Initially, we used229

Wikipedia as a reference to generate role profiles.230

These role profiles are then broken down into mul-231

tiple atomic pieces of knowledge. For each piece232

of atomic knowledge, we provide a seed (Sadeq233

et al., 2024) to generate fake queries. Using the234

atomic knowledge and the seed, we prompt the235

model to generate fake queries, refusal responses,236

and reference justifications.237

For queries involving role setting conflicts, we238

randomly sample from non-conflict queries of dif-239

ferent series roles and prompt the model to generate240

corresponding refusal responses.241

For scenarios involving conflicts with parameter-242

ized knowledge, we use the original novels related243

to the roles as references to generate summaries at244

first. Based on these summaries, we then create245

queries and responses (Yuan et al., 2024). Specifi-246

cally, we first utilize the novels associated with the247

roles as reference texts. Since the text length of248

novels often exceeds 128k, surpassing many LLMs’249

context window limits, we divide the original novel250

content into multiple segments. For each segment,251

we prompt the model to generate a summary of252

that portion. To generate fake queries, we also pro-253

vide a seed for creating these fake queries and their254

responses.255

For generating non-conflict queries, we directly256

prompt the model to generate queries and responses257

based on the summary content. Additionally, for258

each query, we require the model to provide the259

corresponding reference information. The prompts260

we used are shown in Appendix E.261

Query Type TimeChara RoleRef
Non-conflict 6028 11838
Role Setting - 16455
Role Profile - 2177

Factual Knowledge 818 12189
Absent Knowledge 2056 2104

Table 1: RoleRef statistics.
Step 2: Data Filtering. To ensure the quality of262

the data, we employ two automated filtering meth- 263

ods. The first method is heuristic-based filtering, 264

where we exclude data that do not meet format re- 265

quirements, lack reference information, or contain 266

duplicate queries. The second method is model- 267

based filtering, where we use GPT-4o to remove 268

data for which corresponding evidence cannot be 269

found in the reference content. The distribution of 270

the filtered dataset is shown in Table 1. 271

Step 3: Manual Verification. To ensure the 272

quality of the filtered data, we randomly sampled 273

100 examples from the RoleRef for manual verifi- 274

cation. We evaluated them from three dimensions 275

(Tang et al., 2024): (1) Is the query fluent? (2) Can 276

the query find corresponding evidence in the ref- 277

erence text? (3) Does the response align with the 278

role knowledge (i.e., refusal for conflict queries and 279

answers for non-conflict queries)? The verification 280

results are shown in Table 2. 281

Manual Evaluation Dimensions Rate
Is the query fluent? 100%

Can the query find corresponding
96%

evidence in the reference text?
Does the response align with

93%
the role knowledge?

Table 2: Manual Verification Results.

3 How do existing models perform when 282

facing different types of conflicting 283

queries? 284

In this section, we answer RQ1: How do existing 285

models perform when facing different types of con- 286

flicting queries? We begin introducing the models 287

and metrics of our evaluation, followed with a com- 288

prehensive analysis of the results across different 289

model architectures, scales, and query types. 290

3.1 Models and Metrics 291

We evaluated a diverse range of models, including 292

both proprietary and open-source options. For pro- 293

prietary models, we focused on the GPT series 294

(GPT3.5-turbo, GPT4o-mini, GPT4o) (Achiam 295

et al., 2023). Our open-source selection included 296

the Llama series (Llama-3-8B-Instruct, Llama-3- 297

72B-Instruct, Llama-3.1-8B-Instruct, Llama-3.1- 298

72B-Instruct) (Dubey et al., 2024), the Mistral 299

series (Mistral-7B-Instruct-v0.2, Mixtral-8x7B- 300

Instruct-v0.1) (Jiang et al., 2023), and the Qwen 301

series (Qwen2-7B-Instruct, Qwen2-72B-Instruct) 302

(Yang et al., 2024). 303

We evaluated these models using the RoleRef 304

dataset. Performance was assessed across 9 dimen- 305
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Models Non-Conflict Contextual Knowledge Conflict Parametric Knowledge Conflict Average
Role Setting Role Profile Factual Knowledge Absent Knowledge

Qwen2-7B-Instruct 1.85 1.39 1.20 0.89 0.88 1.24
Qwen2-72B-Instruct 1.94 1.98 1.72 1.2 0.98 1.56

Mistral-7B-Instruct-v0.2 1.88 1.94 1.62 1.16 1.26 1.57
Mixtral-8x7B-Instruct-v0.1 1.92 1.96 1.76 1.12 0.92 1.54

Llama-3-8B-Instruct 1.88 1.94 1.62 1.03 0.75 1.44
Llama-3-72B-Instruct 1.96 1.99 1.80 1.36 1.16 1.65
Llama-3.1-8B-Instruct 1.87 1.97 1.61 1.08 0.88 1.48
Llama-3.1-72B-Instruct 1.95 1.99 1.80 1.28 1.20 1.64

GPT3.5-Turbo 1.89 1.82 1.71 1.44 1.38 1.65
GPT4o-mini 1.97 1.97 1.78 1.25 1.16 1.63
GPT4o 1.98 1.99 1.81 1.49 1.38 1.73

Table 3: Results of evaluations on proprietary and closed-source models. All of them perform well on non-conflict
queries and contextual knowledge conflict queries, but they struggle on parametric knowledge conflict queries.

sions (detailed in Appendix B). Unless otherwise306

specified, we use GPT-4o as the default evaluator..307

Each dimension was scored on a scale of 0 to 2,308

with the average score reported unless otherwise309

specified.310

3.2 Evaluation Results311

The results of models that evaluating over RoleRef312

are shown in Table 3. Our analysis reveals several313

important findings regarding the performance of314

different models across various query types.315

GPT-4o demonstrates the best overall perfor-316

mance. Among all the models, GPT-4o demon-317

strates superior performance across all query types,318

achieving the highest average score of 1.73. This319

consistent excellence underscores the advanced320

capabilities of GPT-4o in handling diverse role-321

playing scenarios. In the realm of open-source322

models, larger models like Llama-3.1-72B-Instruct323

show impressive results, with an average score of324

1.64, indicating that model scale plays a crucial325

role in performance.326

Significant performance gaps lie between327

parametric knowledge conflict queries and con-328

textual knowledge conflict queries. Models ex-329

hibit a notable difference in handling different types330

of queries. They perform strongly in non-conflict331

and contextual knowledge conflict scenarios (Role332

Setting and Role Profile), but struggle with para-333

metric knowledge conflicts (Factual Knowledge334

and Absent Knowledge). For example, Llama-3.1-335

72B-Instruct achieves near-perfect scores in non-336

conflict (1.95) and Role Setting (1.99) categories,337

but scores significantly lower in Factual Knowl-338

edge (1.28) and Absent Knowledge (1.20) scenar-339

ios. This performance gap suggests that models340

are adept at recognizing conflicts with information341

provided in their immediate context but struggle to342

identify conflicts with their pre-trained knowledge343

base. For instance, models successfully refuse con-344

textual conflict queries (e.g., asking Gandalf about 345

Harry Potter) but often fail to recognize paramet- 346

ric knowledge conflicts (e.g., incorrectly affirming 347

presence at events that the character didn’t attend 348

in the original story). 349

In conclusion, while state-of-the-art models, es- 350

pecially larger ones, demonstrate impressive capa- 351

bilities in handling role-playing scenarios, there 352

remains a significant challenge in managing para- 353

metric knowledge conflicts. This discrepancy high- 354

lights the need to enhance models’ ability to rec- 355

ognize and appropriately respond to conflicts with 356

their parametric knowledge. 357

4 Why is there a gap in RPAs’ abilities to 358

handle different types of conflicting 359

queries? 360

To understand why models perform differently in 361

contextual and parametric knowledge conflict sce- 362

narios, we conducted an in-depth analysis of the 363

models’ internal representations using linear prob- 364

ing and t-SNE visualization techniques. 365

4.1 Analysis via Linear Probes 366

Previous work has shown that the internal states 367

of LLMs can reveal the model’s knowledge about 368

query truthfulness (Azaria and Mitchell, 2023; Ji 369

et al., 2024). Building on this, we used linear 370

probes to investigate whether models can distin- 371

guish between queries that should be refused and 372

those that should be answered. The detailed proce- 373

dure of probe training is provided in Appendix C.2. 374

The results, shown in Figure 3, reveal following 375

insight: 376

Models exhibit a keen awareness of contextual 377

conflicts but struggle with parametric knowl- 378

edge conflicts. Probes achieve higher accuracy in 379

detecting contextual knowledge conflicts compared 380

to parametric knowledge conflicts. This superior 381

recognition aligns with the models’ better perfor- 382
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Figure 3: The accuracy of linear probes at different layers. We conducted six experiments using different random
seeds. The shaded areas represent the variance in accuracy. The accuracy of the probes indicates that the models
have a relatively good awareness of contextual conflict queries but lack awareness of parametric knowledge conflicts.

mance in refusing contextual conflict queries. In383

contrast, the lower accuracy of the probes for para-384

metric knowledge conflicts indicates that models385

struggle to internally differentiate these conflicts386

from non-conflict queries. This difficulty in iden-387

tification likely contributes to the models’ poor388

performance in refusing to answer such queries.389

4.2 Analysis via t-SNE390

To further investigate the internal representation of391

different query types, we applied t-SNE visualiza-392

tion to the last layer representations of Llama3.1-393

8B-Instruct, more model representation t-SNE vi-394

sualization results can be found in the appendix395

D.4. The t-SNE visualization in Figure 4 provides396

additional insights:397

Figure 4: The results of visualizing the representations
of the last layer of Llama3.1-8B-Insrtuct using t-SNE.
The dots in different colors represent different types of
queries, and the dashed lines in different colors repre-
sent different novel series. Each number in the figure
represents a specific character.

Distinct role representations and series clus-398

tering. Each role forms a separate cluster, indicat-399

ing the model’s ability to distinguish between dif- 400

ferent characters. Roles from the same series (e.g., 401

Harry Potter characters) cluster closer together, sug- 402

gesting the model captures series-specific features. 403

This clustering demonstrates the model’s capacity 404

to form coherent representations for related charac- 405

ters. 406

Clear separation for contextual conflicts - Re- 407

jection region. There is a visible boundary be- 408

tween contextual knowledge conflict queries and 409

non-conflict queries. This clear separation likely 410

corresponds to a rejection region in the representa- 411

tion space, explaining why models can effectively 412

refuse these queries. Queries located in this re- 413

gion within the representation space will trigger 414

the model’s refusal strategy because they are per- 415

ceived as conflicting with the current context. 416

Overlap in parametric knowledge conflicts - 417

Direct response region. Representations of most 418

parametric knowledge conflict queries significantly 419

overlap with non-conflict queries. This overlap sug- 420

gests that these queries within the representation 421

space are positioned in a direct response region, 422

where the model tends to answer directly without 423

recognizing the conflict. For example, when pre- 424

sented with the query “Gandalf, was it you who 425

recommended The Prancing Pony as a safe place 426

to stay for Frodo and his friends?". The repre- 427

sentation of this query likely falls within the direct 428

response region, leading to an inappropriate answer. 429

Conversely, for queries whose representations fall 430

further from the non-conflict cluster, the model 431

correctly identifies the false and refuses to answer. 432

These t-SNE results extend our findings from the 433

linear probe analysis, offering a visual representa- 434

tion of how different query types are encoded in the 435

model’s representation space. The clear separation 436

of contextual conflicts aligns with the high probe 437

accuracy for these queries and explains the models’ 438
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Models Params Non-Conflict Contextual Knowledge Conflict Parametric Knowledge Conflict Average
Role Setting Role Profile Factual Knowledge Absent Knowledge

Prompting
Llama-3.1-8B-Instruct 0 1.87 1.97 1.61 1.08 0.88 1.48
Llama-3-8B-Instruct 0 1.88 1.94 1.62 1.03 0.75 1.44
Mistral-7B-Instruct-v0.2 0 1.88 1.94 1.62 1.16 1.26 1.57
Qwen2-7B-Instruct 0 1.85 1.39 1.20 0.89 0.88 1.24

Average 1.87 1.81 1.51 1.04 0.94 1.44

FT
Llama-3.1-8B-Instruct 8037M 1.83(↓0.04) 1.97 1.69(↑0.08) 1.16(↑0.08) 1.06(↑0.18) 1.54(↑0.06)

Llama-3-8B-Instruct 8037M 1.83(↓0.05) 1.97(↑0.03) 1.66(↑0.04) 1.13(↑0.10) 1.03(↑0.28) 1.52(↑0.08)

Mistral-7B-Instruct-v0.2 7249M 1.58(↓0.30) 1.97(↑0.03) 1.64(↑0.02) 1.28(↑0.12) 1.01(↓0.25) 1.50(↓0.07)

Qwen2-7B-Instruct 7621M 1.78(↓0.07) 1.95(↑0.56) 1.48(↑0.28) 1.05(↑0.16) 0.98(↑0.10) 1.45(↑0.21)

Average 1.75(↓0.12) 1.97(↑ 0.16) 1.62(↑0.11) 1.15(↑0.11) 1.02(↑0.08) 1.50(↑0.07)

LoRA
Llama-3.1-8B-Instruct 6.81M 1.82(↓0.05) 1.97 1.72(↑0.11) 1.26(↑0.18) 1.38(↑0.50) 1.63(↑0.15)

Llama-3-8B-Instruct 6.81M 1.76(↓0.12) 1.96(↑0.02) 1.58(↓0.04) 1.18(↑0.15) 1.08(↑0.33) 1.51(↑0.07)

Mistral-7B-Instruct-v0.2 6.81M 1.61(↓0.27) 1.95(↑0.01) 1.59(↓0.03) 1.18(↑0.02) 1.10(↓0.16) 1.49(↓0.08)

Qwen2-7B-Instruct 5.05M 1.69(↓0.16) 1.92(↑0.53) 1.45(↑0.25) 1.08(↑0.19) 1.03(↑0.15) 1.43(↑0.19)

Average 1.72(↓0.15) 1.95(↑0.14) 1.58(↑0.07) 1.18(↑ 0.14) 1.15(↑ 0.21) 1.52(↑0.08)

Representation Editing
Llama-3.1-8B-Instruct 0 1.87 1.96(↓0.01) 1.70(↑0.09) 1.18(↑0.10) 1.01(↑0.13) 1.54(↑0.06)

Llama-3-8B-Instruct 0 1.87(↓0.01) 1.96(↑0.02) 1.69(↑0.07) 1.17(↑0.14) 0.89(↑0.14) 1.52(↑0.08)

Mistral-7B-Instruct-v0.2 0 1.87(↓0.01) 1.95(↑0.01) 1.69(↑0.07) 1.20(↑0.04) 1.34(↑0.08) 1.61(↑0.04)

Qwen2-7B-Instruct 0 1.85 1.91(↑0.52) 1.55(↑0.35) 1.03(↑0.14) 1.04(↑0.16) 1.48(↑0.24)

Average 1.86(↓0.01) 1.94(↑0.13) 1.66(↑ 0.14) 1.15(↑0.11) 1.07(↑0.13) 1.54(↑ 0.11)

Table 4: Evaluation Results of Models Using Fine-Tuning and Representation Editing Methods. Params indicate the
number of trainable parameters. The numbers in parentheses show the performance change compared to Prompting,
with red indicating a decrease and green indicating an increase. Compared to FT and LoRA, which lead to a decline
in the model’s ability to handle non-conflict queries while improving its capacity to manage conflict queries, the
representation editing method achieves a better balance between these two types of queries without training.

success in refusing them. Similarly, the overlap439

between parametric knowledge conflicts and non-440

conflict queries corresponds to the low probe accu-441

racy for these conflicts, providing insight into why442

models struggle to refuse such queries. The visual-443

ization of rejection and direct response regions in444

the representation space offers an explanation for445

the performance gap observed earlier. Queries that446

fall into the rejection region are more likely to be447

correctly refused, while those in the direct response448

region risk being answered inappropriately.449

5 How can we enhance RPAs’ refusal450

ability without compromising their451

general role-playing capabilities?452

In this section, we aim to address RQ3: How can453

we enhance RPAs’ ability to respond to conflict-454

ing queries without compromising their general455

role-playing capabilities? Building on our findings456

from Section 4.2, which revealed distinct regions457

in the representation space for refusal and direct re-458

sponses, we apply a representation-editing method459

to improve the model’s ability to identify and refuse460

conflicting queries.461

5.1 Representation Editing Method462

The representation-editing approach is a463

lightweight method that enables a model to464

refuse to answer without requiring additional 465

model training. This method adopts an inter- 466

pretability perspective (Zou et al., 2023), where 467

the refusal representation is activated when the 468

model declines to answer, thus aiding in the refusal 469

process. By identifying the representations related 470

to refusal within the model and intervening in 471

the model’s original representations using these 472

refusal representations, the model’s ability to 473

refuse can be enhanced. In this paper, we adopt the 474

representation-editing method proposed by Li et al. 475

(2024) to intervene in the model’s representations. 476

Specifically, this method consists of three steps.See 477

the Appendix C.3 for more detailed process of the 478

representation editing method. 479

5.2 Experiment 480

To validate the effectiveness of our proposed rep- 481

resentation editing method, we conducted compre- 482

hensive experiments comparing it with two base- 483

line approaches: Fine-Tuning (FT) and LoRA, de- 484

tails for FT and LoRA are provided in the Ap- 485

pendix C. We evaluated these methods across vari- 486

ous query types and used MT-Bench to assess their 487

impact on general role-playing and conversational 488

abilities. More analysis is presented in the Ap- 489

pendix D. 490
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Methods Non-Conflict Contextual Knowledge Conflict Parametric Knowledge Conflict Average
Role Setting Role Profile Factual Knowledge Absent Knowledge

Prompting 1.94 1.94 1.62 1.16 1.02 1.53
FT 1.89 1.97 1.70 1.16 1.14 1.57
LoRA 1.84 1.97 1.61 1.22 1.14 1.56
Representation Editing 1.92 1.96 1.78 1.19 1.02 1.57

Table 5: Human Evaluation Result. We report the average scores across different annotators.

5.3 Evaluation Results491

5.3.1 Main Evaluation Result492

We present the performance of the models on the493

evaluation benchmark after supervised fine-tuning494

and representation editing in Table 4.495

Representation editing excels. The representa-496

tion editing method showcased exceptional perfor-497

mance across all query types, achieving the highest498

average score of 1.54, which outperformed both499

FT and LoRA.500

Striking a balance between non-conflict501

queries and conflict queries via representation502

editing. One of the standout features of the repre-503

sentation editing method is its ability to excel in504

both non-conflict and conflict scenarios. It achieved505

an impressive average score of 1.86 on non-conflict506

queries, notably higher than FT (1.75) and LoRA507

(1.72). This balance is vital for preserving the508

model’s overall role-playing capabilities while bol-509

stering its refusal ability.510

To avoid potential bias from using GPT-4o for511

both data generation and evaluation, we report re-512

sults using different LLMs as evaluators in Ap-513

pendix D.1.514

5.3.2 Human Evaluation Result515

To validate our automated evaluation result and fur-516

ther assess the effectiveness of different methods,517

we conducted a human evaluation study. We re-518

cruited five novel enthusiasts to evaluate Llama-519

3-8B-Instruct outputs. For each query type of520

each role, we randomly sampled 10 examples for521

assessment. The evaluators followed the same522

nine-dimensional scoring criteria used in our au-523

tomated evaluation, ensuring consistency in the524

assessment framework. The results, presented in525

Table 5, demonstrate strong alignment with our526

automated evaluation findings. The Representa-527

tion Editing method achieved comparable or better528

performance acr0oss different query types. This529

human evaluation validates that our approach ef-530

fectively enhances the model’s refusal capabilities531

without compromising its general role-playing abil-532

ities.533

5.3.3 Evaluation on MT-Bench 534

To further validate our method’s impact on gen- 535

eral role-playing and conversational abilities, we 536

conducted evaluations using MT-Bench, focusing 537

on both role-playing specific tasks (MT-Bench- 538

Roleplay) and general conversational abilities. 539

Method Llama-3.1 Llama-3 Mistral
MT-Bench-Roleplay

FT 7.55 7.05 6.95

LoRA 8.00 7.70 8.75

Representation Editing 8.15 8.30 9.05

MT-Bench
FT 6.88 7.16 6.09

LoRA 7.61 7.37 6.91

Representation Editing 7.78 7.36 7.69

Table 6: Results of evaluations on different models and
methods for MT-Bench. MT-Bench contains 8 subtasks,
MT-Bench-Roleplay is one of the subtasks. The model
parameters are 7B or 8B.Representation Editing demon-
strates good performance not only in roleplay but also
in general conversation.

The results indicate that Representation Editing 540

method, while improving the model’s refusal abil- 541

ity, also enhances its general role-playing capabili- 542

ties and conversational abilities compared with FT 543

and LoRA. In the MT-Bench-Roleplay and broader 544

MT-Bench evaluation, this method achieved the 545

best performance in most cases. 546

6 Conclusion 547

Our study investigated RPAs capabilities in han- 548

dling conflicting requests, with a focus on enhanc- 549

ing their ability to recognize and refuse inappro- 550

priate queries. Our evaluation of state-of-the-art 551

models revealed significant performance differ- 552

ences across different conflict scenarios, particu- 553

larly in dealing with parametric knowledge con- 554

flicts. Through analysis of model representations, 555

we uncovered the existence of distinct representa- 556

tion spaces for different roles and conflict types 557

within the models. This key finding explains the 558

observed performance differences and provides a 559

foundation for targeted improvements in RPA de- 560

sign. Our proposed representation editing approach 561

offers a promising solution for enhancing RPAs’ 562

refusal capabilities without training. 563
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Limitations564

While our study demonstrates the effectiveness of565

representation editing for enhancing refusal capa-566

bilities in models with 7-8B parameters, extending567

this approach to larger state-of-the-art models (such568

as those with 70B+ parameters) represents an im-569

portant direction for future research. As model570

scale increases, the complexity of representation571

spaces and interaction patterns may present new572

challenges for our editing method. Additionally,573

while we focused on role-playing scenarios in role574

kownledge QA, exploring the applicability of rep-575

resentation editing in other domains could reveal576

new insights about the method’s generalizability.577
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A Related Work894

A.1 Role-Playing Agents895

RPAs have garnered significant attention for their896

ability to simulate diverse personas, enhancing897

human-computer interaction in applications like898

virtual assistants and storytelling (Chen et al.,899

2024b). Existing research on RPAs primarily ad-900

dresses two key challenges: (1) improving the role-901

playing capabilities of models; (2) evaluating the902

effectiveness of these role-playing performances.903

Enhancing Role-Playing Performance. Meth-904

ods to improve RPAs are broadly categorized into905

prompt-based and fine-tuning-based approaches.906

Prompt-based methods provide models with de-907

tailed character descriptions, outlining attributes908

such as age, personality, and abilities, to facilitate909

accurate role-playing (Wang et al., 2024a; Zhou910

et al., 2024). Fine-tuning-based methods involve911

training models on role-specific behaviors, often912

using data sourced from manual annotations (Zhou913

et al., 2024; Chen et al., 2023; Zhang et al., 2024b),914

online resources (Zheng et al., 2019; Qian et al.,915

2021; Song et al., 2020; Shao et al., 2023; Tu et al.,916

2024), or generated by LLMs (Wang et al., 2024a;917

Li et al., 2023; Zhao et al., 2024a; Ahn et al., 2024;918

Lu et al., 2024). These methods aim to instill role-919

consistent behaviors and dialogue patterns in the920

models.921

Evaluating Role-Playing Capabilities. Evalu-922

ating role-playing performance is crucial for assess-923

ing effectiveness and guiding improvements. Con-924

sidering the complexity and comprehensiveness of925

character personas, evaluation often encompasses926

multiple dimensions. Tu et al. (2024) propose eval-927

uating from 13 dimensions. Moreover, Yuan et al.928

(2024) propose the Motivation Recognition Task to929

assess the model’s understanding and knowledge of930

characters through descriptions. Ahn et al. (2024)931

and (Sadeq et al., 2024) focus on evaluating hal-932

lucination issues in role-play models, especially933

temporal hallucinations. Wang et al. (2024b) as-934

sess the personality of role-play models through935

interviews. Chen et al. (2024a) systematically eval-936

uate the sociality of RPAs at both individual and937

group levels.938

Unlike previous work, we primarily focus on939

enhancing and evaluating the refusal capabilities940

of RPAs. Also, to ensure that enhancing the re-941

fusal ability does not compromise their general942

role-playing performance, we evaluate their gen-943

eral conversational skills and role-playing abilities.944

A.2 Knowledge Boundaries and Refusal 945

Strategies 946

Understanding and managing knowledge bound- 947

aries in RPAs is crucial for reliable and accurate 948

interactions. Prior work distinguishes between con- 949

textual knowledge, provided in the input context, 950

and parametric knowledge, inherent in the model’s 951

parameters (Xu et al., 2024b). 952

Parameteric Knowledge. Yang et al. (2023) 953

and Cheng et al. (2024) explore teaching mod- 954

els to express uncertainty using prompt-based, 955

fine-tuning, and preference-aware optimization 956

methods. Xu et al. (2024a) propose a reinforce- 957

ment learning method based on knowledge feed- 958

back to dynamically determine the model’s knowl- 959

edge boundaries. Similarly, Zhang et al. (2024a) 960

identifies knowledge gaps between pre-trained pa- 961

rameters and instruction-tuning data, constructing 962

refusal-aware data by appending uncertainty ex- 963

pressions and improving the model’s ability to an- 964

swer known questions while refusing unknown 965

ones. Chen et al. (2024c) detect the knowledge 966

boundaries of LLMs through internal confidence 967

and teach LLMs to recognize and express these 968

boundaries. Zhao et al. (2024c) propose a self- 969

detection scheme to identify unknown knowledge 970

by examining behavioral differences under vary- 971

ing formulations and the atypicality of input ex- 972

pressions. To address factual errors and outdated 973

knowledge in parameterized knowledge, main- 974

stream methods convert parameterized knowledge 975

into contextual knowledge. 976

Contextual Knowledge. Cao (2024) use an 977

independent structured knowledge base to repre- 978

sent the knowledge scope of LLMs, making LLMs 979

process input-output data without relying on inter- 980

nal knowledge, thereby avoiding misinformation. 981

Prompting LLMs to refuse to answer difficult ques- 982

tions improves system reliability. Deng et al. (2024) 983

generate extensive unknown question-response 984

data through class-aware self-augmentation and 985

select qualified data via differential-driven self- 986

curation, fine-tuning LLMs to improve their re- 987

sponse capabilities to various unknown questions, 988

enabling the model to refuse and explain why it 989

cannot answer. Brahman et al. (2024) categorize 990

scenarios requiring refusal to answer, and explore 991

different training strategies to teach models to say 992

“no." Zhao et al. (2024b) investigate decision bound- 993

aries in in-context learning by analyzing decision 994

boundaries in binary classification tasks. 995
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Although previous studies have explored the996

knowledge boundaries of models, there is still a997

lack of in-depth research specifically on the knowl-998

edge boundaries of RPAs. To address this gap, we999

systematically evaluated the ability of RPAs to rec-1000

ognize and refuse queries that conflict with their1001

role knowledge, thereby investigating their knowl-1002

edge boundaries. Subsequently, we proposed a rep-1003

resentation editing approach that enhances their re-1004

fusal capabilities without compromising their gen-1005

eral role-playing performance.1006

B Evaluation Protocol1007

Inspired by (Tu et al., 2024), we have expanded1008

our evaluation framework beyond just assessing1009

the refusal ability of RPAs. Our comprehensive1010

framework evaluates three key capabilities of RPAs:1011

general conversational ability, role-playing ability,1012

and refusal ability.1013

Evaluation of General Conversation Ability.1014

General conversation ability is the foundational1015

capability of RPAs. Assessing the general con-1016

versation ability of role-playing models is crucial1017

because it directly impacts the user experience1018

and satisfaction during interactions with the model.1019

General conversation ability includes consistency,1020

quality, and factuality, which collectively deter-1021

mine the fluency, depth, and accuracy of the con-1022

versation (Mesgar et al., 2021; Zhang et al., 2021;1023

Tu et al., 2024).1024

• Consistency of Response: The consistency of1025

response refers to the model’s ability to pro-1026

vide replies that are coherent with the context1027

and the query.1028

• Quality of Response: The quality of response1029

involves the depth, richness, and creativity of1030

the replies. High-quality responses can en-1031

hance user experience and drive the conversa-1032

tion forward.1033

• Factuality of Response: Ensuring that the in-1034

formation provided in the replies is accurate1035

and truthful.1036

Evaluation of Role-Playing Ability. Role-1037

playing ability directly influences the user experi-1038

ence with RPAs. We aim for the model to maintain1039

its role-playing ability even when refusing to an-1040

swer. We measure the role-playing ability of RPAs1041

across four dimensions:1042

• Alignment with Role Background: This di- 1043

mension assesses whether the content of the 1044

replies is faithful to the character’s back- 1045

ground and history. The background knowl- 1046

edge defines the character’s basic behavior 1047

patterns and historical context, making it es- 1048

sential to ensure the consistency and credibil- 1049

ity of the character’s actions and speech. 1050

• Alignment with Role Style: This dimension 1051

evaluates whether the replies conform to the 1052

character’s expression and behavior style. The 1053

role style reflects the character’s unique traits, 1054

and maintaining a consistent style across dif- 1055

ferent contexts helps preserve the character’s 1056

distinct appeal and recognizability. 1057

• Alignment with Role Personality: This di- 1058

mension focuses on whether the content of 1059

the replies reflects the character’s personality 1060

traits. The character’s personality includes its 1061

emotional responses and attitudes. Replies 1062

that exhibit the character’s personality can 1063

highlight its unique behavior patterns, enhanc- 1064

ing the realism and dimensionality of the char- 1065

acter. 1066

• Alignment with Role Abilities: The final di- 1067

mension examines whether the replies demon- 1068

strate the character’s abilities and skills. The 1069

character’s abilities determine its actions and 1070

approaches to problem-solving in specific con- 1071

texts. Ensuring that the character can effec- 1072

tively handle various challenges makes its por- 1073

trayal more credible and reliable. 1074

Evaluation of Refusal Ability. The expected 1075

model responses to different categories of refusal 1076

queries vary, ranging from directly refusing to an- 1077

swer to recognizing potential errors in the query. 1078

To better assess these different categories of refusal 1079

queries, we evaluate them from two aspects: 1080

• Refusal to Answer Judgment: Determining 1081

whether the model directly refuses to answer 1082

in its replies. 1083

• Awareness of False: Evaluating whether the 1084

model recognizes potential errors in the query 1085

and takes appropriate response. 1086

To assess RPAs’ performance across these di- 1087

mensions, we use GPT-4o to score them. The spe- 1088

cific scoring criteria for each dimension can be 1089
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Figure 5: Screenshots of our human evaluation interface for rating. In each instance, evaluators scores according to
the evaluation dimensions.

found in Appendix E.For Human Evaluation, Fig-1090

ure 5 shows a screenshot of the interface used for1091

our evaluation, which all evaluators utilized to rate1092

the data.1093

C Details1094

C.1 Baselines Details1095

Prompting: The Prompt-based method instructs1096

the model to refuse queries that exceed the scope of1097

the role’s knowledge by providing prompts about1098

refusal within the context.1099

FT: Fine-Tuning(FT) is a relatively simple and1100

effective method to enhance a model’s refusal ca-1101

pabilities. We directly use RoleRef to perform1102

supervised fine-tuning on the model to teach it to1103

refuse inappropriate requests. This is achieved by1104

training models using the standard autoregressive1105

loss.1106

LoRA: LoRA (Hu et al., 2021) has the advan-1107

tage of learning less but also forgetting less Bider-1108

man et al. (2024). Therefore, to prevent the model1109

from overfitting to refusal data during training,1110

which may cause it to refuse non-conflict queries1111

as well, we also use LoRA to train the model.1112

For supervised fine-tuning, we used the table 71113

experimental setup and hyperparameters:1114

For LoRA training, we used table 8 experimental1115

Hyperparameter Value
Precision Float32
Epochs 1
Weight Decay 0
Warmup ratio 0.03
Learning rate 2e−5

Max Seq. length 2048
Effective batch size 128

Table 7: Experimental Setup and Hyperparameters for
Supervised FT

setup and hyperparameters: 1116

C.2 Linear Probe Details 1117

1. Data Preparation: 1118

• Hidden Representation Extraction: 1119

For each query, we first use the prompt 1120

shown in Figure 5 as input to the model. 1121

During the model’s forward pass, we ex- 1122

tract the hidden states from a specified 1123

layer (e.g., the penultimate layer) to use 1124

as feature vectors. 1125

• Dataset Construction: We collect the 1126

corresponding hidden representations for 1127

different types of queries: 1128

– Training: 200 samples each for non- 1129
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Hyperparameter Value
Precision Float32
Epochs 1
Weight Decay 0
Warmup ratio 0.03
Learning rate 3e−4

Learning rate scheduler cosine
Max Seq. length 2048
Effective batch size 128
Lora rank 16
Lora alpha 16
Lora dropout 0.1

Table 8: Experimental Setup and Hyperparameters for
LoRA

conflict, role setting conflict, and fac-1130

tual knowledge conflict scenarios1131

– Testing: 50 samples for each of the1132

five query types1133

– For contextual conflict accuracy: av-1134

erage of role setting conflict and role1135

profile conflict accuracies1136

– For parametric knowledge conflict1137

accuracy: average of factual knowl-1138

edge conflict and absent knowledge1139

conflict accuracies1140

• Label Assignment: For binary classi-1141

fication, we assign a label of 1 to non-1142

conflict query samples and a label of 0 to1143

conflict query samples.1144

2. Model Definition:1145

• Linear Probe Structure: We use a 3-1146

layer fully connected network with di-1147

mensions (model_hidden_state, 512, 2)1148

and an output layer with a Sigmoid ac-1149

tivation function. This setup is used1150

to probe whether the model perceives a1151

query as conflicting with its knowledge.1152

3. Training Process:1153

• Loss Function: We use the Mean1154

Squared Error Loss (MSELoss) to op-1155

timize the model parameters.1156

• Optimizer and Hyperparameters:1157

– Optimizer: Adam optimizer1158

– Learning rate: 5e−51159

– Learning rate scheduler: linear1160

– Batch size: 5121161

– Training epochs: 10 1162

• Training Strategy: The model is trained 1163

on the training set, and at the end of each 1164

epoch, its performance is evaluated on 1165

the validation set. The model parameters 1166

with the highest validation accuracy are 1167

saved. 1168

4. Result Evaluation: 1169

• Evaluation Metrics: We calculate the 1170

prediction accuracy for each query type 1171

on the test set to assess the linear probe’s 1172

performance in distinguishing between 1173

different types of queries. 1174

• Experiment Reproducibility: To en- 1175

sure the reliability of the results, we use 1176

6 different random seeds and conduct ex- 1177

periments on data from multiple roles, 1178

calculating the average performance. 1179

C.3 Representation Editing Method Details 1180

Step 1: Collecting Activation 1181

For each role, we construct a set of conflict 1182

queries and non-conflict queries, represented as: 1183

• Conflict query set: {qiconflict}Ni=1 1184

• Non-conflict query set: {qinon-conflict}Ni=1 1185

For each query q, we obtain the model’s hidden 1186

state representation at each layer, denoted as: 1187

• Conflict query representation at layer l: 1188

hi,l
conflict 1189

• Non-conflict query representation at layer l: 1190

hi,l
non-conflict 1191

where l = 1, 2, . . . , L, and L is the number of 1192

layers in the model. 1193

Step 2: Identifying the Rejection Direction 1194

In this step, we calculate the representation dif- 1195

ferences between conflict and non-conflict queries 1196

at each layer to capture the features associated with 1197

the model’s refusal behavior. 1198

For each layer l, compute the representation dif- 1199

ference vector for the i-th query pair: 1200

∆hi,l = hi,l
conflict − hi,l

non-conflict (1) 1201

Then, calculate the average of all difference vec- 1202

tors to obtain the rejection direction dl at layer 1203

l: 1204

dl =
1

N

N∑
i=1

∆hi,l (2) 1205
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Figure 6: Methods to improve the model’s ability to refuse to answer.

To filter out noise and retain features highly re-1206

lated to refusal behavior, we compute the variance1207

for each dimension of the difference vectors. Let1208

σ2
l,j be the variance of the j-th dimension at layer1209

l. We zero out dimensions with variance above1210

a threshold τ , resulting in the adjusted rejection1211

direction d′l:1212

d′l
j =

{
dl
j , if σ2

l,j ≤ τ

0, if σ2
l,j > τ

(3)1213

Step 3: Steering Activation1214

With the rejection direction for each layer, we1215

intervene in the model’s internal representations1216

when processing new queries.1217

For a new query q, obtain its hidden state repre-1218

sentation at layer l, hl.1219

Calculate the similarity between hl and the re-1220

jection direction d′l, for example, using cosine sim-1221

ilarity:1222

sim(hl,d′l) =
hl · d′l

∥hl∥∥d′l∥
(4)1223

If the similarity exceeds a set threshold θ, the1224

query at layer l may require intervention. We add1225

the rejection direction to the original representation1226

proportionally by λ:1227

hl ← hl + λd′l (5)1228

By adjusting the representations at each layer,1229

we gradually guide the model to be more inclined1230

to refuse to answer conflict queries.1231

C.4 Definitions of Refusal and Direct1232

Response Region1233

• Rejection Regions: When the similarity1234

between the input query’s representation1235

vector hl and the rejection direction vec-1236

tor d′l exceeds a certain threshold θ, i.e.,1237

sim(hl,d′l) ≥ θ, the model is more inclined1238

to trigger the refusal mechanism and decline1239

to answer the query.1240

• Direct Response Regions: When the 1241

similarity is below the threshold θ, i.e., 1242

sim(hl,d′l) < θ, the model tends to gener- 1243

ate a direct response to the query. 1244

D More analysis 1245

D.1 Validating Results with Different LLM 1246

Evaluators 1247

To validate the robustness of our evaluation frame- 1248

work, we assessed model performance using 1249

three different state-of-the-art LLMs as evaluators: 1250

qwen-max-2025-01-25, gemini-2.0-pro-exp-02-05, 1251

and Doubao-1.5-pro-32k-250115. Table 9 presents 1252

the evaluation results across different methods and 1253

query types. 1254

The results demonstrate consistent patterns 1255

across all evaluator models. The Representa- 1256

tion Editing method maintains competitive perfor- 1257

mance, achieving an average score of 1.54 across 1258

all evaluators, comparable to FT (1.55) and LoRA 1259

(1.55). This consistency is particularly evident in 1260

handling non-conflict queries (1.94) and contex- 1261

tual knowledge conflicts (1.97 for Role Setting), 1262

where the method performs strongly regardless of 1263

the evaluator model. 1264

Notably, all evaluator models identify similar 1265

performance patterns across different query types. 1266

They consistently show that models perform bet- 1267

ter on contextual knowledge conflicts compared to 1268

parametric knowledge conflicts, aligning with our 1269

main findings using GPT-4o as the evaluator. This 1270

cross-model validation strengthens the reliability 1271

of our evaluation framework and the effectiveness 1272

of our proposed method. 1273

D.2 More Analysis of Probe Result 1274

From the Figure 3 we can also observe the follow- 1275

ing phenomenon: 1276

Potentially consistent patterns across mod- 1277

els Despite architectural differences, models 1278

16



Methods Non-Conflict Contextual Knowledge Conflict Parametric Knowledge Conflict Average
Role Setting Role Profile Factual Knowledge Absent Knowledge

qwen-max-2025-01-25
Prompt 1.94 1.96 1.70 1.20 0.95 1.55
FT 1.91 1.99 1.73 1.23 1.15 1.60
LoRA 1.84 1.99 1.67 1.32 1.28 1.62
Representation Editing 1.94 1.99 1.75 1.31 1.05 1.61

gemini-2.0-pro-exp-02-05
Prompt 1.90 1.95 1.48 0.94 0.77 1.41
FT 1.87 1.99 1.53 1.03 1.01 1.49
LoRA 1.82 2.00 1.41 1.09 1.05 1.47
Representation Editing 1.90 1.97 1.58 1.05 0.88 1.47

Doubao-1.5-pro-32k-250115
Prompt 1.97 1.92 1.50 1.23 0.94 1.51
FT 1.95 1.93 1.50 1.28 1.12 1.56
LoRA 1.89 1.93 1.45 1.31 1.16 1.55
Representation Editing 1.97 1.95 1.56 1.27 1.00 1.55

Average
Prompt 1.94 1.95 1.56 1.12 0.89 1.49
FT 1.91 1.97 1.58 1.18 1.10 1.55
LoRA 1.85 1.97 1.51 1.24 1.16 1.55
Representation Editing 1.94 1.97 1.63 1.21 0.98 1.54

Table 9: Evaluating Llama-3-8B-Instruct Under Different Methods Using Multiple Evaluators.

like Llama3-8B-Instruct and Llama3.1-8B-Instruct1279

show similar accuracy trends across layers for dif-1280

ferent query types. This suggests that these mod-1281

els may encode similar features at analogous lay-1282

ers, regardless of their specific architecture or pre-1283

training data.1284

In order to verify the above phenomenon, we1285

apply the representation of the refusal direction1286

obtained from Llama3.1-8B-Instruct to Llama3-1287

8B-Instruct, as shown in Figure 7.1288

Figure 7: Model feature similarity verification experi-
ment.

From the results in the table, we can see that the1289

representation of Llama3.1-8B-Instruct can be ap-1290

plied to Llama3-8B-Instruct and improve its rejec-1291

tion ability. This shows that there are certain simi-1292

larities between Llama3-8B-Instruct and Llama3.1-1293

8B-Instruct in model features, and similar features1294

are modeled at the similar layer.1295

D.3 Analysis of Representation Editing 1296

Method 1297

To investigate the effectiveness of the representa- 1298

tion editing method in enhancing the model’s abil- 1299

ity to recognize conflict scenarios, we conducted 1300

a comparative analysis using linear probes. These 1301

probes were trained on the hidden states of the 1302

last layer of models that underwent fine-tuning and 1303

representation editing. Figure 8 illustrates our find- 1304

ings. 1305

The results reveal significant insights into how 1306

different methods affect the model’s awareness 1307

across various scenarios: 1308

Well performance in contextual conflicts In 1309

the two conflict types directly related to the char- 1310

acter - “Role Setting" and “Role Profile" - the rep- 1311

resentation editing method demonstrated excellent 1312

performance across all models, typically outper- 1313

forming or matching other methods. 1314

Improvement in parametric knowledge con- 1315

flicts In the two conflict types involving paramet- 1316

ric knowledge - “Fact Knowledge" and “Absent 1317

Knowledge" - the representation editing method 1318

significantly outperformed FT and LoRA methods 1319

in most cases. This improvement is particularly 1320

evident in the Llama3-8B-Instruct and Mistral-7B- 1321

Instruct models. 1322

D.4 Analysis of Representation via t-SNE 1323

We also show the results of t-SNE visualization 1324

of the last layer representation of models, Llama3- 1325

8B-Instruct, Mistral-7B-Instruct, and qwen2-7B- 1326

Instruct, as shown in Figure 9. 1327
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Figure 8: Accuracy of linear probes on the last layer for different query types.

Figure 9: The results of visualizing the representations of the last layer using t-SNE.

From the analysis of additional t-SNE results,1328

it is evident that the conclusions remain consis-1329

tent across various models. These include distinct1330

representation spaces for different roles, cluster-1331

ing of similar roles, clear separation of contextual1332

knowledge conflict queries, and overlap of paramet-1333

ric knowledge conflict queries. This consistency1334

reinforces the robustness of our findings across dif-1335

ferent model architectures.1336

D.5 Analysis of Computation Overhead1337

The representation editing method does not incur1338

significant additional computational overhead. We1339

analyze the computational overhead of our method1340

mainly from two aspects: training overhead and1341

inference overhead.1342

1. Training Overhead: As we have shown in1343

Table 4 of our paper, our method does not involve1344

any trainable parameters. Specifically, we only1345

need to precompute and store the rejection vectors,1346

which can then be simply added to the model’s in-1347

ternal representations during practical applications.1348

Therefore, compared to FT and LoRA, the compu-1349

tational overhead during the training phase of the1350

representation editing method is nearly zero. 1351

2. Inference Overhead:During inference, our 1352

method only requires a simple vector addition op- 1353

eration between the precomputed rejection vec- 1354

tors and the current internal representations of the 1355

model. This operation has a computational com- 1356

plexity similar to the adapter modules in LoRA. 1357

Since this operation is extremely lightweight, its 1358

impact on inference time and computational re- 1359

sources is almost negligible. Therefore, our method 1360

does not introduce significant additional overhead 1361

during the inference phase either. 1362

E Prompt 1363

All prompts we used are listed at Figures 10, 11, 12, 1364

13. For evaluation, we listed our scoring criteria in 1365

Table 10 1366
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Role-playing Prompt

I want you to play as {role}. I want you to answer like {role}, imitating {role} 's personality and values, assuming to 
live in the context of the world in which {role} lives, using the tone, manner, and vocabulary that {role} would use. 
You must know everything about {role}. 
Please do not reveal that you are an AI model or a language model. You must always remember that you are a 
personality character. Don't be verbose, and don't be too formal or polite. 

Your role profile is set as follows: 
```
{role_profile}
```

Require:
```
If the question goes beyond your knowledge or contradicts the role profile, please refuse to answer the question.
```
Question:
{question}

Figure 10: Role-playing Prompt

Prompt for Role Description Conflict Query Generation

Your task is to break down the given character description of {role} into multiple atomic pieces of knowledge. Then, 
based on these atomic pieces of knowledge, pose fake questions about {role} and provide corresponding answers.
Note:
1. Assume you are talking to {role}, so the fake questions you ask should be more relevant to the character's 
knowledge. Make it difficult for the character to tell.
2. Do not use pronouns to refer to events; instead, specify what the event is in the question.
3. Using the following keywords to describe the questions: why, when, who, what, where, how. and 
4. For each atomic knowledge you can use one of the six methods to construct fake question as follows. 
    (1) Change the character: Swap the character with another character. 
    (2) Change the Key Object: Alter the object that is central to the event.  
    (3) Alter the Location: Change the setting where the event took place. 
    (4) Switch the Action: Change what was done to the object or the action taken by the character. 
    (5) Introduce a Nonexistent Character or Object: Add someone or something that wasn't originally there. 
    (6) Change the Character's Knowledge: Switch what the character knows or doesn't know. 
    (7) Antonyms
5. Please modify only the question part. Please clarify the mistakes in the question in the answer section. And the 
answer should be in the character's style.

Character Description
{role_description}

Output Example:
Return a list of dictionaries in the format of the reference fake question.
[
    {{
        " atomic_knowledge ": "",
        " question": "",
        " answer": "",
        " fake_method ": ""
    }}
]

Figure 11: Prompt for Role Description Conflict Query Generation
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Prompt for Fact Knowledge Query Generation

Your task is to generate similar fake questions based on the given character description and reference fake question.
Note:
1. Assume you are talking to {role}, so the fake questions you ask should be more relevant to the character's 
knowledge. Make it difficult for the character to tell.
2. Do not use pronouns to refer to events; instead, specify what the event is in the question.
3. Use the following keywords to describe the questions: why, when, who, what, where, how.
4. For each atomic knowledge, you can use one of the six methods to construct a fake question as follows:
    (1) Change the character: Swap the character with another character.
    (2) Change the Key Object: Alter the object that is central to the event.
    (3) Alter the Location: Change the setting where the event took place.
    (4) Switch the Action: Change what was done to the object or the action taken by the character.
    (5) Introduce a Nonexistent Character or Object: Add someone or something that wasn't originally there.
    (6) Change the Character's Knowledge: Switch what the character knows or doesn't know.
    (7) Antonyms
5. Please modify only the question part. Please clarify the mistakes in the question in the answer section. And the 
answer should be in the character's style.
6. Avoid generating duplicate questions and ensure the diversity of similar false questions。

Character Description
{role_description}

Reference Fake Question
{reference_question}

Output Example:
Return a list of dictionaries in the format of the reference fake question.
[
    {{
        "question": "",
        "gold_response": "",
        "fake_method": "",
        "character": ""
    }}
]

Figure 12: Prompt for Fact Knowledge Query Generation

Prompt for  Query Judgment

Given a character description and a fake question about the character, your task is to determine whether you can 
judge the question as a fake question based on the character description.
Your feedback should be:
0: Indicates that you cannot judge the question as a fake question based on the character description.
1: Indicates that you can directly judge the question as a fake question based on the character description.
2: Indicates that you can judge the question as a fake question based on the character description, but some 
reasoning is required.
Character description:
{role_profile}

Fake question:
{fake_question}

Note: 
Please directly output your answer [0 or 1 or 2], without providing an explanation.

Figure 13: Prompt for Query Judgment
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1. Awareness of False
0 The response did not recognize the false in the question.
1 The response recognized the false in the question but did not clarify the potential false in the answer.
2 The response recognized the false in the question and correctly clarified the potential false in the answer.
2. Refusal to Answer Judgment
0 The response did not recognize the need to refuse to answer.
1 The response recognized the need to refuse but did not refuse in the response.
2 The response recognized the need to refuse and clearly refused to answer in the response.
3. Alignment with Role Background
0 The response did not follow the character’s background at all.
1 The response mostly followed the character’s background but had some conflicts.
2 The response perfectly followed the character’s background.
4. Alignment with Role Style
0 The response did not follow the character’s speaking style at all.
1 The response mostly followed the character’s speaking style but had some conflicts.
2 The response perfectly followed the character’s speaking style.
5. Alignment with Role Abilities
0 The response did not follow the character’s abilities at all and answered questions beyond the character’s capabilities.
1 The response mostly followed the character’s abilities but had some conflicts.
2 The response perfectly followed the character’s abilities.
6. Alignment with Role Personality
0 The response did not follow the character’s personality at all, and the reply was completely inconsistent with the character’s personality.
1 The response mostly followed the character’s personality but had some inconsistencies.
2 The response perfectly followed the character’s personality.
7. Consistency of Response
0 The response was completely unrelated to the question, neither refusing to answer nor correctly answering the question.
1 The response was mostly related to the question but had some deficiencies.
2 The response was completely related to the question.
8. Quality of Response
0 The response did not provide any useful information.
1 The response mostly provided useful information but had some parts that were not addressed.
2 The response was very useful and perfectly answered the question.
9. Factuality of Response
0 The response contains serious factual errors.
1 The response is mostly correct but contains some factual errors.
2 The response is completely factually correct with no factual errors.

Table 10: Scoring Criteria for Multiple Dimensions
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