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Abstract

In this paper, we consider the problem of learning independent fair policies in co-
operative multi-agent reinforcement learning (MARL). The objective is to design
multiple policies simultaneously that can optimize a welfare function for fairness.
To achieve this objective, we propose a novel Fairness-Aware multi-agent Proximal
Policy Optimization (FAPPO) algorithm, which learns individual policies for all
agents separately and optimizes a welfare function to ensure fairness among them,
in contrast to optimizing the discounted rewards. The proposed approach is shown
to learn fair policies in the independent learning setting, where each agent estimates
its local value function. When inter-agent communication is allowed, we further in-
troduce an attention-based variant of FAPPO (AT-FAPPO) by incorporating a self-
attention mechanism for inter-agent communication. This variant enables agents
to communicate and coordinate their actions, potentially leading to more fair so-
lutions by leveraging the ability to share relevant information during training. To
show the effectiveness of the proposed methods, we conduct experiments in two
environments and show that our approach outperforms previous methods both in
terms of efficiency and equity.

1 Introduction

Recent advances in reinforcement learning (RL) and multi-agent RL (MARL) have significantly
improved the abilities of adaptive artificial agents to cooperate and solve complex tasks, including
autonomous vehicles (Cao et al., 2012; Siddique et al., 2024), traffic light control (Wiering et al.,
2000), data center control (Yao et al., 2022), and wireless networks (Naderializadeh et al., 2021).
Despite the diverse applications of these systems, their primary focus has been mainly on optimiz-
ing a single performance metric, such as overall efficiency in autonomous cars, minimizing average
waiting time in traffic light control, network congestion reduction in data centers, and throughput
maximization in wireless networks. However, this singular focus on performance optimization often
neglects the consideration of fairness, particularly in scenarios where these systems impact multiple
end-users. For instance, in wireless networks, higher transmission powers to some users/agents may
lead to interference issues for neighboring terminals. Hence, fairness becomes a key factor for the
deployment and operation of such systems if we want the users to trust and use the systems.

Several studies have proposed to incorporate fairness into multi-agent systems. Notably, areas such
as fair division (Beynier et al., 2019), fair mixing (Aziz et al., 2019), and fairness in non-cooperative
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games (de Jong et al., 2008; Hao & Leung, 2016) have been explored, mostly in static settings
that do not require learning. Recent efforts have investigated fairness considerations in multi-agent
sequential decision-making. Zhang & Shah (2014) proposed a regularized maxmin egalitarian ap-
proach to find equitable solutions. However, their approach may not guarantee an optimal solution,
as solutions excluding the worse-off agent may still lack fairness. Fairness has also been considered
in application-specific settings. For instance, Madani & Hooshyar (2014) developed a Markov game
theory-RL method for optimal operation policies in multi-operator reservoir systems, emphasizing
fairness and efficiency criteria. Jain et al. (2017) proposed cooperative MARL for co-optimization
of cores, caches, and on-chip networks, highlighting the benefits of collaborative learning. Cui et al.
(2019) introduced a distributed Q-learning-based method for fair resource allocation for UAV net-
works. Jiang & Lu (2019) introduced FEN, a decentralized method utilizing a gossip algorithm
to estimate average utility and a hierarchical policy structure. Very recently, Ju et al. (2023) the-
oretically studied the fairness problem in multi-agent finite-horizon episodic MDPs and provided a
probably approximately correct guarantee-based method. However, their work is limited to tabular
settings. The closest to our work is Zimmer et al. (2021), which proposed SOTO, a method that
learns self-oriented and team-oriented policies optimizing individual utility and welfare functions
respectively. However, similar to FEN, SOTO also assumes that sharing individual agent utilities
among neighboring agents is necessary to learn fair policies. Additionally, both of these methods
rely on hierarchical structure or specialized network architecture where individual policies are first
learned and then fairness is optimized via the leader or team policy, which may not always be
practical, especially in systems where individual agent utility is sensitive or not allowed to share.

In contrast to existing methods, our approach does not rely on a specialized network architecture nor
a hierarchical structure with the central controller and sub-policies. Instead, we propose a fairness-
aware multi-agent Proximal Policy Optimization (FAPPO), an extension to the independent PPO
(IPPO) (de Witt et al., 2020), that learns individual policies for all agents separately in the context
of cooperative MARL. In particular, rather than optimizing the discounted sum of rewards, agents
in our method learn to optimize a welfare function to ensure equitable rewards among them. When
inter-agent communication is present, we also propose an attention-based variant of FAPPO (AT-
FAPPO) by incorporating a self-attention mechanism (Bahdanau et al., 2014; Vaswani et al., 2017)
for communication. Specifically, AT-FAPPO allows agents to learn what to share via an attention
mechanism during the training phase. The advantage of the attention mechanism is that it enables
communication, which allows agents to coordinate their actions and cooperate to achieve a common
goal, potentially leading to more fair solutions. By doing so, we aim to address fairness in the
cooperative MARL setting, which has been largely ignored in the literature.

The main contributions of this paper are summarized as follows:

1. We propose a novel algorithm, namely FAPPO, that learns independent PPO policies for each
agent while simultaneously optimizing a welfare function to ensure fairness and equitable treatment
across all agents, to address the challenge of fair optimization in cooperative MARL.
2. We introduce AT-FAPPO, an attention-based variant of FAPPO, where agents learn what infor-
mation to share with other agents through a self-attention mechanism during the training phase.
This attention-based approach enables communication and information sharing among agents, po-
tentially improving the overall performance and fairness of the learned policies.
3. We validate our algorithms in two environments where fairness plays a crucial role. Through
extensive experiments, we demonstrate the effectiveness of our approaches in achieving fair solutions
in MARL settings while maintaining competitive performance compared to baseline methods.

2 Preliminaries

Dec-POMDPs. Cooperative multi-agent tasks are formalized as a decentralized partially observ-
able Markov decision process (Dec-POMDP) (Oliehoek et al., 2016). The Dec-POMDP model can
be defined with the following tuple ⟨S, U , P, r, Z, O, N, ρ, γ⟩, where s ∈ S describes the true state
of the environment, U represents the action space (which can be discrete or continuous), P denotes
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the transition function, N = {1, . . . , n} denotes the set of n agents, ρ represents the initial state
distribution, and γ ∈ [0, 1) represents the discount factor that determines the importance of future
rewards. In this model, at each time step t, each agent a ∈ A ≡ {1, . . . , n} chooses an action ua

t ∈ U ,
resulting in a joint action ut = {ua

t }n
a=1 in the environment. This causes a transition on the envi-

ronment according to the state transition function P(s′
t | st, ut) : S × U × S, and subsequently, each

agent receives a team reward rt = r(st, ut) : S × U → R based on the current state and joint action.

We consider a partially observable scenario, which means that the agents have access only to partial
observations of the environment zt ∈ Z instead of the full state st, according to the observation
function O(st, a) : S × A → Z. The joint observation zt = {za

t }n
a=1 represents the collective

observations of all agents and can be referred to as the full state of the environment. Each agent
has an action-observation history, which is denoted by τa

t ∈ Tt ≡ (Z × U)t × Z, where Tt is
the set of all possible histories up to time t for each agent, and τt = {τa

t }n
a=1 is the set of all

agents’ histories. Each agent a selects its actions with a decentralized policy ua
t ∼ πa(· | τa

t )
based only on its individual action-observation history. All agents in a team aim to learn a joint
policy π(ut|τt) ≡

∏n
a=1 πa(ua

t |τa
t ) that maximizes some performance metric, such as the expected

discounted return J(π) = E [
∑∞

t=0 γtrt]. The joint policy π(ut|τt) induces a joint action-value
function, which can be formally defined as Qπ(st, τt, ut) = Eπ

[∑∞
i=0 γirt+i

]
, where γ is a discount

factor and rt is the random variable represents the team reward at timestep t.

Centralized Training and Decentralized Execution. We adopt the centralized training with
decentralized execution (CTDE) learning paradigm (Oliehoek et al., 2016; Sunehag et al., 2017; Fo-
erster et al., 2018). In CTDE, centralization is exploited during the training phase while maintaining
decentralization during execution. In other words, during training, agents have access to the full
environment state in addition to their local observation histories and they can also share policies
and experiences with each other. However, during execution, agents must operate in a decentralized
manner as agents may not have access to others’ full state information. The CTDE paradigm allows
the use of additional information during training to avoid non-stationarity issues and to facilitate
the training of decentralized policies (Papoudakis et al., 2019). However, this can come up with
great cost as even accessing the full state during training could be expensive.

Self-Attention. Self-attention is a mechanism used in deep learning models, particularly
in transformer-based architectures, to capture the interdependencies between different input
parts (Vaswani et al., 2017; Tay et al., 2021; Chen et al., 2021). The key idea behind self-attention
is to allow the model to focus on the most relevant parts of the input when generating an output,
rather than treating all parts of the input equally. Given the input, self-attention computes a set of
queries, keys, and values simultaneously and packs them into query Q, key K, and value V matrices,
which are used to compute the attention as

Attention(Q, K, V) = softmax
(

QK⊤
√

dk

)
V,

where dk is the dimensionality of the key vector K. Additionally, we incorporate multi-head self-
attention in this paper. Instead of computing a single attention function, multi-head self-attention
linearly project the query Q, key K, and value V matrices h times with different parameter matrices
W Q, W K and W V , and performs the attention function in parallel with each of the projected version
of query, key and value matrices. The output values of each attention function are then concatenated
and transformed to the desired dimension by matrix W O, given by

MultiHead(Q, K, V) = Concat (head1, · · · , headh) W O,

where headi = Attention
(
QW Q

i , KW K
i , VW V

i

)
and W O is the parameter matrix of the output.

Fairness Formulation. We focus on the notion of fairness, which is rooted in distributive jus-
tice (Moulin, 2004), generally revolves around the equitable distribution of resources among different
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users. Previous studies in fair optimization within single-agent RL have primarily concentrated on
learning a single fair policy (Weng, 2019; Siddique et al., 2020; Yu et al., 2023; Siddique et al., 2023;
Yu et al., 2024). However, this paper extends its scope to encompass a more general setting wherein
each user is viewed as an agent, and the objective is to treat all agents equally. This notion of fair-
ness requires an optimal solution to satisfy three properties efficiency, equity, and impartiality. The
efficiency property states that a solution should be Pareto-optimal. The equity property is based
on the Pigou-Dalton principle (Moulin, 2004), which states that transferring utility from a more
advantaged user to a less advantaged user results in a fairer solution. The impartiality property
corresponds to the “equal treatment of equals” principle.

To operationalize this notion of fairness, we rely on welfare functions (d’Aspremont & Gevers, 2002).
A welfare function, denoted as ϕω : Rn → R, aggregates the utilities of all agents and measures how
good it is in terms of social welfare with ω representing the set of aggregation weights for all agents.
While numerous welfare functions exist in the literature (Ogryczak et al., 2014), this paper focuses
only on those that satisfy our definition of fairness. One such fair welfare function is the generalized
Gini welfare function, which can be defined as

ϕω(x) =
n∑

i=1
ωix

↑
i , (1)

where x ∈ Rn and ω ∈ ∆n is a fixed positive weight vector whose components are strictly decreasing
(i.e., ω1 > . . . > ωn > 0). Intuitively, by assigning larger weights to smaller utility values, this
welfare function will yield larger scores when the utility distribution becomes more balanced. The
chosen welfare function satisfies the above-mentioned three properties.

3 Proposed Method

We consider fully cooperative MARL tasks, where a set of agents cooperate to solve a given task. In
such tasks, the impact of the final decision can impact multiple agents within the system. Therefore,
it is crucial to consider fairness in the design of these systems to ensure their successful deployment.
Our objective is to learn fair policies that optimize a welfare function, which can be formulated as

max
πθ

ϕω(J(πθ)), (2)

where πθ represents the joint policy for all agents parameterized by θ, J(πθ) = Eπθ
[
∑∞

t=0 γtrt]
denotes the joint expected discounted returns, and ϕω is the welfare function. The objective is to
maximize the welfare utility over the joint policy πθ.

FAPPO. To solve the problem (2), we modify the Independent Proximal Policy Optimization
(IPPO) (de Witt et al., 2020) algorithm to optimize the welfare function ϕω and refer to it as Fairness-
Aware multi-agent PPO (FAPPO), shown in Figure 1. In contrast to optimizing the discounted sum
of rewards, agents in FAPPO learn to optimize a welfare function to ensure equitable rewards among
them. This welfare optimization effectively addresses fairness because the weights ω of ϕω are chosen
such that agents with lower utility values are assigned higher weights, ensuring fair treatment for
all agents compared to scenarios where weights are assigned without considering utility values. In
FAPPO, we employ PPO (Schulman et al., 2017) for learning individual policies for agents, with
each agent learning its policy based solely on its local observations. Additionally, we normalize each
agent’s advantage separately to prevent the advantage scale from being dominated by other agents,
and also clip the policy and critic loss separately for each agent. Since our method learns stochastic
policies, we can optimize the welfare function ϕω by computing gradients using a variant of the
policy gradient theorem to update the policies as

∇θϕω(J(πθ)) =∇J(πθ)ϕω(J(πθ))⊤ · ∇θJ(πθ) = w⊤
σ ∇θJ(πθ), (3)

where ∇θJ(πθ) is a n × D matrix representing the joint policy gradient over the n agents, wσ is a
vector sorted based on the values of J(πθ), and D denotes the number of policy parameters.
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Interestingly, in the independent learning setting, J = (J1(πθ), . . . Jn(πθ)), where Ja is the utility
of agent a. Thus, our optimization problem (2) can be expressed as

max
πθ

ϕω(J1(πθ1), . . . Jn(πθn
)),

where θ = (θ1, . . . , θn) is the policies parameters π = (π1, . . . , πn) respectively. Using the policy
gradient theorem (Sutton et al., 2000), the gradient of the utility function Ja(πθ) for each agent a
can be computed as

∇θJa(πθ) = Eπθ

[
Aa

πθ
(za, ua)∇θ log πθ(ua | za)

]
, (4)

where Aa is the advantage estimation for the agent a. As we are in an independent learning setting,
we estimate the advantage for each agent as

∑
t(γλ)t−1δa

t , where δa
t = rt(za

t , ua
t )+γVθ(za

t+1)−Vθ(za
t ).

We use the team reward rt(st, ut) as the per-time-step reward rt(za
t , ua

t ) of agent a for approximation.
Vθ(za

t ) denotes the value function associated with agent a with local observation zt, and λ represents
the temporal difference (TD) estimation of the advantage function. Finally, for each agent a, the
clipping objective becomes

Eza
t ∼ρπ,ua

t ∼πθ(·|za
t )

[
min(ρθAa

πθ
(ua

t |za
t ), ρ̄θAaπθ(ua

t |za
t ))

]
,

where ρθ = πθ(ua
t |za

t )
πθold(ua

t |za
t ) , ρ̄θ = clip(ρθ, 1 − ϵ, 1 + ϵ), πθold represents the policy generating the

transitions, and ϵ is a hyperparameter controlling the constraint.

AT-FAPPO. FAPPO leverages welfare functions to improve fairness in cooperative MARL. An-
other crucial factor that impacts fairness is inter-agent communication. In cooperative MARL,
communication enables agents to coordinate their actions and cooperate to achieve a common goal,
which is crucial for fairness. Since FAPPO learns individual policies, communication is not inher-
ently present. Therefore, we propose AT-FAPPO, which incorporates a communication mechanism
to further enhance fairness.

In AT-FAPPO, agents share information and collaborate during policy learning. We employ a
multi-head self-attention mechanism, as illustrated in Figure 1. This mechanism allows each a to
compute its query qa, key ka, and value va. For computational convenience, all agents’ queries, keys,
and values are packed together into matrices Q, K, and V, respectively to perform the attention
function in parallel. In this paper, we use four parallel attention heads (h = 4), which allow agents to
incorporate relevant information from their neighbors for better coordination and informed decisions.

Consider an example of agent 1 with a single attention head, in which the self-attention mecha-
nism is implemented as follows: Agent 1 generates a query vector based on its current observation
q1 = W qz1

t . Along with the query q1, all the neighboring agents and agent 1 compute their key
vectors ka = W kza

t and value vectors va = W vza
t . The agent 1 then computes attention scores by

taking the inner product of its query vector with the key vectors from neighboring agents and itself.
These attention scores are then scaled and normalized using a softmax function to obtain attention
weights {α′

1,1, α′
1,2, ..., α′

1,n}. The attention weights are then multiplied with their corresponding
value vectors, followed by summation to generate the output vector b1 =

∑
a α′

1,ava. Finally, all the
output vectors {b1, b2, ..., bn} are packed into a matrix and fed into a linear layer. After applying
the non-linear activation, the output is then fed into the learning agent policy.

In the self-attention mechanism, the inner product of the query vector with the corresponding key
vector serves as a compatibility function, which is used to quantify the relationship or compatibil-
ity between different agents’ observations. When two agents’ observations are similar or relevant,
the inner product of their query and key vectors is larger, which indicates that these agents are in
proximity and should communicate more as their actions influence each other significantly. This
communication resolves non-stationarity issues (Papoudakis et al., 2019) and mitigates unfairness
among agents. By enabling communication and information sharing through the self-attention mech-
anism, agents can learn to coordinate their actions more effectively, yielding improved fairness and
overall performance in multi-agent settings.
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Figure 1: The FAPPO architecture is shown within the dotted box on the left. When combined
with the multi-head self-attention mechanism on the right, it forms the AT-FAPPO architecture.
Dashed arrows represent the backpropagation flow.

4 Experimental Results

To validate the efficacy of our proposed method, we performed experiments in two different environ-
ments. Each experiment showcases a unique scenario where fairness plays a crucial role. Specifically,
our experiments are designed to show that cooperative MARL tasks can inherently exhibit unfair-
ness, where a certain number of agents might be more advantageous than others, resulting in an
unfair distribution of rewards. This behavior is akin to the Matthew effect, which describes how
agents starting with an advantage tend to accumulate more of that advantage over time, while those
starting with a disadvantage become further disadvantaged. To mitigate such behaviors, we proposed
FAPPO and AT-FAPPO and conducted a rigorous evaluation, assessing their performance in achiev-
ing fairness objectives while maintaining desirable learning outcomes. To ensure the reproducibility
of the results, we choose the welfare function weight vector as wi = 1

2i , i = 0, ..., n − 1 and averaged
results from 5 runs with different seeds. For all algorithms, we optimize the hyperparameters using
grid search on two computers equipped with A100 GPUs.

For a comprehensive performance evaluation of our proposed method, we compared it against key
multi-agent RL baselines, including value-based methods such as Value-Decomposition Networks
(VDN) (Sunehag et al., 2017) Monotonic Value mixing network (QMIX) (Rashid et al., 2018),
and policy-based methods such as Counterfactual Multi-Agent Policy Gradients (COMA) (Foerster
et al., 2018). As an independent learning baseline, we also compare our method with Independent
PPO (IPPO) (de Witt et al., 2020). Moreover, we also compared our method with state-of-the-art
fairness baselines in MARL, including Fair Efficient Network (FEN) (Jiang & Lu, 2019) and Self-
Oriented and Team-Oriented (SOTO) (Zimmer et al., 2021), which optimize the fair reward and
welfare function, respectively, to achieve fairness.

4.1 Random MDP

The Random MDP environment is a simulated environment for evaluating the performance of RL
methods. Here, we implemented a simple 5x2 grid-world-based multi-agent version of the Random
MDP environment involving three agents. This dynamic environment presents the challenge of ran-
domly distributed rewards among agents. The state representation in this environment encapsulates
the current position of agents in the grid world using a one-hot encoding vector. To navigate this
highly stochastic environment, each agent is equipped with five possible actions: move up, down,
left, right, or take no action. The transition matrix governing state transitions is shared among all
agents and is randomly generated using uniform distributions. To introduce an additional layer of
complexity, each agent can only observe its local observation and receive its reward. This allows for
the possibility of different rewards among agents, potentially leading to reward disparities. Since we
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Figure 2: Performances of VDN, QMIX, COMA, IPPO, FEN, SOTO, and our proposed methods
in the multi-agent Random MDP environment.

are in a cooperative setting, all agent’s rewards are then summed up for training the policies. The
goal in this environment is twofold: to maximize the accumulation of rewards while simultaneously
maintaining a balanced distribution of rewards among different agents. By creating this trade-off,
agents aim to maximize overall efficiency and equity.

In this experiment, our primary goal is to assess the effectiveness of our method in optimizing the
welfare function by achieving an equal distribution of rewards among agents and finding an efficient
solution. To evaluate this, we conduct a comparative analysis of several state-of-the-art MARL
algorithms and fairness baselines in MARL. Figure 2a illustrates the total rewards, the Coefficient
of Variation (CV) among each agent’s rewards, and maximum and minimum agent rewards. It
can be seen that FEN performs the worst, with the lowest total reward and highest CV. SOTO
outperforms FEN but underperforms other MARL algorithms, likely due to their reliance on neighbor
impacts and communication, which aren’t present in this environment. On the other hand, VDN,
QMIX, and COMA learn better than FEN and SOTO both in terms of rewards and CV. Notably,
independent learning baselines, including IPPO and our proposed methods, perform well, albeit
with less hyperparameter tuning. Surprisingly, our proposed FAPPO and AT-FAPPO outperform
all other methods both in terms of overall reward and CV. A lower CV indicates fewer variations in
agent rewards, which is confirmed by the minimum reward, where only our proposed methods are
capable of maximizing the minimum agent reward to establish a balanced distribution of rewards
among all agents. In this environment, although learning independently is sufficient, AT-FAPPO
still performs as well as FAPPO.
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Figure 3: Individual rewards of IPPO,
FAPPO, AT-FAPPO, FEN, and SOTO.

We also compare the algorithms in terms of their welfare
score to assess if our proposed methods effectively opti-
mize the welfare function ϕω. Figure 2b shows the welfare
scores learning curves, focusing on IPPO, FEN, SOTO,
and our proposed methods. Once again, our proposed
FAPPO and AT-FAPPO demonstrate the highest welfare
scores, showcasing their capability to identify fair solu-
tions compared to other baselines. As the welfare score
and CV might not show the full picture of objective bal-
ance, we present individual reward plots in Figure 3 as it
is easy to show for this environment. Consistent with our
previous findings, FAPPO and AT-FAPPO demonstrate
their ability to deliver more balanced solutions.

4.2 Matthew Effect

The Matthew effect refers to the phenomenon where the rich get richer and the poor get poorer.
This phenomenon naturally extends to MARL systems, where agents starting with advantages or
receiving more rewards during exploration tend to accumulate more rewards compared to those
starting with fewer advantages. To address this challenge and incorporate fairness considerations,
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Figure 4: Performances of VDN, QMIX, COMA, IPPO, FEN, SOTO and our proposed methods in
the Matthew effect environment.

we adopt the Matthew effect scenario from (Jiang & Lu, 2019) and design our method to avoid it. In
this scenario, we consider 10 agents (pac-men) initialized with different positions, sizes, and speeds,
along with 3 stationary ghosts initialized at random locations. The state is defined by the position,
size, and speed of each agent, as well as the position of the ghosts. To add complexity, each agent
can observe the nearest three other agents and the nearest ghost. Agents have five available actions:
move up, down, left, right, or take no action. The transition function governs state transitions by
determining the distance between each agent (pac-men) and the ghost. If the distance between them
is less than the size of the agent, the ghost is consumed, and a new ghost is generated at a random
location. The reward function in this environment is sparse, meaning that agents receive a reward
of 1 only when they consume a ghost. This environment exemplifies the Matthew effect, as when an
agent consumes a ghost, its size, and speed increase correspondingly until reaching upper bounds.
Consequently, agents who consume more ghosts become larger and faster, making it easier for them
to consume ghosts. The goal in this environment is not to cooperatively consume more ghosts, but
to ensure equal consumption of ghosts among all agents, thereby avoiding the Matthew effect and
achieving an equal distribution of income among all agents.

To demonstrate the efficacy of our proposed approach in mitigating the Matthew effect, we conducted
experiments and analyzed several metrics, including total income, CV, minimum and maximum
agent income, and welfare scores. Figure 4a shows these metrics. As expected, FEN performs the
worst in terms of overall income, although it achieves a lower CV than QMIX, VDN, and COMA.
Interestingly, VDN performs better than QMIX in terms of reward but is outperformed by IPPO
and our proposed FAPPO methods. FAPPO outperforms IPPO in terms of total income and CV as
it maximizes the minimum agent income. AT-FAPPO surpasses FAPPO in all aspects, maximizing
total and minimum agent income while achieving the lowest CV. Moreover, we also compare the
algorithms in terms of their welfare score. Figure 4b shows welfare score curves during learning.
As expected, both FAPPO and AT-FAPPO achieved the highest welfare scores, surpassing IPPO,
FEN, and SOTO. This demonstrates the ability of our proposed methods to optimize the welfare
function, creating a balanced distribution of income among all agents to avoid the Matthew effect.

5 Conclusions

In this paper, we addressed the unsolved problem of fair optimization in an independent learning
setting. We proposed novel algorithms, fairness-aware PPO (FAPPO) and its attention-based variant
(AT-FAPPO), designed to learn fair solutions that generate more equitable outcomes among multiple
cooperative agents. We evaluated our algorithms in two different environments and demonstrated
their practicality and potential applications in real-world scenarios where fairness considerations are
imperative. Our results highlight the effectiveness of our approaches in achieving fairness objectives
while maintaining efficiency. Potential future directions include studying other welfare functions and
exploring additional policy gradient methods along with their convergence properties. Additionally,
developing provably efficient fair value-based MARL algorithms could be a promising area for future
research.
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