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Abstract

Video-based visual relation detection tasks, such as
video scene graph generation, play important roles in fine-
grained video understanding. However, current video vi-
sual relation detection datasets have two main limitations
that hinder the progress of research in this area. First,
they do not explore complex human-human interactions in
multi-person scenarios. Second, the relation types of exist-
ing datasets have relatively low-level semantics and can be
often recognized by appearance or simple prior informa-
tion, without the need for detailed spatio-temporal context
reasoning. Nevertheless, comprehending high-level inter-
actions between humans is crucial for understanding com-
plex multi-person videos, such as sports and surveillance
videos. To address this issue, we propose a new video Vvi-
sual relation detection task: video human-human interac-
tion detection, and build a dataset named SportsHHI for it.
SportsHHI contains 34 high-level interaction classes from
basketball and volleyball sports. 118,075 human bounding
boxes and 50,649 interaction instances are annotated on
11,398 keyframes. To benchmark this, we propose a two-
stage baseline method and conduct extensive experiments
to reveal the key factors for a successful human-human in-
teraction detector. We hope that SportsHHI can stimulate
research on human interaction understanding in videos and
promote the development of spatio-temporal context model-
ing techniques in video visual relation detection.

1. Introduction

Video understanding is a fundamental research field in com-
puter vision, which has wide applications in security mon-
itoring, internet video recommendation, and sports video
analysis. Remarkable progress has been made in the action
recognition task [3, 4, 13, 22, 23, 39, 40] with the advances
of video convolution neural networks [3, 11, 45, 46, 49, 50,
52, 55] and video transformers [1, 2, 10, 29, 44, 51, 58].
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Figure 1. Comparison between previous video visual rela-
tion detection datasets and our SportsHHI. In the upper row,
we show three relation instances from VidVRD and AG datasets.
These datasets rarely involve human-human interaction and de-
fine semantically simple relations that can be recognized by ap-
pearance or prior information. In contrast, the bottom row shows
interaction annotations in two sample keyframes of SportsHHI.
The bounding boxes and interaction annotation of the same in-
stance are displayed in the same color. SportsHHI provides com-
plex multi-person scenes where various interactions between hu-
man pairs occur concurrently. It focuses on high-level interactions
that require detailed spatio-temporal context reasoning.

The action recognition task requires tagging each video clip
with a single action label. However, real-world applications
usually require a more detailed and in-depth understanding
of videos, thus more attention has been attracted to fine-
grained video understanding tasks such as video action de-
tection [14, 18, 24, 26, 31, 42, 54] and video visual relation
detection tasks [7, 19, 20, 35, 36].

Video action detection involves localizing action per-
formers in both space and time, as well as recognizing their
action class. While earlier datasets like UCF101-24 [40]
and JHMDB [18] primarily focuses on action detection in
single-person scenarios, recent large-scale datasets such as
AVA [14] and MultiSports [26] have emphasized the im-
portance of modeling human-human interactions for a bet-
ter recognition of individual actions in multi-person scenes.
However, while AVA and MultiSports provide ample multi-
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person scenes, neither of them offers explicit human-human
interaction definitions and annotations.

Video scene graph generation is a popular video visual
relation detection task, which requires the model to lo-
calize objects of interest in the video and recognize the
relation of each pair of objects. While current datasets
like AG [19], VidVRD [35], and VidOR [36] provide ex-
plicit relation instance annotations, human-human interac-
tions are barely involved. Moreover, the relation categories
defined in these benchmarks primarily include spatial rela-
tions, atomic actions, and simple visual comparisons, which
are semantically straightforward and often recognizable by
appearance information or simple prior knowledge, such
as (dog,larger, frisbee) and (person, stand on, floor)
in the upper row of Figure 1. This makes current research
pay more attention to the recognition of object categories
and the utilization of category priors while ignoring rea-
soning based on spatio-temporal context. However, com-
prehending high-level interactions between humans is cru-
cial for understanding complex multi-person videos, such
as sports and surveillance videos. Spatio-temporal context
modeling is an important technology that makes video rela-
tion detection different from image relation detection. We
argue that there is a need for new datasets that comprehen-
sively explore human-human interactions in complex multi-
person scenarios, with high-level relation categories that re-
quire detailed spatio-temporal context reasoning.

In this paper, we propose a new video visual relation
detection task: video human-human interaction detection.
This task requires detecting human-human interaction in-
stances in video frames. Each human-human interaction
instance is formulated as a triplet (S, 7, O), where S and
O denote the bounding boxes of two different people and
I denotes the interaction category. For this task, we de-
velop a dataset named SportsHHI, short for Sports Human-
Human Interaction. We label interaction instances on the
keyframes of basketball and volleyball videos at SFPS. Two
samples of keyframes are shown in the bottom row of Fig-
ure 1. SportsHHI has several unique characteristics that dis-
tinguish it from other visual relation detection datasets: 1) It
is built on basketball and volleyball sports videos, thus con-
taining a large number of complex multiplayer scenes with
various interactions between athlete pairs occurring concur-
rently. 2) The interactions between each pair of humans
are transient and change rapidly due to the fast movements
of the players. 3) The defined interactions are of high-
level semantic, including technical actions, tactical cooper-
ation, and confrontation in sports. Recognizing an interac-
tion instance in SportsHHI usually requires detailed spatio-
temporal context reasoning. We hope that SportsHHI can
attract more research attention to human-human interaction
understanding in complex multi-person videos and promote
the development of spatio-temporal context modeling tech-

niques in video visual relation detection.

We test existing action detection and video scene graph
generation methods on the SportsHHI dataset and propose
a simple and neat baseline method based on these methods.
Our baseline method adopts a Faster-RCNN-alike two-stage
pipeline [33]: In the first stage, we use an offline human de-
tector to detect person bounding boxes on the keyframe. We
exhaust bounding box pairs to generate interaction propos-
als. In the second stage, we extract features for each pro-
posal and categorize each proposal into an interaction class
or background. Our experiments demonstrate that motion
features, context information, relative position encoding,
and information exchange among proposals are important
for human-human interaction detection.

In summary, our contribution is three-fold: 1) We pro-
pose a new video relation detection task of human-human
interaction detection which aims at exploring the complex
interaction between people in multi-person scenarios; 2)
We develop the SportsHHI dataset of multi-person sports
videos on which high-level human-human interaction is
well-defined and finely-labeled; 3) We design a two-stage
baseline model and conduct extensive experiments on the
SportsHHI dataset to discover the key factors for a success-
ful interaction detector.

2. Related Work

Video action detection. Video action detection aims to lo-
cate and recognize action instances on video frames. Ear-
lier datasets like UCF Sports [34], UCF101-24 [40], and
J-HMDB [18] typically only include single-person videos.
Datasets like DALY [53], AVA [14], AVA-Kinetics [24],
and MultiSports [26] contain scenes where multiple people
are performing various actions concurrently. AVA sparsely
annotates keyframes of movie videos at 1FPS. MultiSports
collects videos from sports competitions. Many interaction-
related action classes are defined, such as listen to in AVA
and second pass in MultiSports. As they claim, it is im-
portant to model the interaction between people to recog-
nize the action category of each person. However, as no in-
teraction annotation is provided, interaction modeling can
only be performed implicitly. SportsHHI annotates interac-
tions on keyframes of basketball and volleyball videos from
MultiSports at SFPS. With interaction definitions and an-
notations provided in SportHHI, human-human interaction
detection can be explicitly performed and evaluated.

Video visual relation detection. Video scene graph gener-
ation requires localizing object pairs in the video and rec-
ognizing the relation of each pair of objects. AG [19] is
a large-scale dataset built on Charades [38]. All videos in
AG contain only one person, thus no human-human inter-
action is involved. In VidVRD [35] and VidOR [36], most
of the videos contain only one person. Though human-
human interaction is involved, the exploration of it is very
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limited. Similar to AG, video human-object interaction
detection [5, 41] datasets only focus on relations between
humans and objects. Besides, the relation categories de-
fined in these datasets only include spatial relations (e.g.
above), atomic actions (e.g. lean on), and simple visual
comparisons (e.g. larger). The relations are usually se-
mantically simple and can be easily recognized by ap-
pearance information. Some trivial relations are also de-
fined like (dog, larger, frisbee) in VidVRD. The category
of the subject and object can often provide enough cues
for relation recognition [7, 20, 28, 32, 43, 47], such as
(person, ride, horse). Moreover, the relation between two
objects changes very slowly in a video. Our SportHHI
annotates human-human interaction instances in complex
multi-person sports videos. The defined interactions are of
high-level semantics and the interaction between two peo-
ple changes rapidly.

Sports video understanding. Researchers have built many
different benchmarks in the sports domain for its challenges
in spatio-temporal reasoning and promising application
prospects, such as UCF101-24 [40] and MultiSports [26]
for video action detection, FineGym [37] and Diving48 [25]
for action recognition and temporal action detection, Soc-
cerNet [12] for action spotting, SportsMOT [8] for multi-
object tracking, and NBA [56], CAD [6] and Volleyball [17]
for group action recognition, etc. Group action recognition
(GAR) requires tagging each video clip with a group action
label. Implicit modeling of interactions among the players
is often performed to improve the accuracy of label predic-
tions. The proposed SportsHHI dataset provides interaction
definitions and annotations for explicit human-human inter-
action exploration.

3. The SportsHHI Dataset

In Sec. 3.1, we will explain several key choices we made
while creating the SportsHHI dataset and outline the anno-
tation process. Then in Sec. 3.2, we will present a detailed
analysis of the statistics and characteristics of SportsHHI.

3.1. Dataset Construction

Selection of the data domain. First, we select to an-
notate human-human interaction in team sports videos for
the following reasons: 1) The field of sports is itself a
very promising application area for interaction detection.
2) Team sports videos provide ample multi-person scenes
where various interactions between athlete pairs occur con-
currently, which are rarely seen in daily-life videos. 3)
Team sports videos involve many interactions with high-
level semantics, such as tactics coordination or confronta-
tion. 4) Interactions between people in sports game videos
can be clearly and comprehensively defined according to
game rules and professional athletes’ advice. 5) High-
quality, diverse sports game videos are easily accessible,

Image Interaction Labeling

Player

« v A »
Record Modification
Subject: 0 ~ | Object: L v
Interaction label: ' 4 (interfere - shot) ~ Add
Interaction Records
Delete Show Current Show All
subject object interaction

13
21
32

N ® ¢ o
-
)

44

Frame 623705 NN
data/v_0OHRwkvvjtQ_c007/000623 jpg

Figure 2. User interface for interaction annotation. The person
bounding boxes and ids in the keyframe are shown in the left. We
can play the video for context information. To add an interaction
instance in the current keyframe, the subject person id, object per-
son id, and interaction class should be specified.
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Figure 3. Interaction classes hierarchy. There are 34 interaction

classes of high-level semantics in total in SportsHHI. 16 for bas-
ketball and 18 for volleyball.

while surveillance videos are usually of lower quality and
harder to obtain because of privacy. Furthermore, we decide
to build the dataset on two popular team sports basketball
and volleyball because: 1) The methods can be validated
on two different subsets to evaluate their generalization per-
formance on different sports. 2) Football is not included
because the instance sparsity and class imbalance (which
will be discussed in Sec. 3.2) would be more prominent in
football videos.

Interaction classes definition. There are existing bench-
marks focusing on atomic relations, which can be recog-
nized by appearance information or prior knowledge. These
interaction classes are out of our scope (it does not mean
they are solved or not important). Instead, we focus on high-
level interactions between athletes, which are semantically
complex and require detailed spatio-temporal context rea-
soning to recognize. With the guidance of professional ath-
letes, we generated the final interaction vocabulary through
iterative trial labeling and modification, which is shown in
Figure 3. Our defined interaction classes include technical
action (e.g. pass-catch in basketball), tactical coordination
(e.g. co-block in volleyball), or confrontation (e.g. attack-
defend in volleyball).

Interaction instance formulation. Following common
practice in AVA and AG datasets, we define interaction in-
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Figure 5. Statistics comparisons between SportsHHI and Vid-
VRD. In the left, we compare the distribution of the number of
instances in each keyframe. SportsHHI has more keyframes of
fewer instances because of the high-level interaction class defini-
tion and the property of sports videos. In the right, we compare
the distribution of GloU between the subject and object. The pro-
portion of instances of extremely high and extremely low GloU
between subject and object are both higher than VidVRD,

stances at the frame level, with reference to a long-term
spatial-temporal context. Each interaction instance can be
formulated as a triplet (S, I, O) where S and O denote the
bounding boxes of the subject and object person and I de-
notes the interaction category between them from the in-
teraction vocabulary. When the subject person or the ob-
ject person is out of view, we annotate .S or O as “invisi-
ble”. This happens infrequently and we will provide statis-
tics about it in the appendix.

Data preparation. We carefully selected 80 basketball and
80 volleyball videos from the MultiSports [26] dataset to
cover various types of games including men’s, women’s,
national team, and club games. The average length of the
videos is 603 frames and the frame rate of the videos is
25FPS. All videos have a high resolution of 720P.
Annotation. We follow the sparse annotation strategy of
AVA [14] and AG [19] to reduce redundancy and save labor
costs, but we annotate keyframes at a higher rate of SFPS,
because in sports videos, the change of interactions is very
frequent and fast. In our practice, SFPS can avoid lots of

stage is for interaction instance annotation. The user in-
terface of the software for interaction instance annotation
is shown in Figure 2. Though we annotate interaction in-
stances at the frame level, as person id tracking is provided,
we can easily generate interaction tubes by linking the same
pair of persons with the same interaction class and provide
temporal boundaries at a granularity of 5 frames. We will
exemplify this in the appendix.

Quality control. For the first stage, all annotations are
complemented manually without using detection or track-
ing models. We double-check each video and manually
correct inaccurate bounding boxes and inconsistent person
numbers. For the second stage, all the annotators are profes-
sional athletes or veteran amateurs. To improve annotation
accuracy and completeness, we perform repeated annota-
tion. Each video is distributed to two different annotators.
If the two annotators disagree on an annotation record, this
record will be checked and decided by the meta-annotator.

3.2. Dataset Statistics and Characteristics

Our SportsHHI provides interaction instance annotations on
keyframes of basketball and volleyball videos. As shown
in Table 1, SportHHI contains 34 interaction classes, and
11398 keyframes in total are annotated with instances. Cur-
rent video scene graph datasets deal with general relations
between various kinds of objects while our SportsHHI fo-
cuses on high-level interaction between humans. It is rea-
sonable that datasets for video scene graph generation have
a larger scale than SportsHHI. However, our SportHHI still
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has a comparable size to the popular VidVRD dataset for
video scene graph generation. Our SportsHHI has more
annotated keyframes (11398 versus 5834) and the num-
ber of interaction instances is close (55631 versus 50649).
One important characteristic of our SportsHHI is the multi-
person scenarios. The average number of people per frame
in our SportsHHI is much higher than AG and VidVRD. AG
only contains one person in each video and there is virtually
no multi-person scenario in videos of VidVRD. Human-
human interaction is barely involved in these datasets.

We further show some important characteristics of our
SportsHHI: 1) As shown in Figure 4, the distribution of
the number of interaction instances per class roughly fol-
lows Zipf’s law. This long-tail distribution requires us to
put more attention to classes with fewer instances. 2) As
shown in Figure 5 left, compared with VidVRD [35], our
SportsHHI has more keyframes with fewer instances. That
is because we focus on interaction classes of coordination
or confrontation in sports. In long plain segments (e.g. seg-
ments of dribbling in basketball), few interactions of inter-
est happen, and there are much more interaction instances
in video segments with fierce confrontation. The videos
are in crowd multi-person scenarios but the interaction in-
stances are relatively sparse, which requires the model to
distinguish two people without interaction from real inter-
action instances. 3) As shown in Figure 5 right, the pro-
portion of instances of low GIloU between subject and ob-
ject in SportsHHI is significantly higher than in VidVRD,
which indicates that the subject and object of many in-
stances are spatially far apart in SportsHHI. The proportion
of extremely high GIoU is also higher, which indicates the
occlusion is severe in some instances. VidVRD deals with
simple relations in daily life videos, where the subject and
object usually have a moderate distance.

4. Method

We propose a baseline method for the human-human inter-
action detection task. As illustrated in Fig. 6, our method
adopts a two-stage pipeline. In the first stage, interaction
proposals are generated. In the second stage, we construct a
representation for each proposal and classify each proposal
into an interaction class or background. The following part
of this section explains our method in detail.

4.1. Interaction proposal generation

We use an offline human detector for human detection
on keyframes. We enumerate all human bounding box
pairs as interaction proposals. Formally, for a keyframe
at timestamp ¢, let N denote the number of human boxes
in the frame and B = {by,by,---,by} denote the
boxes. The interaction proposals can be denoted as P =
{p1,p2, - ,px}, where p = (bs,,bo,) and K = N x
(N -1).

Positive proposals and negative proposals sampling. We
label a proposal p; as a positive proposal when its subject
and object bounding boxes both have an IoU overlap higher
than 0.7 with their counterparts in a ground-truth interaction
instance. For training, it is possible to input all the interac-
tion proposals to the classification network for loss function
calculation, but this will consume large GPU memory and
the network optimization will bias towards negative sam-
ples as they are dominant. Instead, we use all positive pro-
posals and sample negative proposals by a fixed positive-
negative ratio. To increase the proportion of positive pro-
posals and avoid the situation that a ground truth has no
corresponding positive proposal, we add all ground-truth
human box pairs as positive proposals for training.

4.2. Interaction classification

The presentation of each interaction proposal comprises
three parts: the motion features of the subject and object
persons, the context features, and the relative position of
the subject and object encoding.

Motion features and context features. We sample a video
clip centered at the keyframe and employ a 3D video back-
bone on it for feature map extraction. For an interaction
proposal py, we apply RolAlign operation [16] on the fea-
ture maps with the bounding boxes bs, and b,, and then
transform the RolAligned feature to dimension d, with a
linear layer. The motion features are denoted as f;"* € R%
and f*° € R%. We apply the RolAlign operation on the
features map using the union box of the subject and object
for context information. The context feature is also trans-
formed to dimension d,,, denoted as f € Rdv

Relative position information encoding. Following [7,
57], given an interaction proposal pi, we generate a spa-
tial mask for the subject and object person respectively. We
resize the union box of b,, and b, to a fixed size of M x M.
We then generate the spatial mask of the subject bounding
box m§ € RM*M _For each pixel in mj, if it is inside the
subject bounding box b, , its value is set to 1, else 0. The
spatial mask of the object bounding box m¢ € RM*M jg
generated in the same way. The two spatial masks are flat-
tened, concatenated, and transformed to dimension d,,. We
use the final vector fi € R% as relative position encoding.
Proposal representation. We use the concatenation of mo-
tions features f;"° and f['°, context features f;, and rela-
tive position encoding f7 as the representation x;, of inter-
action proposal pg. Formally,

xi = (00 fe 12D (D

where (, ) is the concatenation operation.

Information exchange among proposals. We denote the
representation of the K interaction proposals as X =
{x1,x2, -+ ,xx}. Sometimes, recognizing an interaction
requires information from other interaction instances. For
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Figure 6. An overview of our baseline method. Given a video clip centered at a keyframe, we first use an offline human detector to detect
human bounding boxes on the keyframe. All the human bounding box pairs are enumerated as interaction proposals. Then, we construct
representations for the proposals. We perform the RolAlign operation on the video feature maps extracted by a video backbone for motion
features and context features. We generate spatial masks for each proposal, which are flattened and transformed into a vector. The vector
is used as relative position encoding. The motion features, context features, and relative position encoding are concatenated as proposal
representations. Multi-head self-attention is applied to the representations for information exchange. Finally, an FCN classification head is

used to predict the classification scores.

example, to recognize an interaction of co-defend in volley-
ball, we need to know there exists an interaction of attack-
defend. To capture the information from other interaction
proposals, we apply a standard multi-head self-attention
(MHSA) [48] operation on X. Formally,
X' = MHSA(X). 2)
Classification head. Finally, X’ is input to a fully con-
nected network (FCN) for classification score prediction.
Let S denote the predicted scores. Formally,
S = FCN(X'), 3)
where S € REX(C+1D) (7 denotes the number of interaction
classes.

5. Experiments
5.1. Experimental Setup

Dataset. We train and validate our model on the SportsHHI
Dataset. The dataset is split into the training and validation
set by video. Evaluation on a very small number of exam-
ples could be unreliable, so we evaluate the 28 classes that
have at least 10 instances in both the training and valida-
tion set. Instances with an invisible subject or object are
excluded from evaluation. In total, the current version con-
tains 38,527 instances from 8,719 keyframes for training
and 12,122 instances from 2,679 keyframes for validation.
We report results on the validation set.

Metrics. A prediction is considered as a true positive if and
only if its subject and object bounding boxes both have an
IoU overlap higher than a preset threshold with their coun-
terparts in a ground-truth interaction instance and the pre-
dicted interaction class matches the ground truth. Following
VidVRD [35], we set the IoU threshold to 0.5. Following
the video scene graph generation task, we use Recall@K

(K is the number of predictions) as the evaluation metric.
Mean average precision is adopted as an evaluation met-
ric for many detection tasks [27]. However, this metric is
discarded by many former visual relation detection bench-
marks [19, 30] because of their incomplete annotation. This
issue does not exist in SportsHHI. In our experiments, mAP
is also reported for the interaction detection task. We argue
that mAP is a more difficult and informative metric. Two
different modes for model training and evaluation are used:
1)human-human interaction detection (HHIDet) which ex-
pects input video frames and predicts human boxes and in-
teraction labels; 2) human-human interaction classification
(HHICls) which directly uses gound-truth human bounding
boxes and predicts human-human interaction classes.
Implementation details. The human detector we use is a
Faster-RCNN [33] detector with a ResNeXt-101-FPN back-
bone, which is pre-trained on ImageNet [9] and COCO [27]
and finetuned on keyframes of SportsHHI. The ratio of posi-
tive and negative proposals is set to 1:10. The SlowFast-R50
backbone [11] pre-trained on Kinetics-400 [22] is adopted
for video feature extraction. The dimension of features d,
and the dimension of relative position encoding d,, are set
to 512 and 256 respectively. We scale the short side of the
video frames to 256. We use SGD optimizer with momen-
tum 0.9 and weight decay 1 x 10~°. The batch size is set
to 8. The learning rate is 0.002 for HHICls and 0.004 for
HHIDet. The models are trained for 20 epochs.

5.2. Ablation Study

We conduct ablation experiments on SportsHHI to inves-
tigate the influence of each design and component of our
baseline method. Unless otherwise stated, all ablation ex-
periments are conducted in the HHICls mode, that is, the
ground-truth human bounding boxes are used. HHICIs
mode allows us to study the key factors to predict interac-
tions without the limitations of human detection.
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Positive and negative proposal ratio. We investigate the
influence of the ratio of positive and negative proposals in
Table 3. A moderate proportion of negative samples help
the model to distinguish interactions from backgrounds.
However, when the positive-negative ratio gets too low, the
model optimization will be overwhelmed by negative sam-
ples, and thus the performance drops.

Spatial mask generation. We generate two separate spa-
tial masks for the subject and object person. Therefore, the
positions of the subject and object can be distinguished. For
comparison, we generate a single mask for the two people
by setting the values in any box to 1. As shown in Table 4,
model performance degrades when using a single mask. As
the triplet (S, I, O) is ordered in SportsHHI, it is important
to distinguish the position of the subject and object.
Interaction proposal representation. We show the impor-
tance of motion features f° and f™°, context feature f¢
and relative position encoding f? in interaction represen-
tation in Table 2. We first show the results of using each
feature in lines 1-3 and 8-10. Using only motions features
f° and f™° can achieve acceptable results, which indi-
cates the modeling of the actions of the subject and object
person is very important for the recognition of the interac-
tion between them. The performance is much worse when
using context feature f¢ or relative position encoding f?
only. Using only the context feature cannot provide specific
information of the subject and object and as the subject and
object person are often far apart in spatial, the context fea-
ture may include much noise. Without visual information,
pure prior information of the relative position of the subject
and object person is not discriminative enough for interac-
tion recognition. As shown in lines 5-7 and 12-14, when
coupling position encoding with motion and context fea-
tures, the performance improves a lot, which indicates that
position information is complementary to visual informa-
tion. As shown in lines 7 and 14, using all three types of
features achieves the best results.

Information exchange among proposals. We ablate the
multi-head self-attention module to show the importance of
information exchange among proposals. As shown in Ta-
ble 2, regardless of the representation of the proposal, ex-
changing information among proposals always brings per-
formance improvement.

5.3. Quantitative Results

Human box detection and interaction proposals genera-
tion results. We first show the human detection and inter-
action results in Table 5. Under IoU threshold of 0.5, both
human boxes and interactions have a high recall rate of 98.6
and 98.4. When the threshold improves to 0.7, recall of hu-
man boxes drops by 2.6 points and recall of interactions
drops by 5.3 points. When improving the IoU threshold to
0.9, both recall rates drop significantly. The results indi-

fme& s f 7| Info. Ex. | mAP R@I50 R@I00 R@50 R@20
v - - - 500 8166 7400 5273 2682
- v o - - 207 7175 6143 3897 19.12
- -2 - 113 5071 4524 3972 30.83
v v - - 519 8198 7481 5489 2851
v -V - 554 8305 7545 5771 31.92
- v v - 385 7676 6857 49.65 27.68
v s - 543 8171 7484 58.16 3420
7 S 7 615 8409 7659 5555 28.10
- V. v 351 7341 6311 4147 2091

-V v 201 5876  51.60 38.88 2635
v v - v 6.82 8401 7711 58.14 31.86
-V v 694 8441 7672 5744 3105
- v v v 597 8075 71.82 5178 31.04
v v v v 752 8578 7852 5953 32.76

Table 2. Ablation study on the interaction representation and
information exchanging. “v"” indicates the corresponding ele-
ment is enabled while - indicates disabled. “f"°& f™*” denotes
motion features of the subject and object person.”f“” stands for
context features of the union area. “f?” stands for the relative po-
sition information encoding. ’Info. Ex.” stands for the multi-head
self-attention operation to exchange information among proposals.

Pos:Neg‘mAP R@150 R@100 R@50 R@20

1:1 697 8592 79.64 6096 32.59
1:5 739  86.25 7787 59.86 32.82
1:10 7.52  85.78 78.52 59.53 3276
1:15 7.02  85.39 7787 5856 31.16
1:20 7.08  85.35 7843  60.51 32.77
1:25 6.89  85.44 78.31  58.85 31.61

Table 3. Ablation on the positive and negative proposals ratio.
The best results are obtained at 1:10.

‘mAP R@150 R@100 R@50 R@20

Single Mask 6.77  84.57 7741 5827 31.63
Separate Mask | 7.52  85.78 78.52 59.53 32.76

Table 4. Ablation on spatial mask generation. “Separate Masks”
means generating a spatial mask for the subject and object person
respectively while ”Single Mask™ means using only one spatial
mask to represent the pair.

| mMAP AP@0.5 R@0.5 R@0.7 R@0.9

Human Boxes | 73.5 92.6 98.6 96.0 58.2
Interactions - - 98.4 93.2 37.7

Table 5. Human detection and interaction proposal generation
results. For human box detection, we report mAP, AP, and Re-
call. For interaction proposal generation, Recall is reported. We
calculate recall under IoU thresholds of 0.5, 0.7, and 0.9.

cate that, despite high recall under a relatively lower IoU
threshold, there is still a lot of room for improvement in the
quality of human boxes and interaction proposals.

HHICIs and HHIDet results. We provide HHICIs and
HHIDet results of some existing methods and our base-
line in Table 6. STTran [7] and HORT [20] are two well-
established video scene graph generation methods. They
share two common properties: 1) Using appearance features
extracted by image backbone. This is because the seman-
tic level of relation classes defined by previous datasets is
relatively low and the appearance feature is often sufficient
for recognition, such as {dog, larger, frisbee). However,

18543



Method Backbone ‘ HHICls HHIDet
\ mAP R@150 R@100 R@50 R@20 \ mAP R@150 R@100 R@50 R@20
STTran [7] ResNet-101 [15] 3.31 71.29 62.91 42.67 2214 | 143 51.65 46.54  37.62 20.81
HORT [20] ResNet-101 [15] 3.75 78.57 67.78 50.33 2696 | 1.54 5247 46.73 36.89  20/93
SlowFast [11] | SlowFast-R50 [11] 5.00 81.66 74.00 5273 26.82 | 244  62.17 52.77 37.83 2245
ACARN [31] | SlowFast-R50 [11] 5.44 82.85 7522 56.53  31.77 | 2.53 62.25 52.84  37.50 21.85
SlowFast-R50 [11] 7.52 85.78 7852  59.53 3276 | 336  64.82 54.62 3772 21.26
Our baseline | SlowFast-R101 [11] | 8.67 87.35 80.35 60.18 29.70 | 3.52  65.24 54776 37.03 2021
ViT-B [44] 10.69  89.25 8293  68.13 43.72 | 493 72.22 61.92 4299 23.89

Table 6. HHICls and HHIDet results. We test existing video scene graph generation methods (STTran [7] and HORT [20]) and action
detection methods (SlowFast [11] and ACARN [31] ) on SportsHHI. Our baseline method achieves the best performance.

Basketball - | -
Volleyball { | [ |
SportsHHI A | -
00 01 02 03 04 05 06 07 08 09 1.0
Egr Essc Essosc Eo En
— Eosc Es [

Figure 7. Error analysis in HHIDet mode. We show the propor-
tion of each error type among false positives.

action modeling is very important for interaction recogni-
tion on SportsHHI. 2) Dependent on the object detection
results. They add the category encoding of the objects to
the relation representation, which provides strong prior in-
formation. For example, knowing that the subject and ob-
ject are human and horse respectively, the relation category
is very likely to be ride. However, SportsHHI does not have
such prior as all subjects and objects are humans. Since
video backbones are used to extract the motion features of
each person, the performance of the action detection meth-
ods like SlowFast [11] and ACARN [31] is relatively bet-
ter. Our baseline follows these action detectors to adopt
a video backbone for motion features and introduce extra
relative position and spatio-temporal context modeling be-
tween the subject and object person. Our simple baseline
achieves leading performance with the same SlowFast-R50
backbone. When using the stronger VideoMAE [44] pre-
trained ViT-B backbone, the performance is significantly
improved, which shows the importance of spatio-temporal
representation.

5.4. Error Analysis

Following ACT [21] and MultiSports [26], we analyze error
types of the false positives in the predictions to better under-
stand the challenges of human-human interaction detection
in SportsHHI. We analyze the predictions of the baseline
model with a SlowFast-R50 backbone. We classify false
positives in the predictions into 9 mutually exclusive error
types. E'r: a prediction targets a ground-truth instance that
has already been matched. E: a prediction that has an ac-
curate subject and object localization, but wrong interaction
class. Eo: a prediction that has accurate subject localiza-
tion and correct interaction class, but inaccurate object lo-

calization. Eg: a prediction that has accurate object local-
ization and correct interaction class, but inaccurate subject
localization. Esg.0, Fogc, Ess.c, Esgo&c: a prediction
that is inaccurate in corresponding aspects while acceptable
in other aspects (if any). E'x: a prediction that both the sub-
ject and object of it have no overlap with any ground truth.

As shown in Figure 7, Ey is one of the most common er-
ror types. This is because SportsHHI is annotated in crowd
multi-person scenarios but the interaction instances are rel-
atively sparse due to the characteristic of sports videos and
our high-level interaction definition. It is important but dif-
ficult to distinguish two people without interaction from real
interaction instances. In video action detection [26], local-
ization is relatively accurate and most errors are about clas-
sification. However, in interaction detection, the localiza-
tion of people involved in interaction and the classification
of interaction are inseparable. Pure localization errors (Eg
and Ep) or pure classification errors (E¢) are relatively
rare. The error types that coexisted with localization error
and classification error (Fopg.c, Fs¢.c, Fsgo&c) account
for a relatively large proportion.

6. Conclusion

In this paper, we proposed a new video visual relation de-
tection task with a focus on sports human-human interac-
tion understanding. This task deals with the complex in-
teractions between humans in multi-person scenarios. We
build a dataset named SportsHHI based on sports videos for
this task. Human boxes and interaction instances are ex-
haustively annotated on keyframes at SFPS. To benchmark
this, we test several existing methods on SportsHHI and
propose a baseline method. We conduct extensive experi-
ments on SportsHHI and reveal the importance of motion
information, context information, and position information
for interaction recognition. We hope our SportHHI dataset
and baseline method can inspire future research on human-
human interaction understanding in videos.
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