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Abstract

Meta-learning aims to train a model on various tasks so that given sample data from
a task, even if unforeseen, it can adapt fast and perform well. We apply techniques
from compressed sensing to shed light on the effect of inner-loop regularization
in meta-learning, with an algorithm that minimizes cross-task interference with-
out compromising weight-sharing. In our algorithm, which is representative of
numerous similar variations, the model is explicitly trained such that upon adding
a pertinent sparse output layer, it can perform well on a new task with very few
number of updates, where cross-task interference is minimized by the sparse recov-
ery of output layer. We demonstrate that this approach produces good results on
few-shot regression, classification and reinforcement learning, with several benefits
in terms of training efficiency, stability and generalization.

1 Introduction

It’s been a long-lasting dream to have artificial intelligence leverage prior knowledge to learn new
things quickly. The approaches to this problem of ‘meta-learning’ can be largely divided into
metric-based, model-based and optimization-based [1]. There are naturally two extremes: complete
multiplexing between task-specific models, which ignores connection between tasks and defeats the
purpose of meta-learning, and complete weight-sharing among all tasks, which hampers expressivity.
Methods between the two extremes inevitably suffer from certain degree of cross-task interference
and limited representational capacity. A popular branch centering model-agnostic meta-learning
(MAML) [2] utilizes a bi-level optimization to explicitly optimize (as outer-loop) the performance of
the meta-network after a few-shot training (as inner-loop) on the task. When the inner loop involves
multiple steps of update, the gradient propagation to the outer loop becomes inefficient as high-order
terms are no longer negligible, which also causes training instability. While there are ways to alleviate
the problem [3, 4, 5], it cannot be eradicated.

In this work, with an algorithm complementing MAML with sparse recovery, we show both analyti-
cally and numerically that in certain scenarios, the high-order derivatives in the gradient propagation
from inner-loop to outer-loop can be safely ignored, and in more general cases, the simple use of
sparse recovery significantly improves the training dynamics. It is particularly advantageous on deep
and wide neural networks, where high dimensionality turns out to be a blessing. Most importantly, it
provides a framework where we can apply techniques from the compressed sensing literature and
sheds light on the effect of inner-loop regularization for meta-learning.

∗equal contribution

5th Workshop on Meta-Learning at NeurIPS 2021, held virtually.



Intuitively, all layers up to the final one can be viewed as providing pertinent features that enable linear
decision boundaries. Our meta-learner aims to maintain the most efficient collection of common
features shared among various tasks, as well as their subfeatures if skip-connections are enabled. As
in compressed sensing, the L1 regularization allows us to efficiently recover the linear mapping from
these features to network output (even with correctness guarantee if some other criteria are met),
which well serves the purpose of inner-loop update as it screens neurons for the irrelevant features
away from the meta-gradient backpropagation. The effects of high-dimensionality scales in a similar
way as in compressed sensing, where the very high number of parameters almost make sure the
features are orthogonal to each other on the relatively few samples for inner-loop optimization. The
recovery scheme used as inner-loop optimization is thus robust to noise on the meta-network weights,
which subsequently improves gradient propagation efficiency and training dynamics.

2 Preliminaries

2.1 Meta-learning

Given a distribution of tasks Ti ∼ p(T ), meta-learning aims to train a model that can adapt quickly
on a new task T , leveraging what is learnt during the meta-training on other tasks as well as a
small amount of data D on the new task. Compared to various algorithms for meta-learning [6, 7,
8, 9, 10, 11], e.g. using matching networks [12] or task inference [13], MAML [2] uses a bi-level
optimization to explicitly optimize for a network parametrized by θ that is a few updates away from
the optimal network for all the tasks. In MAML, the inner-loop optimization samples a task T , trains
on the relevant data D with initialization at θ and obtains a network parametrized by ϕ, whereas the
outer-loop optimization propagates the loss gradient at ϕ to θ and thereby improves the parameters of
the meta-network. If the inner-loop takes one-step updates with step size α, the meta-objective is
simply:

min
θ

∑
Ti∼p(T )

LTi
(fϕ) =

∑
Ti∼p(T )

LTi
(fθ−α∇θLTi

(fθ)) (1)

where LTi
(fϕ) is the loss function given the input-output mapping parametrized by ϕ.

When multi-step inner-loop optimization is wanted, we will need to compute higher-order derivatives
along the optimization path, which may incur significantly more computational cost. There have
been variations to MAML that aim to mitigate this problem, such as Reptile [4] where the outer-loop
gradient is simply an average of inner-loop gradients and iMAML [5] where the outer-loop gradient
can be semi-analytically computed.

2.2 Compressed sensing

Compressed sensing (CS) [14, 15] aims to recover a signal x ∈ Rn with some low-dimensional
structure from corrupted measurements y = Φx+ e, where Φ ∈ Rm×n is the measurement matrix
(typically m < n) and e is an arbitrary vector of error (e.g. Gaussian noise). The low dimensional
structure of x can be formulated as x = fψ(s) where s ∈ l and ||s||0 ≪ m. fψ(s) can be a
linear mapping, as in the classical problem of reconstructing a frequency-sparse signal from few
measurements in time domain, where fψ is Fourier transformation and Φ is the sampling in time
domain (e.g. convolution with δ or sinusoidal function).

In the most classical case where the measurement matrix Φ and the sparsity transformation fψ are
both linear, the problem reduces to recovering signal s from y = Fs+ e where F ∈ Rm×l. CS is
particularly powerful in the regime where m ≪ l and m < dim(y) < l, namely when we want to
reconstruct a high-dimensional signal with low-dimensional structure from a moderate number of
measurements. This underdetermined problem can be solved by leveraging our prior knowledge that
s is sparse. In particular, when F satisfies the Restricted Isometry Property (RIP)[16]:

(1− δ)||s1 − s2||22 ≤ ||F (s1 − s2)||22 ≤ (1 + δ)||s1 − s2||22

with δ <
√
2− 1, the sparse solution can be perfectly recovered by the convex optimization problem

min
s
||s||1 : ||y − Fs||2 ≤ ||e||2 (2)
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There has been enormous literature on CS, e.g. extending the method for nonlinear measurements [17]
and structural prior [18] instead of L1, and implementing the idea on neural network [19, 20]. With
the method we propose, many of the rich results from CS can be applied to meta-learning for bounding
errors and improving stability.

3 Meta-learning from sparse recovery

All networks mapping input to output can be viewed as first mapping input to a layer of features
(complex) and then mapping the features to the output (simple). If we view the meta agent as carrying
a pool of good features with shared structure for the collection of tasks, then the few-shot learning
problem reduces to finding the correct features from the pool to use or fine-tune for a particular task.
Compared to MAML where the meta-learnt network is supposed to perform well upon very few
updates, here we expect meta-learning from sparse recovery (MLSR) to perform well upon adding a
pertinent output layer, which can be obtained through sparse recovery.

The hope for meta-learning is that optimal networks for different tasks have a significant amount of
shared structure. For practical tasks, it is conceivable that different tasks can have drastically different
output layers and therefore, the structure sharing is mainly in the layers for the features and less for
the output layer, which provides one of the motivations for MLSR. This is increasingly true when
the dimension gets high and in particular, when hidden layer right before output is very wide and
the output layer naturally becomes sparse for one particular task. Intuitively, if the inner loop update
can select the optimal sparse output layer, then the meta-update, namely the outer-loop update that
improves our meta-learnt network, will propagate the loss only to those features relevant for this
particular task as the final layer weights for the irrelevant features are zeroed, which thus minimizes
cross-task interference. Here weight-sharing is not compromised since each feature can potentially
be densely connected to all the neurons in the preceding layer without penalty.

Algorithm 1: Meta-learning from sparse recovery
α: step size hypeparameter;
p(T ):distribution of tasks;
Randomly initialize θ,ϕ;
while not done do

Sample batch of tasks Ti ∼ p(Ti);
forall Ti do

Compute features fθ(x);
Compute ϕi from sparse recovery given

features and target;
Update θ ←− θ − α∇θLTi

(θ, ϕ) ;

Figure 1: Diagram of MLSR

Technically, this procedure corresponds to the diagram in Figure 3, where θ is the meta-network and
ϕ is the result from inner-loop optimization and can take completely different values for different
tasks. Given a meta-network, we do a sparse recovery to find the optimal output layer. The exact
method of sparse recovery can be selected for particular problem, where the most rudimentary one is
simply adding a L1 regularization term to the inner-loop update objective. Denote the output layer
weight parameters as ϕ, then the inner-loop update using L1 norm would be:

min
ϕ

LI(θ, ϕ) ≡ LTi(θ, ϕ) + λ||ϕ||1 (3)

where LTi
(θ, ϕ) denotes the loss of the network parametrized by θ, ϕ on the dataset for task Ti.

Denote the optimal ϕ for task Ti as ϕi. The outer loop is then

min
θ
LO(θ) ≡

∑
Ti∼p(T )

LTi
(θ, ϕi) (4)

To get the full gradient for outer loop, the tricky part would be the implicit θ dependence in ϕ. Namely,
the ∂ϕ

∂θ term in dL
dθ = ∂L

∂θ + ∂L
∂ϕ

∂ϕ
∂θ . However, here we can apply the result from compressive sensing
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that when the variation in θ satisfies certain criteria (Theorem 1), the sparse recovery of ϕ is robust to
noise and effect of θ dependence in ϕ is negligible.

Theorem 1 Denote the mapping from input x to features as F (θ, x) and the final-layer mapping
with weights Φ such that y = F (θ, x)Φ. If F (θ, x) satisfies RIP with isometry constant δ2s <

√
2−1

and for given x, y, θ1 we have solution Φ1 such that y = F (θ1, x)Φ1, then upon updating θ1 to
θ2 = θ1 + δθ, the new solution Φ2 will satisfy:

||Φ2 − Φ1||2 ≤ C0s
−1/2||Φ1 − Φ1s||1 + C1ϵ (5)

where Φ1s is the s-sparse approximation to Φ1, ϵ = ||(F (θ2, x) − F (θ1, x))Φ2||2 and C0, C1 are
δ2s-dependent constants that can be made very small (e.g. when the dimension of Φ is high). If Φ1 is
indeed s-sparse, then the error incurred by omitting ∂L

∂Φ
∂Φ
∂θ in dL

dθ = ∂L
∂F (θ,x)

∂F (θ,x)
∂θ + ∂L

∂Φ
∂Φ
∂θ can be

bounded as:

||
∑
i

∂L
∂Φi

∂Φi
∂θk
|| ≤ C1

∑
i,j,n

|| ∂L
∂Φi

Φj
∂F (θ, x)n,j

∂θk
|| (6)

Details on C0, C1, implication and derivation can be found in supplementary materials. The important
thing to note is that C1 can be made very small for small isometry constants e.g. when the dimension
of Φ is high, thus alleviating the pain to track the gradient on θ when updating Φ in the inner-loop
optimization.

In the view of implicit gradient, if ϕ is the optimal solution to Eq. 3 for a given θ, then the gradient is

dϕ

dθ
= (I+

1

λ
∇2
ϕLI(θ, ϕ))−1 = (I+

1

λ
∇2
ϕLTi

(θ, ϕ))−1, (7)

where the L1 norm does not enter the gradient expression at a given θ, ϕ.

One obvious benefit is that since θ is not changed during inner-loop update, we don’t need to track
the gradient along a particular optimization path during inner loop when the θ dependence in ϕ can
be neglected. If the accurate gradient information is wanted, this procedure is compatible with the
various techniques for obtaining high-order gradients e.g. the implicit gradient method.

Note that here the sparse recovery method may take other forms to better exploit what we know about
the problem. For example, for supervised-learning of mapping f̂(x), when the noise is known to be
sparse, the recovery routine can be chosen to be [21]:

min
ϕ

LI(θ, ϕ) = ||fθ,ϕ(x)− f̂(x)||1 (8)

Furthermore, MLSR can be extended into a hierarchical fashion or implemented with skip-connects,
which would make the dichotomy of feature layer and output layer softer, more general and potentially
more conducive for weight-sharing. It can also be combined with the various versions of MAML as a
tri-level optimization, where the sparse recovery of output layer helps to propagate the loss gradient
to more relevant weights in the previous layers.

To show the advantage of MLSR and verify our understanding, we run numerical experiments in the
following domains.

3.1 Supervised regression and classification

In supervised regression, we have a family of functions and seek a meta-network that can well
approximate a sampled function with few input-output pairs. For example, in the classical problem of
signal reconstruction, the family of functions may be signals that are relatively sparse in frequency
domain (e.g. sound) or wavelet domain (e.g. image). The practical problem is to reconstruct such
a signal with very little information. For classification, the problem is very similar except that the
output is typically discrete.

For regression, in general, one may use the mean squared error (MSE) with L1 regularization:

LTi
(θ, ϕ) =

∑
x(j),y(j)∼Ti

||fθ,ϕ(x(j))− y(j)||22 + λ||ϕ||1 (9)
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or iterative hard/soft thresholding when convenient. When the noise is sparse, one may directly use
the mean absolute error (MAE):

LTi
(θ, ϕ) =

∑
x(j),y(j)∼Ti

||fθ,ϕ(x(j))− y(j)||1 (10)

For discrete classification, one may use cross-entropy loss with L1 regularization:

LTi(θ, ϕ) =
∑

x(j),y(j)∼Ti

∑
k∼Di

y
(j)
k log fθ,ϕ(x

(j))k + λ||ϕ||1 (11)

where k ∼ Di index the classes for task Ti. Since the classification involves applying a softmax
after the final layer, strictly speaking, it is no longer a sparse recovery in the context of compressed
sensing, but the insights obtained from the compressed sensing analysis still apply.

For both regression and classification, the L1 regularization part may be substituted by constraining
ϕ to be the output of a generative model with low-dimensional input [20, 19].

While the training on the support set involves the use of regularization encouraging sparsity, the
few-shot training on the target set will proceed without such regularization, so as to eliminate the
confounding factor. Note that MLSR is at a disadvantage in this way since it is explicitly optimized
to perform well after an inner-loop optimization with the regularization, whereas when comparing to
MAML, it uses inner-loop optimization without the regularization.

3.2 Reinforcement learning

Reinforcement learning (RL) typically involves an agent actively interacting with the environment and
meta RL seeks an agent that performs well on a new task after few interactions with the environment,
where one of the most important problems is data efficiency. While certain techniques from adaptive
sensing do apply in the context of MLSR, algorithms explicitly optimized for off-policy experience
and efficient exploration are more relevant [22, 23]. Meta RL can be implemented in various models
ranging from black-box adaptation with recurrent neural network to optimization-based inference
with MAML [9, 24]. Applying sparse recovery before propagating the gradient to the meta-network
is in general compatible with these methods, where one simply optimizes the output layer weight in
the beginning of each inner-loop optimization.

In the context of meta imitation learning, the goal is similar except that the agent is learning from
demonstrations of an ‘expert’, which typically allows supervised algorithms and MLSR is more
relevant.

4 Experiments

4.1 Few-shot regression

If we know the bases of the domain where the signal is sparse, then many arguments from compressed
sensing are directly transferable and MLSR is naturally advantageous. For example, if the features
are sinusoidal functions and the output is a frequency-sparse signal, there is a theoretical guarantee
that the correct signal can be recovered by some form of L1 regularization. The usefulness of
meta-learning arises particularly when the optimal features are unknown. For that purpose, we test
MLSR on sinusoidal regression.

During our training and testing process, we generate our tasks by sampling the frequency of a
sinusoidal function. The frequencies are uniformly sampled from [0.5, 2]. For each training set in a
specific task, we sample the target function at arguments x uniformly across [−5.0, 5.0]. There are
20 samples in each training set. The network we use is the same as the one used in Ref. [2], which
has 2 hidden layers of size 40 with ReLU nonlinearities. The input and output of the network both
have dimension 1. To compare with MAML, we train the network with a fixed step size α = 0.01
and use Adam as the meta-optimizer for all of our algorithms. We calculate the mean-squared error
of the output with respect to the ground truth as a metric for evaluation.

Our baseline is the network with random initialized weights. In addition to the MLSR algorithm we
described in Section 3, we provide a comparison to MAML freezing all layers except for the last
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layer (MAML-FZ) for the inner loop training, which would have the same number of inner-loop
trainable parameters as MLSR. We also implement a multi-gradient-step MAML (Multi-MAML) and
compare it with the multi-gradient-step MLSR (Multi-MLSR). We keep both the random network
and the MAML as baseline in both cases.

Figure 2: Qualitative comparison for tasks sampled from sinusoidal regression tasks (with different
frequencies). The orange lines are the ground truth. The green lines are the pre-update result after we
train the model. We can understand it as a pre-conditioner. The red dash lines are the result after one
step iteration. The purple dash lines represent the results after 10 gradient steps.

In Fig. 2, we plot one example of the sinusoidal regression task. The tuning of meta-networks obtained
from MAML and MLSR is significantly more efficient than random network, where the qualities are
comparable between MAML and MLSR despite the latter has significantly fewer trainable parameters
during inner-loop optimization.
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Figure 3: Mean-square error with respect to the gradient steps after the meta-training. Left: one-step
gradient update during meta-training. Right: 5-step gradient update during meta-training.

In Fig. 3, we show the comparison of the mean-squared errors between different algorithms with
respect to the gradient steps after meta-training. For both the single-step and the multi-step cases,
MLSR outperform MAML and random initialization.

4.2 Classification

For a simple illustration, we use the MNIST dataset. We define a pool of tasks where each task is the
binary classification among pairs of digits. A sample of these tasks is shown in Fig. 5. Since labels
in different tasks do not correspond to the digit of the image, all networks are expected to score 0.5
accuracy without on-sample updates.

The network for classification has two hidden layers with hidden size (100,20) and sigmoid activation.
The output is run through a sigmoid activation to yield the probability for class 0 or class 1. The
meta-networks are obtained using MAML and MLSR as discussed before, which converges after 100
epochs. We evaluate their adaptability by sampling 1000 new tasks and tune the meta-network in the
same way as the inner-loop routine. The meta-training and evaluation are repeated 100 times and the
average performance is reported.
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Figure 4: Example of 2 sampled
tasks with the labels used

Figure 5: Short-term and long-term training perfor-
mance on meta-network obtained through MAML and
MLSR, compared to random.

In Fig. 5, the three curves show the accuracy improvement of meta-networks obtained from MAML,
MLSR and randomization when trained on the target set. Since meta-learning aims for the perfor-
mance after a few steps of inner-loop tuning, there might be a regime where the performance of
random initialization outperforms that of meta-network. The training curves for MAML and MLSR
show faster improvement in accuracy than the training curve for random initialization, reflecting the
success of meta-learning in terms of fast adaptability. However, the accuracy for the meta-network
from MAML does not reach the same height as the accuracy for random network, indicating that
meta-network obtained from MAML may be more prone to local minima. This is plausible as
MAML explicitly optimizes for meta-networks that perform well for all tasks at one step away in
the parameter space, without requiring the meta-network to reside in the deepest valley of the loss
landscape. It can be understood as a manifestation of inevitable cross-task interference as well, which
limits expressivity. In contrast, MLSR meta-network has fast adaptibility without compromising the
maximum achievable accuracy, validating our intuition that MLSR minimizes cross-task interference
with minimal compromise to weight-sharing.

Note that the training on the target set does not involve regularization, so the advantage of MLSR
over MAML completely comes from the initialization. Since MLSR is optimized to perform well for
on-sample training with regularization, the advantage of MLSR in this case is unambiguous.

4.3 Reinforcement learning

To demonstrate the general applicability of MLSR in the context of RL, we use the half-cheetah
problem in the garage benchmark suite [25], where MLSR is not naturally advantageous due to the
unsupervised nature.

The model consists of a two-hidden-layer network of hidden size (32,64) for inner-loop update using
vanilla policy gradient (REINFORCE) [26] and a two-hidden-layer network of hidden size (32,32)
for meta-optimization. The pool of tasks consists of reinforcement learning problems with various
wanted directions of motion for the half-cheetah. Each task has 40 rollout steps. The meta-training
has 300 epochs with batch size being 20.

Figure 6 shows the average return, evaluated at the end of each inner loop update across meta-training
epochs. While MLSR where all the layers other than the final layer are frozen has significantly fewer
trainable parameters during the inner loop compared to MAML, it is still able to achieve comparable
results as MAML and L1-regularized MAML.

5 Related work

For most ‘descendents’ of MAML, our architecture has significant differences while being compatible.
Compared to MAML [2] which explicitly seeks a model that lies a few steps away from the optimal
networks for all tasks, MLSR seeks a model that performs well upon adding a pertinent output layer.
As a result, while the various optimal networks for different tasks in MAML are bound to lie within
reachable distance to each other in parameter space for the sake of efficient gradient propagation,
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Figure 6: Comparison among MLSR, MAML, L1-regularized MAML on the half-cheetah problem
with different directions

the various optimal networks for MLSR can be completely different in the output layer. As for
proximity-based meta-parameter search [4, 27], while it also allows multi-step inner-loop updates and
proves efficient on some examples, it essentially abandons MAML’s core idea of taking the gradient
at the end of inner-loop optimization and aims to minimize the expected distance to all solution
manifolds, which inevitably suffers in terms of expressivity. MLSR allows multi-step inner-loop
updates with a different mechanism, which still takes gradient at the end of inner-loop optimization
and propagates it to the meta-network. On top of all, MLSR can be combined with algorithms like
MAML and Reptile by extending to bilevel optimization to a trilevel one.

There are indeed works with similar architecture [28, 29, 30, 31] or operational procedure [32]. While
they share the benefits of propagating gradients to most relevant ‘expert’ weights, MLSR exploits the
noise robustness of sparse recovery to alleviate the difficulty with large-step inner-loop updates in the
context of meta-learning. Nevertheless, many techniques e.g. for improving mixture of experts are
transferable. We used the sparse recovery scheme in its simplest form for a clear demonstration of
the connection between compressed sensing and meta-learning.

The connection between meta-learning and compressed sensing was previously noted by [20], but in
a completely different way where they use the bilevel framework of meta-learning to implement their
generative adversarial network for deep compressed sensing.

In general, one can always carefully design clever and sophisticated regularization for certain purposes,
such as in [33] where memorization of task information is penalized. MLSR provides a simple remedy
to balance between expressivity (less cross-task interference) and inductive bias (more weight sharing
between tasks). The selection of specific routine for sparse recovery can be made more sophisticated
by applying layer-specific regularization in a hierarchical fashion or using generative-model-based
constraint in place of L1.

6 Discussion and future work

We introduced a meta-learning variant that utilizes sparse recovery and analytically showed that in
the high-dimensional regime where the output layer is sparse and the feature mapping satisfies RIP,
sparse recovery is robust to noise and allows more efficient gradient propagation. In particular, we
applied techniques from compressed sensing to bound the error in the meta-gradient calculation and
explained how meta-gradient computation with large inner-loop updates is computationally more
affordable. The meta-network obtained as weight initialization can be further adapted with desired
data and gradient steps. Practically, our method is compatible with most MAML-like methods, as it
simply adds a sparse recovery process at the beginning of inner loop. It can be made more general by
allowing skip-connects, hierarchical recovery and multi-level optimization. The sparse recovery can
also be extended for structural prior.

Overall, the connection between meta-learning and compressed sensing is a useful resource especially
in the high-dimensional setting. The idea to exploit prior knowledge to simplify higher-order
gradients may be extended to other forms of regularization. By allowing larger inner-loop updates,
meta-learning can be significantly more powerful, with potential application to various fields. Further
research on this topic can explore how other forms of prior knowledge may be exploited in meta-
learning.
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