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Abstract

We present a method to integrate Large Language Models (LLMs) and traditional
tabular data classification techniques, addressing LLMs’ challenges like data se-
rialization sensitivity and biases. We introduce two strategies utilizing LLMs for
ranking categorical variables and generating priors on correlations between contin-
uous variables and targets, enhancing performance in few-shot scenarios. We focus
on Logistic Regression, introducing MonotonicL.R that employs a non-linear mono-
tonic function for mapping ordinals to cardinals while preserving LLM-determined
orders. Validation against baseline models reveals the superior performance of our
approach, especially in low-data scenarios, while remaining interpretable.

1 Introduction and related work

Large Language Models (LLMs) have recently become the focus of research. They have been shown
to contain a huge amount of world knowledge, but suffer from "hallucinating” false facts [1] and are
sensitive to prompts [2]. Concurrently, deep learning methods have struggled with tabular data [3].
TabLLM [4] introduced large language models (LLM) and demonstrated that their world knowledge
can lead to strong few-shot tabular classification performance. We propose several new methods to
integrate information in LLMs in a more structured and interpretable way. Our methods are shown to
improve few-shot performance against existing models as well as remaining easily interpretable.

Pre-trained tabular learners are models that are trained before being applied to the dataset at hand.
TabPEN [5]] pretrains a Transformer to perform Bayesian inference on synthetic datasets, which uses
in-context learning to make predictions given a small dataset. The model does not require training or
parameter tuning at inference time and outperforms a variety of baselines with quick inference times.

LLMs as tabular models. Tabular data is first serialized and given to a LLM as a natural language
prompt and the LLM returns the classified data. This is very effective for few-shot classification
on tabular datasets with semantically meaningful labels, where the LLM uses its world knowledge
to predict relationships between columns and labels. In the few-shot setting, TabLLM outperforms
traditional statistical and machine learning tabular classification techniques which exclusively rely
on correlations within the dataset. However, TabLLM has several limitations. Firstly, fine-tuning
an LLM is slow and resource expensive. Secondly, the LLMs are very sensitive to the method used
for serializing tabular data into text prompts. Thirdly, the dataset’s columns and labels must be
understandable by the LLMs. Finally, LLMs may exhibit undesirable biases, e.g. race, sex, religion
[6]. This may negatively affect predictions and, given LLMs’ black-box nature, be hard to detect
which further limits TabLLMs applicability in sensitive fields such as medicine or finance. Our
methods solve many of these limitations by integrating LLM knowledge into existing models.
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2 Integrating LLM priors

We propose three methods to improve the performance of existing tabular classification methods:

Ordering categorical variables: Categorical variables from a column are given to a LLM and the
LLM sorts the categories based on how they correlate with the target attribute. For example, if a user
wishes to determine a people’s income, the LLM can rank the people’s job descriptions. Categorical
columns are augmented by using a LLM to rank categories, which are then mapped to integers and
standardized (Figure[2). This is an alternative to one-hot encoding, which may give a very large input
dimension if there are many categories and lead to overfitting, and mapping to ordinals based on an
arbitrary order, which implies that the model must separate the categories from each other to gain
useful information and may be impossible for Logistic Regression. Since categories are ordered in a
meaningful way, a classifier can also use this ordering to extrapolate meanings between categories.

Priors on correlation: The LLM uses column headers of continuous variables to predict if the
column is positively or negatively correlated with the target attribute and a soft prior is applied
to the classifier model. For example, the LLM can indicate that age is positively correlated with
income. This is useful in the noisy or low-data regime where learning correlations can be difficult. We
demonstrate this for logistic/linear regression, where we can easily apply priors. In logistic regression
(LR), § = sigmoid(B - x + «), a prior can be applied on 3 by minimising the training loss £

L = BCE(y,9) + N8 — By/* M

where ¢ is model predictions, x and y are inputs and true classes, «, 3, are model parameters, A
is regularisation strength, 3, is the prior, and BC'E is binary cross-entropy loss. 3 is a vector of
covariates for each column. Since input columns are standardized, entries of 3 will have an order of
magnitude 1, so we set 3, = [—1, 0, 1] for the negative, absence of, or positive correlation.

Logistic Regression: In this paper, our primary focus is enhancing Logistic Regression (LR). LR is
easier to interpret and apply priors to compared to neural networks and ensemble tree-based classifiers
(e.g. XGBoost). The LLM can order categorical labels but does not specify their magnitudes, and
LR, based on linear relations, cannot determine label magnitudes either. To remedy this, we propose
MonotonicLR. It applies a learned nonlinear monotonic function to alter the weight of each category
while preserving the LLM-determined order. To achieve this, a separate Unconstrained Monotonic
Neural Network (UMNN) [[7] is applied to each input column of logistic regression. For each column
1 of the dataset, its categories ¢, x§ € Z, are mapped to a value z{ € R:

2f(xf) = /OM f(a)da, ¢ = sigmoid(B-z(x) + ) 2)

where f is a neural network constrained to positive outputs with a positive activation function
(Softplus [8]] in our case). Monotonicity is guaranteed by forcing the derivative of z to be positive.
The sign of 3 allows for increasing/decreasing functions. z is integrated using the Neural ODE [9]]
framework to allow parameters of f to be updated with backpropagation.

Priors can be applied to MonotonicLR by regularizing 6%, the average effective gradient over all
categories c (of the overall model) for each column 4:

; i - 2 (@] N
= 3 P - BORG) + Ny — A G
In practice, we make two adjustments. Firstly, we also apply an UMNN to continuous variables,
since they might need rescaling too. Secondly, we allow f(a) to be slightly negative by subtracting a
small bias, f(a) = softplus(M LP(a)) — In(2). This seems to help training by setting f(0) =0
and allows the classifier to adapt if the LLM makes a mistake, which is easy to find since the learned
mapping has a minima/maxima at the incorrect labels instead of being monotonic. See Figure

3 Generating LLM priors

LLM priors were generated using ChatGPT [10] during the third week of September 2023. Dataset
descriptions were taken from either Kaggle or OpenML and manually serialized into either a format



0.90 0.90

0.85 S '] -
P v
S G 0.85
—:’/ ) ‘ .
g 0.80 . g e . /,_,,
9] [ i - Qe T
S o ® —e- BiasedlR o) o e —e- BiasedLR
=075 * @ MonotonicLR = - --@- MonotonicLR
LR . LR
0.80
LightGBM LightGBM
XGBoost XGBoost
0.70 TabPFN TabPFN
TabLLM TabLLM
One-Hot One-Hot
Ordered Ordered
0.65 0.75
4 8 16 32 64 128 256 512 64 128 256 512
Shots Shots

Figure 1: Area under ROC curve averaged over all datasets. Right plot is a zoomed version of the left.
Shots is number of labeled rows models are trained on.

for column correlation or ordering categorical labels (Appendix [8.1]). Despite the inability to automate
the serialization due to inconsistent attribute descriptions, we followed an objective and unbiased
manual approach. No prompt engineering was performed and we leave it for further exploration.

When ordering categorical variables, ChatGPT always gave a direct ordering of categories. However,
when generating priors, unless the answer gave explicit direction of correlation (e.g. "X positively
correlates with Y"), columns were marked as having no correlation with the target variable. The
first response was used for all our experiments and a new chat was created for each dataset. A
generic prompt and response pairs are given in Appendix [8.I] Even though we share the concern with
Hegselmann et al. [4]] that ChatGPT has likely encountered these datasets during training, we believe
that this method will be applicable to new unseen datasets since many attributes contain generic
real-world information and are not dataset-specific. We encourage further research in this direction
with new datasets. Finally, we note that all of the generated priors are easily human-interpretable.
Incorrect responses/biases can easily be found and corrected, in contrast to TabLLM.

4 Methodology and Results

We evaluate our method using the same few-shot setup as TabLLM [4], to make our results directly
comparable. We compare against baselines TabLLLM and TabPFN [3] as well as LightGBM [11]],
XGBoost [12], and Logistic Regression (LR). The binary classification datasets Bank, California,
CreditG, Diabetes, Income, Heart and Jungle. Models are evaluated after fitting on subsets of the
dataset with different numbers of labeled rows/shots (n). Baseline hyperparameters were tuned using
grid search on validation tasks with the same setup as the test task, with the exception of TabLLM
and TabPFN, which needs no tuning. We validated our results are within error of TabLLM’s reported
results so our setup is directly comparable. We take TabLLM’s results directly from their paper since
it requires significant computing to fine-tune and is more sensitive to the experimental setup, avoiding
a chance of poor evaluation. Every baseline is evaluated on datasets with 1) raw data, 2) ordered
categorical columns 3) one-hot encoded categorical columns (full results in Appendix[8.2). Results
are averaged over at least 20 random seeds to give around 1% uncertainty.

MonotonicLR and BiasedLR are fitted with the same procedure as baselines on the ordered datasets,
except hyperparameters are not tuned. Tuning A on a validation set would leak information, A would
depend on the quality of the LLM prior. Instead, we always scale lambda as A = 0.5/+/n for
BiasedLR and A = 0.1/4/n for MonotonicLR, where n is the number of shots. Priors are more
strongly applied as the n decreases.

Figure 1| shows the test area under the receiver operating characteristic curve (AUC) averaged over all
datasets. Ordering the labels generally improved performance for all models versus one-hot encoding,
especially TabPFN. Secondly, for a low n, MonotonicLR and BiasedLR strongly outperformed all
baselines, demonstrating the strong impact of the LLM priors. Furthermore, both models consistently
outperformed TabLLM. MonotonicLR underperforms BiasedLR at low n but outperforms when more
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Figure 2: Individual variable mappings from MonotonicLR. a) and b) show model activation for
categorical attributes sorted by the LLM. Blue/Left axis shows model activation, orange/right axis
shows the expected outcome of entries in the category. a)/d) Employment type/age from the Income
dataset. b) Chest pain type from the Heart dataset. ¢) Median income from the CalHousing dataset.

data is available. This is likely because the extra degrees of freedom leads to overfitting for small 7.
At higher n, our models perform more comparably to the other baselines, with MonotonicL.R slightly
ahead of LR. There are two possible reasons: there is enough data that the LLM prior is no longer
relevant, or the underlying linear model of both BiasedLR and MonotonicLR is too simple.

5 Analysis of MonotonicLR

Since MonotonicLR is based on Logistic Regression, it is easy to analyze predictions. In Equation 2]
we can separate out a single column ¢’s impact on the model using 3 @ z(x) = >_ 3; ® z;(«x;). Figure
plots out the activation magnitude a; = 3;  z;(x;) for 4 different scenarios, categorical variables
with correct (a) and incorrect (b) mappings generated by the LLM and continuous features that are
monotonic (c¢) and non-monotonic (d). Higher a; means the model associates the value with the
positive label. For the categorical labels, we also show the expected outcome of entries with the given
category, marginalizing over all other attributes. This can be viewed as the "true" correlation and is
generated with the entire dataset, while MonotonicLR is trained on a n = 512.

In Figure (a) the LLM orders effect of employment types on income. The ordering is correct (except
for the location of "Priv" which should be lower) so the learned mapping from MonotonicLR follows
a simple negative correlation. Figure (b) shows the LLM made a mistake in mapping the order of
chest pain type. MonotonicLR does not give a monotonic mapping but instead has a minimum which
is made possible by subtracting a small bias to the UMNN. This clearly shows the LLM has made a
mistake which the MonotonicLR attempts to mitigate.

Figure (c) shows the activation for the column Median Income in the CalHousing dataset. Our model
learns a monotonic, non-linear relation between median income and house value. Figure (d) shows a
U-shaped mapping for age on the Income dataset, income increases with age until around 60 when it
starts decreasing. In this case, the LLM accurately predicted the "U" shaped relation (Appendix [8.1)),
yet we only allow for positive, negative, or no correlation as LLM priors. Integrating more complex
LLM priors into models would yield better predictions, but we leave this as future work.



6 Conclusion
We have introduced two methods to combine LLM priors with existing tabular learning techniques,
ordering categorical columns and priors on correlations, as well as MonotonicLLR, an improvement

over LR. In a few-shot scenario on common tabular datasets, our methods are more accurate than
existing tabular classifiers. Furthermore, the LLM priors are easily interpretable and controllable.
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8 Appendix

8.1 ChatGPT prompt and response

From the dataset descriptions, we manually extract the: {goal of dataset}, {label description(s)}
(positive class if binary, all if multi-class), one or more {dataset domain(s)}, { column description},
{target column description}, and for categorical variables, {List of categories}.

The prompt used for priors on column coefficient:

I’m creating a system to {goal of dataset}. There are many factors that determine
if {label description(s)}, but I am interested in averaging over the unknown factors.
Keep your answers short. Based on your domain knowledge of {dataset domain(s)},
does {column description} positively or negatively correlate with the probability
of {target column description}?

The prompt used for ordering categorical columns:

I’m creating an system to {goal of dataset}. 1 need your help to determine if a
car is in acceptable state or not. There are many factors that determine if {/abel
description(s)}, but I am interested in averaging over the unknown factors. Keep
your answers short. Based on your domain knowledge of {dataset domain(s)},
rank the following {column description} by how likely they are to influence {target
column description}:

{List of categories}

An example of the prompt given to ChatGPT when querying for thhe continuous column Glucose of
the Diabetes dataset:

I’m creating an system to diagnostically predict whether or not a patient has
diabetes, based on certain diagnostic measurements included in the dataset. There
are many factors that determine if the person will have diabetes, but I am interested
in averaging over the unknown factors. Keep your answers short. Based on
your domain knowledge of medicine, does a person’s level of plasma glucose
concentration 2 hours after an oral glucose tolerance test positively or negatively
correlate with the probability of that person having diabetes?

And the response:

A person’s level of plasma glucose concentration 2 hours after an oral glucose
tolerance test is positively correlated with the probability of having diabetes. Higher
glucose levels at this point often indicate impaired glucose tolerance, a risk factor
for diabetes.

This response clearly indicates a positive correlation, so we take the prior given as a positive
correlation, 3, = 1.

An example of prompt given to ChatGPT when querying for the categorical column ChestPainType
of the Heart dataset with categories {TA, ATA, NAP, ASY}:

I’m creating an early detection system for detecting heart failure. I need your help
to determine if a patient will die of heart failure based on their behavior. There
are many factors that determine if a person will experience heart failure, but I am
interested in averaging over the unknown factors. Keep your answers short. Based
on your domain knowledge of medicine, rank the following chest pain types by
how likely they are to influence heart failure:

Typical Angina, Atypical Angina, Non-Anginal Pain, Asymptomatic

And the response:

Ranked by their likelihood to influence heart failure:



1. Typical Angina: This type of chest pain is highly likely to be associated with
heart disease and can be a significant indicator of heart failure risk.

2. Atypical Angina: While less specific than typical angina, atypical angina
can still be related to heart problems and should be considered in assessing heart
failure risk.

3. Non-Anginal Pain: Non-anginal chest pain is less likely to be directly linked to
heart issues, but it should not be completely disregarded as it can sometimes be
associated with heart problems.

4. Asymptomatic: Asymptomatic individuals do not exhibit chest pain or other
symptoms related to heart issues, so they are less likely to influence heart failure
detection solely based on behavior.

It’s important to note that chest pain alone may not provide a comprehensive assess-
ment of heart failure risk. Other risk factors, clinical evaluations, and diagnostic
tests should be considered in conjunction with chest pain symptoms to make an
accurate assessment.

This response clearly states that the ordering of categories should be, from most influential to least
influential, {TA, ATA, NAP, ASY}.

8.2 Full Results

Full results for all baselines on raw, ordered, and one-hot datasets along with BiasedLLR and Monoton-
icLR are shown in Table[I]and 2] Datasets Blood, Diabetes and Jungle have no categorical variables
so only raw results are shown. TabLLM results are taken from [4]. We run over significantly more
random seeds so have smaller confidence intervals than their results.



Table 1: AUC results for Bank, Blood, CalHousing, and Credit-G datasets, averaged over 20 random
seeds. Standard deviations are shown in subscripts.

Bank Number of Shots

Method 4 8 16 32 64 128 256 512
XGBoost - Raw 0.50.00 0.57 .02 0.70.01 0.76.01 0.80.01 0.84 .00 0.87.00 0.89.00
XGBoost - Ordered 0.50400 0‘57.02 0.70.01 0.77.01 0.82,01 0.86,00 0‘88,00 0.90,00
XGBoost - Onehot 0.50(00 0‘56_02 0‘71.01 0.77,01 0.81‘01 0.85,00 0.87(00 0‘90A00
LightGBM - Raw 0.50 00 0.50 00 0.50 .00 0.50 .00 0.78.01 0.84 .00 0.87 .00 0.89.00
LightGBM - Ordered 0.50.00 0.50.00 0.50.00 0.50.00 0.79.01 0.84 .00 0.88 00 0.90 00
LightGBM - Onehot 0.50.00 0.50.00 0.50.00 0.50.00 0.79.01 0.83.00 0.87 .00 0.89.00
LR - Raw 0.64 02 0.68.02 0.73.01 0.77 01 0.81.01 0.84 .00 0.86.00 0.87 .00
LR - Ordered 0.6602 0‘70_02 0‘75_01 0‘80‘[]1 0.83‘01 0.86,00 0.8700 0.88_00
LR - Onehot 0.67 02 0.72 02 0.77 01 0.80.01 0.83.01 0.86 00 0.88 oo 0.89 00
TabPFN - Raw 0.61 02 0.62,03 0.75.01 0.81.01 0.83.00 0.85.00 0.87 .00 0.88.00
TabPFN - Ordered 0.63.02 0.62 02 0.76.01 0.82 01 0.85 00 0.87 00 0.88 00 0.90 g0
TabPFN - Onehot 0.64,02 0.60.02 0.72.01 0.78.01 0.82,00 0.85,00 0.88,00 0.90,00
TabLLM 0.59. 10 0.64 .05 0.65 .05 0.64 06 0.69.03 0.82 05 0.87.01 0.88.01
BiasedLR 0.78 0o 0.79 oo 0.80 oo 0.81 .90 0.83 00 0.84 .00 0.85 00 0.87 .00
MonotonicLR 0.76.01 0.77 .01 0.79.01 0.81.01 0.84 .01 0.86.00 0.88 00 0.90 o0
Blood Number of Shots

Method 4 8 16 32 64 128 256 512
XGBoost - Raw 0.50 00 0.58 02 0.64 o2 0.66 01 0.68 01 0.69 01 0.72.01 -
XGBoost - Ordered 0.50.00 0.58.02 0.64 .02 0.66.01 0.68.01 0.69.01 0.72.01 -
XGBoost - Onehot 0.50.00 0.58.02 0.64 .02 0.66.01 0.68.01 0.69.01 0.72.01 -
LightGBM - Raw 0.50.00 0.50.00 0.50.00 0.50.00 0.70.01 0.72.00 0.73.01 -
LighlGBM - Ordered 0.50(00 0.50_00 0.50_(](] 0.50_(}0 0.70‘01 0.72(00 0.73(01 -
LightGBM - Onehot 0.50 00 0.50 00 0.50 00 0.50 .00 0.70.01 0.72.00 0.73.01 -

LR - Raw 0.59.03 0.66.02 0.68.02 0.72 01 0.73.00 0.74 00 0.75.01 -

LR - Ordered 0.59403 0466,02 0.68.02 0.72.01 0.73.00 0.74.00 0.75401 -

LR - Onehot 0.5903 0.66.02 0‘68.02 0.72.01 0.73‘00 0.74‘00 0~75A01 -
TabPFN - Raw 0.63_02 0.64_02 0.64_02 0.72_01 0.74_01 0.74,00 0.77,01 -
TabPFN - Ordered 0.63_02 0.64_02 0.64_02 0.72_01 0.74_01 0.74_00 0.77_01 =
TabPFN - Onehot 0.63.02 0.64 .02 0.64 .02 0.72 01 0.74 01 0.74 00 0.77 01 -
TabLLM 0.58.09 0.66.03 0.66.07 0.68.04 0.68 .04 0.68.06 0.70.08 -
BiasedLR 0‘67,01 0‘681)1 0.70_01 0.71,01 0.72‘00 0.73,00 0.73(01 -
MonotonicLR 0.64 o2 0.68 o1 0.68. 01 0.72 01 0.73.01 0.73.00 0.74 .01 -
CalHousing Number of Shots

Method 4 8 16 32 64 128 256 512
XGBoost - Raw 0.50(00 0.57_02 0‘72.02 0.79,01 0.84‘00 0.87,00 0~90A00 0.92_00
XGBoost - Ordered 0.50.00 0.58 02 0.74 02 0.81.01 0.86.00 0.88.00 0.90.00 0.92 o0
XGBoost - Onehot 0.50.00 0.58 02 0.74 02 0.81.01 0.85.00 0.88.00 0.90.00 0.92 o0
LightGBM - Raw 0.50.00 0.50.00 0.50.00 0.50.00 0.81.01 0.87 .00 0.90.00 0.92 00
LighlGBM—Ordered 0.50400 0‘50.00 0.50.00 0.50.00 0.83,01 0.88,00 0.90,00 0.92,00
LighlGBM—Onehol U.SU(OO 0‘50_00 0‘50100 0.50,00 0.83‘01 0.88,00 U.9OA00 0‘92_00
LR - Raw 0.64 o2 0.68 02 0.78.02 0.82 01 0.88 .00 0.90 o0 0.91 o0 0.91 00
LR - Ordered 0.68.02 0.71 02 0.79.01 0.83.01 0.88.00 0.90.00 0.91 00 0.91 00
LR - Onehot 0.68.02 0.72 02 0.81 01 0.86 01 0.89 00 0.90.00 0.91 00 0.92 00
TabPEN - Raw 0.66,02 0.67.01 0.77.02 0.83.01 0.88,01 0.90,00 0‘92,00 0.93,00
TabPFN - Ordered 0.6902 0‘72_01 0‘79_02 0‘84‘[]1 0.89‘00 0.91‘00 0‘92‘00 0‘931)0
TabPFEN - Onehot 0.68_03 0.71_02 0.79_02 0.84_01 0.88,00 0.90_00 0.92_00 0.93_00
TabLLM 0.63.05 0.60.07 0.70.08 0.77 08 0.77 04 0.81 .02 0.83.01 0.86.02
BiasedLR 0.76 .01 0.78 01 0.80.01 0.82.01 0.85.00 0.86.00 0.87 .00 0.88.00
MonotonicLR 0.76,01 0.78,01 0.81.01 0.84.01 0.87,00 0.89,00 0.91,00 0.91.00
Credit-G Number of Shots

Method 4 8 16 32 64 128 256 512
XGBoost - Raw 0.50.00 0.55 02 0.59.01 0.64 .01 0.68.01 0.71.01 0.74 .00 0.76.01
XGBoost - Ordered 0.50,00 0.55.02 0.60.01 0.65.01 0.68,01 0.72,01 0.74,00 0.77.01
XGBoost - Onehot 0.5[)‘00 0.55_02 0‘58_01 0‘64101 0.68‘01 0.71,00 0.7500 0.77_01
LightGBM - Raw 0.50 00 0.50 00 0.50 .00 0.50 .00 0.68 01 0.73.00 0.74 .00 0.77 01
LightGBM - Ordered 0.50.00 0.50.00 0.50.00 0.50.00 0.69.01 0.73.00 0.75.00 0.77 .01
LightGBM - Onehot 0.50.00 0.50.00 0.50.00 0.50.00 0.66.01 0.71 .00 0.74 .00 0.77 .01
LR - Raw 0.56.01 0.58.01 0.60.01 0.63.01 0.66.01 0.70.00 0.72 .00 0.74 .01
LR - Ordered 0.57(02 0.61_02 0.62_(]1 0.68_(]1 0.69‘01 0.74‘00 0.75(00 0.76_01
LR - Onehot 0.56_01 0.59_01 0.61_01 0.66_01 0.69,01 0.74_00 0.77_00 0.79_01
TabPFN - Raw 0.55.01 0.56.02 0.60.01 0.64 .01 0.67 .01 0.71 .00 0.73.00 0.75.01
TabPFEN - Ordered 0.60401 0457,02 0.62.01 0.67.01 0.70.01 0.73,01 0.76400 0.76,01
TabPFN - Onehot 0.5901 0.58_02 0‘63.01 0.68,01 0.71‘[)1 0.74‘00 0.77,00 0‘79,01
TabLLM 0.69 04 0.66 o4 0.66 05 0.72 06 0.70.07 0.71 o7 0.72 03 0.72 02
BiasedLR 0.71 oo 0.71 oo 0.71 00 0.72 00 0.72 o0 0.73 00 0.74 00 0.75.01
MonotonicLR 0.70.01 0.69.01 0.68.01 0.70.01 0.70.01 0.73.00 0.75 .00 0.76.01




Table 2: AUC results for Diabetes, Heart, Income, and Jungle datasets, averaged over 20 random
seeds. Standard deviations are shown in subscripts.

Diabetes Number of Shots

Method 4 8 16 32 64 128 256 512
XGBoost - Raw 0.50 00 0.60 o2 0.71.01 0.74 01 0.77 01 0.79 .00 0.81 00 0.83.01
LightGBM - Raw 0.50.00 0.50.00 0.50.00 0.50.00 0.78.00 0.80.00 0.83.00 0.83.01
LR - Raw 0.65 .03 0.68.02 0.73.01 0.77 .01 0.80.00 0.81 .00 0.83.00 0.83.01
TabPEN - Raw 0.68,01 0.68.03 0.68.02 0.76.01 0.80,00 0.81,01 0.84,00 0.86,01
TabLLM 0.6109 0.630s 0.6907 0.6801s 0.7303 0.79.01s 0.78092  0.78.04
BiasedLR 0.80_00 0.79_00 0.80_00 0.80_00 0.81_00 0.82_00 0.82_00 0.84_01
MonotonicLR 0.77 .01 0.76.01 0.77 .01 0.79.00 0.81 00 0.82 oo 0.83.00 0.84 .01
Heart Number of Shots

Method 4 8 16 32 64 128 256 512
XGBoost - Raw 0.50.00 0.65 .03 0.81 02 0.85.01 0.88.00 0.90.00 0.92 o0 0.93 o0
XGBoost - Ordered 0.50.00 0.65.03 0.81.01 0.85.01 0.88.00 0.90.00 0.92 00 0.93 00
XGBoost - Onehot 0.50.00 0.65 .03 0.81.01 0.85.01 0.88.00 0.90.00 0.92 00 0.92 00
LightGBM - Raw 0.50.00 0.50.00 0.50.00 0.50.00 0.88.00 0.91 .00 0.92 00 0.93 00
LighlGBM - Ordered 0.50(00 0.50_00 0.50_(](] 0.50_(}0 0.88‘00 0.91(00 0.92(00 0.93(00
LightGBM - Onehot 0.50.00 0.50.00 0.50.00 0.50.00 0.89 .00 0.91 o0 0.92 o0 0.93 o0
LR - Raw 0.79.03 0.83.02 0.85 .02 0.86.01 0.90.00 0.91 00 0.91 00 0.91 00
LR - Ordered 0.79403 0483,02 0.85.01 0.86.01 0.90.00 0.91,00 0.91400 0491,00
LR - Onehot 0.7903 0.83.02 0‘86.01 0.87,01 0.91.00 0.91,00 0~92A00 0.92_00
TabPFN - Raw 0.81_02 0.86_01 0.89_00 0.89_00 0.91_00 0.92,00 0.92_00 0.93_00
TabPEN - Ordered 0.83.01 0.86.01 0.89 00 0.89 o0 0.91 o0 0.92 oo 0.92 00 0.93 00
TabPFN - Onehot 0.85 01 0.88 01 0.89 o0 0.89 o0 0.91 o0 0.92 oo 0.93 00 0.93 00
TabLLM 0.76.14 0.83.05 0.87 .04 0.87 .06 0.91 01 0.90.01 0.92.01 0.92 01
BiasedLR 0.83(00 0‘84_01 0‘85.00 0.86,00 0.88‘00 0.89,00 0.90(00 0.91_00
MonotonicLR 0.84_01 0.86_01 0.87_01 0.88_00 0.90,00 0.92,00 0.93_00 0.93_00
Income Number of Shots

Method 4 8 16 32 64 128 256 512
XGBoost - Raw 0.50(00 0.59_02 0‘71.01 0.77,01 0.81‘01 0.85,00 0A88A00 0‘90,00
XGBoost - Ordered 0.50_00 0.61_02 0.76_01 0.81_01 0.82,01 0.86_00 0.89,00 0.90_00
XGBoost - Onehot 0.50.00 0.59.02 0.74 .01 0.79.01 0.82.01 0.86.00 0.88.00 0.90 00
LightGBM - Raw 0.50.00 0.50.00 0.50.00 0.50.00 0.80.01 0.84 00 0.87 .00 0.89.00
LighlGBM—Ordered 0.50400 0‘50.00 0.50.00 0.50.00 0.83,01 0.86,00 0.88,00 0.90,00
LighlGBM—Onehol 0.50 00 0.50 .00 0.50 .00 0.50.00 0.83 01 0.85 .00 0.87 .00 0.90 g0
LR - Raw 0.66 o2 0.69 o2 0.74 .01 0.76.01 0.81 00 0.82 g0 0.83 .00 0.85 00
LR - Ordered 0.75.03 0.77 02 0.81.01 0.84 .01 0.87 00 0.88 00 0.89 o0 0.89.00
LR - Onehot 0.72 .03 0.76.02 0.79.01 0.82.01 0.84 .00 0.87.00 0.88.00 0.89.00
TabPEN - Raw 0.64,02 0‘75.01 0.75.01 0.77.01 0.80,01 0.84,00 0.87,00 0.88.00
TabPFN - Ordered 0.6902 0‘81_01 0‘80_01 0‘85100 0.84‘01 0.87,00 0‘89‘00 0‘901)0
TabPFN - Onehot 0.67 02 0.81.01 0.79.01 0.82 01 0.83 01 0.85 .00 0.88 .00 0.88.00
TabLLM 0.84 .01 0.84 02 0.84 04 0.84 .01 0.84 02 0.86.01 0.87 .00 0.89.01
BiasedLR 0.86 .00 0.86 .00 0.86 .00 0.86 .00 0.87 00 0.88 00 0.88.00 0.88.00
MonotonicLR 0.85(01 0.84.01 0.85.01 0.85.01 0.86,00 0.88‘00 0.89,00 0.90,00
Jungle Number of Shots

Method 4 8 16 32 64 128 256 512
XGBoost - Raw 0.50.00 0.58.02 0.69.01 0.75.01 0.80.01 0.83.01 0.88 00 0.91 o0
LightGBM—RaW 0.50,00 0.50.00 0.50.00 0.50.00 0.78,01 0.84,00 0.88,00 0.90.00
LR - Raw 0.63 .02 0.65 02 0.71.01 0.74.01 0.78.00 0.79.00 0.80.00 0.81 .00
TabPFN - Raw 0.63 02 0.64 o2 0.71.01 0.75.01 0.80 .00 0.83 00 0.86 .00 0.90.00
TabLLM 0.64.01 0.64 .02 0.65.03 0.71 02 0.78 .02 0.81.02 0.84 .01 0.89.01
BiasedLR 0.75 00 0.75 00 0.76.00 0.77 .00 0.78 .00 0.79.00 0.80.00 0.80.00
MonotonicLR 0.72(01 0.73.01 0.76_01 0.78.01 0.81.00 0.82,00 0.84,00 0.84_00

10



	Introduction and related work
	Integrating LLM priors
	Generating LLM priors
	Methodology and Results
	Analysis of MonotonicLR
	Conclusion
	Acknowledgements
	Appendix
	ChatGPT prompt and response
	Full Results


