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Abstract

In this study, we investigate the reliability of
Large Language Models (LLMs) in profess-
ing human-like personality traits through re-
sponses to personality questionnaires. Our goal
is to evaluate the consistency between LLMs’
professed personality inclinations and their ac-
tual "behavior", examining the extent to which
these models can emulate human-like person-
ality patterns. Through a comprehensive anal-
ysis of LLM outputs against established hu-
man benchmarks, we seek to understand the
cognition-action divergence in LLMs and pro-
pose hypotheses for the observed results based
on psychological theories and metrics.

1 Introduction

Personality, a foundational social, behavioral phe-
nomenon in psychology, encompasses the unique
patterns of thoughts, emotions, and behaviors of an
entity (Allport, 1937; Roberts and Yoon, 2022). In
humans, personality is shaped by biological and so-
cial factors, fundamentally influencing daily inter-
actions and preferences (Roberts et al., 2007). Stud-
ies have indicated how personality information is
richly encoded within human language (Goldberg,
1981; Saucier and Goldberg, 2001). LLMs, con-
taining extensive socio-political, economic, and be-
havioral data, can generate language that expresses
personality content. Measuring and verifying the
ability of LLMs to synthesize personality brings
hope for the safety, responsibility, and coordina-
tion of LLM efforts (Gabriel, 2020) and sheds light
on enhancing LLM performance in specific tasks
through targeted adjustments.

Thus, evaluating the anthropomorphic personal-
ity performance of LLMs has become a shared
interest across fields such as Al studies, social
sciences, cognitive psychology, and psychomet-
rics. A common method for assessment involves
having LLMs answer personality questionnaires
(Huang et al., 2024). However, the reliability of

What LLM claims
’ 4
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What LLM does

When I receive information, I

I enjoy thinking about things. usually don’t look deeply into it.

Figure 1: Cognition-Action Divergence of LLMs

LLMs’ responses, whether the responses truly re-
flect LLMSs’ genuine personality inclinations, and
whether LLMs’ behavior in real-world scenarios
aligns with their stated human-like personality ten-
dencies remain unknown, as depicted in Figure 1.

To illustrate such inconsistency in LLMs, we
introduce two concepts: cognition and action. In
this text, cognition specifically refers to an indi-
vidual’s understanding and awareness of their own
internal states, including personality, emotions, val-
ues, motivations, and behavioral patterns. The term
personality cognition mentioned later is equivalent
to cognition. Action refers to the behavioral state
of an individual in actual situations. For humans,
action is the way cognition is transformed into ex-
ternal expression. Cognition and action are meant
to be two interacting aspects.

Our study is dedicated to exploring the reliability
of LLMs in reflecting their genuine human-like per-
sonality traits through their responses to personality
questionnaires. Moreover, given the potential for
significant negative consequences stemming from
a mismatch between an LLM’s professed cognition
and its actions, for instance, a LLM can profess to
be human-friendly yet doesn’t demonstrate friendly
behaviors in real-life scenarios—this is no doubt a
scenario we earnestly wish to avoid, we also evalu-
ate the consistency between the personality traits



LLMs claim to possess and their actual behavior.
In general, our research makes three significant
contributions:

* We develop a methodology, including 2 met-
rics, for analyzing LLMs’ personality repre-
sentation reliability;

* We gauge the cognition-action congruence of
LLMs, and thus indicate that LLMs signifi-
cantly underperform humans in achieving con-
sistency between cognition and action;

* We empirically test various LLMs against
our established metrics, formulate conjectures,
and perform preliminary validation, thereby
shedding light on the potential and limitations
of LLMs in mimicking complex human psy-
chological traits.

In Section 2, we explore the selection of ap-
propriate personality scales for assessing LLMs,
and introduce a methodology to assess the relia-
bility of LLMs’ responses. Section 3 presents the
core of our empirical analysis — examining LLMs’
cognition-action congruence. In Section 4, we pro-
pose and explore a hypothesis regarding the LLMs’
observed cognition-action discrepancy. Section 5
situates our study within the broader context of
existing research on LLMs and personality assess-
ment. Finally, in Section 6, we conclude our work.

2 Reliability of LLMs’ Responses on
Personality Scale

2.1 Choice of Personality Scale

In the nuanced exploration of anthropomorphic per-
sonality traits within LLMs, selecting the most
appropriate personality tests is paramount. The
landscape of personality assessments is diverse, en-
compassing tools like the Minnesota Multiphasic
Personality Inventory (MMPI) (Helmes and Red-
don, 1993), the Eysenck Personality Questionnaire
(EPQ) (Eysenck, 1988), and others. However, for
our research into LLMs, the Big Five Personality
Traits (Goldberg, 1981; Costa and McCrae, 2008)
and the Myers-Briggs Type Indicator (MBTI) (My-
ers, 1962) stand out for their distinct advantages
over others, making them the chosen instruments
for this study.

The Big Five Personality Traits (Goldberg, 1981)
offer a comprehensive framework that segments
personality into five broad dimensions: Openness,
Conscientiousness, Extraversion, Agreeableness,

and Neuroticism. This model’s universality and
its emphasis on a broad spectrum of human behav-
ior make it exceptionally suited for evaluating the
depth and complexity of LLMs’ simulated person-
alities. Its widespread acceptance in both academic
and applied psychology underscores its robustness
and applicability across cultures, enhancing its rel-
evance for a study aiming to assess globally de-
ployed LLMs (John et al., 1988).

In contrast, the MBTI provides a different lens
through which to view personality, categorizing in-
dividuals into sixteen distinct types based on pref-
erences in how they perceive the world and make
decisions (Myers, 1962). This classification into
types, rooted in Jungian theory, offers a unique per-
spective on personality that is particularly useful
for understanding the decision-making processes
and interaction styles LLMs might emulate. The
MBTT’s focus on cognitive styles and interpersonal
dynamics complements the Big Five’s behavioral
emphasis, together providing a holistic view of per-
sonality that is critical for our research.

The distinct advantages of these two models
lie in their comprehensive coverage of personality
aspects, theoretical depth, and practical applica-
bility. The Big Five’s focus on broad behavioral
dimensions allows for an in-depth exploration of
the range of possible personalities that can be sim-
ulated by LLMs. Meanwhile, the MBTI’s type-
based approach offers insights into the cognitive
and interactional styles that LLMs might adopt,
providing a nuanced understanding of their anthro-
pomorphic capabilities.

To ensure a rigorous and valid assessment of
LLMs’ personality traits, we have selected specific
instruments from these models: the TDA-100 ' for
its checklist format that aligns with the Big Five
dimensions, the BFI-44 2 as a self-report measure
providing detailed insights into the Big Five traits,
and the 16 Personalities questionnaire 3, which
offers an accessible and engaging way to explore
MBTI types. These tools are chosen based on their
proven reliability and validity both in Chinese and
English version 4 (Li et al., 2015; Makwana and

1https://ipip.ori.org/newNEODomainsKey.htm

Zhttps://www.ocf.berkeley.edu/~johnlab/
bfiscale.php

3https://www.16personalities.com/

*validity analysis of selected questionnaires: https:
//ipip.ori.org/newNEO_DomainsTable.htm, https:
//www.ocf.berkeley.edu/~johnlab/bfiscale.php
https://www.16personalities.com/articles/
reliability-and-validity
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Orientation Forward Reverse

NEUROTICISM 9 5
EXTRAVERSION 10 10
OPENNESS 9 5
AGREEABLENESS 10 9
CONSCIENTIOUSNESS 6 7
TOTAL COUNT 44 36

Table 1: Distribution of Forward and Reverse Scored
Items

Dave, 2020), ensuring that our investigation into
the anthropomorphic traits of LLMs is grounded in
robust psychological methodology.

2.2 Reliability of LLMs’ Responses

In evaluating the anthropomorphic personality
traits demonstrated by LLMs through human per-
sonality assessments, the reliability and validity
of LLMs’ responses to such questionnaires merit
further scientific scrutiny. The study by Miotto
et al. (2022) highlighted the necessity for a more
formal psychometric evaluation and construct va-
lidity assessment when interpreting questionnaire-
based measurements of LLMs’ potential psycho-
logical characteristics. To address these concerns,
we employed two distinct methods to examine the
reliability of LLMs’ responses systematically: Log-
ical Consistency and Split-Half Reliability. These
methods provide a structured approach to evalu-
ating the consistency and reliability of responses,
which is crucial for ensuring the robustness of our
findings. Out of the 180 statements of the three
questionnaires selected, we chose 80 statements
for reliability testing. These 80 statements are all
in which the designer explicitly states the specific
tendency and direction (forward scoring or reverse
scoring) of the measure being taken.

The first method, Logical Consistency, is em-
ployed to ensure that the LLMs’ responses across
the questionnaire are coherent and consistent. By
integrating reverse-scored items, we are able to
check whether the LLMs carefully read and seri-
ously respond to the questions. For instance, in
measuring traits like Extraversion, we included
positive and negative phrasings items, as shown
below. And the distribution of forward and reverse
scored items within each assessment orientation is
shown in Table 1.

Positive: Finish what I start.

Negative: Leave things unfinished.

After collecting the data, we adjusted the an-

swers to the reverse-scored items to align them
with the overall scoring direction of the question-
naire. In this way, if LLMs’ responses to positive
and adjusted negative items are statistically con-
sistent, i.e., show a similar pattern or trend, as
evidenced by a 7-point Likert scale in which all
answers are greater than or equal to 4, or less than
or equal to 4, it indicate that the LLMs have re-
sponded conscientiously and logically. We intro-
duce the Consistency metric to measure the logical
consistency of LLM responses with the following
formula:

% - Pmin

: t

Consistency = —+————,
Pmax - Pmin

where NV, is the number of questions with the same
response direction within each measurement ten-
dency in the adjusted response, IV, is the number
of all statements, Pyn.x and Py, are the maximum
and the minimum of the proportion of consistent
responses in all the statements. The value of Py ax
is 1, representing that all the responses are inter-
nally consistent within each assessment orientation.

Ny

The value of Py, is supposed to be Z]K,i? where
N is the count of all of the scored statements and
V; is the count of scored statements in each assess-
ment orientation. Hence, Py, equals to 0.5125.
The range of Consistency is from O to 1. The
closer the value of Consistency is to 1, the more
internally consistent the LLM’s responses are. Con-
sequently, we can evaluate the LLM’s responses
based on the prior knowledge of human personality
assessment questionnaires

The second method is Split-Half Reliability. We
measure the reliability of LLM’s responses by com-
paring two equal-length sections of the question-
naire. This approach is based on the assumption
that if a test is reliable, then any two equal-length
sections of it should produce similar results. We
first divide the questionnaire into two equal-length
sections while ensuring that each section is roughly
the same to ensure the accuracy of the reliability as-
sessment. Then, we compute the Spearman’s rank
coefficient between the scores of the two sections to
measure their consistency. The specific formula is
shown in Section 3.3. Larger values indicate higher
internal consistency of the responses. Finally, we
calculated the reliability of the overall responses
by using the Spearman-Brown formula as follows:

2corr

Ccorr



LLM Consistency Reliability
ChatGLM3 0.8205 0.6861
GPT-3.5-turbo 0.9744 0.8848
GPT4 1 0.9014
Mistral-7b 0.4614 0.6632
Vicuna-13b 0.7949 0.7219
Vicuna-33b 0.6410 0.6092
Zephyr-7b 0.2821 0.6434
Table 2: Results of Verification on LLMs’ Re-

sponses of Personality Cognition Questionnaire based
on Consistency and Reliability Metrics

where corr is the Spearman’s rank coefficient be-
tween the scores of the two sections. The range
of Reliability is from negative infinity to 1. The
closer the value of Reliability is to 1, the more
the LLM’s responses align with human logic. Con-
sequently, we can evaluate the LLM’s responses
based on the prior knowledge of human personality
assessment questionnaires.

Among all LLMs, we selected baize-v2-7b,
ChatGLM3, GPT-3.5-turbo, GPT-4, internLM-
chat-7b, Mistral-7b, MPT-7b-chat, Qwen-14b-chat,
TULU-2-DPO-7b, Vicuna-13b, Vicuna-33b and
Zephyr-7b, 12 LLMs in total, who could answer
the personality cognitive questionnaire in the form
of a Q&A. Then, we rewrote a prompt for LLM to
answer based on the response requirements of the
MBTI-M questionnaire (GU and Hu, 2012):

Read the following statements carefully and rate
each one from 1 to 7, with 7 meaning that it applies
to you completely, 1 meaning that it doesn’t apply
to you at all, and 4 meaning that you are not sure
whether it applies to you or not.

Upon reviewing the responses from the LLMs,
it became apparent that some were unable to grasp
the intended meaning of the prompts. This mis-
interpretation led to either irrelevant answers or
numerical responses falling outside the designated
range of 1 to 7. Only seven LLMs—ChatGLM3,
GPT-4, GPT-3.5-turbo, Mistral-7b, Vicuna-13b,
Vicuna-33b, and Zephyr7b—produced valid re-
sponses. Consequently, we screened out the valid
responses from these LLLMs, calculated their aver-
ages to represent the actual responses of the LLMs,
and subsequently assessed their reliability. The
results of the reliability test are shown in Table 2.

We have also recruited 16 human participants,
comprising an equal number of males and females,
all native Chinese speakers with an English profi-
ciency level of C1 according to the Common Eu-

ropean Framework of Reference for Languages
(CEFR), representing that they are able to express
themselves effectively and flexibly in English in
social, academic and work situations. The aver-
age value of their Consistency and Reliability is
0.7356 and 0.6867. And the minimum value is
0.4872 and 0.5736. Therefore, we regard Chat-
GLM3, GPT-3.5-turbo, GPT4, vicunal3b and vi-
cuna33b as LLMs demonstrating high coherence
in logical consistency, as well as high consistency
in the split-half reliability test, which indicate that
they respond to the personality questionnaires like
how humans would. Hence, their responses are
deemed sufficiently reliable to be used for further
personality analysis. This rigorous methodologi-
cal approach provides a solid foundation for our
exploration into the potential of LLMs to simulate
human personality traits.

3 Cognition vs. Action

3.1 Corpus Design

In the following section, we will detail the method-
ology adopted to create a comprehensive corpus
aimed at evaluating the anthropomorphic person-
ality traits of LLMs. This corpus design is closely
aligned with the chosen personality scales, as out-
lined in Section 2.1, where we selected three dis-
tinct questionnaires: TDA100, BFI44, and the 16
Personalities tests. These encompass a total of 180
statements, each meticulously analyzed to ensure
the high reliability and validity of both their English
and Chinese versions, thus forming a bilingual set
of questionnaires.

To accurately assess the LLMs’ capabilities in
mirroring human-like personality traits, we devel-
oped scenarios for each statement that encapsulate
the essence of the trait described. These scenar-
ios are designed to present situations where LLMs
can demonstrate corresponding behaviors, thereby
allowing us to evaluate their cognition and action
alignment. We show an example in Table 3.

A pivotal aspect of our design process was the
elimination of potential biases related to gender
and identity, ensuring a neutral ground for LLMs
to exhibit uninfluenced responses. Gender was not
specified in any scenario; first- and second-person
pronouns were used exclusively to maintain neu-
trality. Furthermore, interacting characters were
referred to with non-gender-specific pronouns such
as "someone", thus removing any gender implica-
tions.



Category Example

personality Is relaxed, handles stress well.

cognition AR, AT DUARSF RO R 77

(EN-ZH)

practical When faced with a challenging task with a

scenario tight deadline:

(EN) A. You feel anxious or overwhelmed and
struggle to adapt.
B. You remain composed, handle the pres-
sure calmly, and devise alternative solu-
tions swiftly.

(ZH) T 2B A R AT PR AR S50
A IRIEEN BB FIFTHE XML& N
HrIH L -
B. IRIRFFEUE, WENXES, HR
Ll =WIES

Table 3: An example of personality cognition - practical
scenario pair

In terms of identity, the scenarios were crafted
to be devoid of any specific roles or relationships
that might prompt biased responses from LLMs.
For example, if the LLM is asked to assume that
he or she is a criminal, then his or her antisocial
tendencies will inevitably rise and his or her cor-
responding responses will change. We avoided
assigning specific professions or societal roles to
the respondents or defining specific relationships
unless explicitly required by the original statement
from the personality cognition questionnaires.

To validate and refine our corpus, we engaged a
panel of 10 reviewers. The reviewers are native Chi-
nese speakers with a level of English proficiency
of CEFR C1. They critically assessed the align-
ment between the personality cognition question-
naires and the action scenarios, providing valuable
feedback for enhancements. This iterative process
ensured that each action scenario corresponded ac-
curately and relevantly to its respective personality
statement.

The culmination of this meticulous process
is a bilingual English-Chinese Parallel Sentence
Pair Cognition-Action Test Set, comprising 180
matched pairs of personality cognition and action
scenarios (720 items in total). This corpus serves
as a fundamental tool in our study, allowing us to
rigorously evaluate the LLMs’ proficiency in under-
standing and acting upon various personality traits,
bridging the gap between cognitive understanding
and practical action in the realm of Al

3.2 Experiment

In this section, we explore the alignment between
responses given by LL.Ms to personality cognition
questionnaires and their actions within designed

scenarios. Following the structure of the chosen
personality scales, responses to statements were
initially mapped on a 7-point Likert scale, ranging
from 1 to 7. Regarding the prompt for questioning,
we selected the instructions of five questionnaires,
16 Personalities Test, MBTI-M?, TDA 100, BFI44-
Children adapted and Dario Nardi’s Cognitive Test
6, as the prompt for the LLM of questioning of the
Personality Cognition Questionnaire from a num-
ber of personality cognition questionnaires. For
each Prompt we asked each LLM 10 times and then
screened their valid responses to average and round
to the nearest whole number to get their responses
based on the Personality Perception Questionnaire.
The details of the Prompt are shown in Table 4.

Conversely, in the scenario-based questionnaires,
we adopted a common agent testing approach, pos-
ing questions and requiring LLMs to choose be-
tween options A and B. The specific Prompt was
derived from the MBTI-M questionnaire as fol-
lows:

Please indicate between option A and B the de-
scription that better applies to you.

Post-elimination of invalid responses, we cal-
culated the probability of LLMs choosing options
A and B, subsequently mapping the LLMs’ be-
havioral tendencies onto a 1 to 7 scale using the
formula below:

Tendency = [Prob(A) x 1+ Prob(B) x 7],

where Prob(A) and Prob(B) is the probability of
option A and option B.

This allowed us to compare the alignment be-
tween the questionnaire responses and scenario
actions, observing the similarities and differences
between human and LLLM responses.

3.3 Results

To quantify the similarity between responses, four
metrics were employed:

Cosine Similarity A measure used to calcu-
late the cosine of the angle between two vectors in
a multi-dimensional space, offering a value range
from -1 (exactly opposite) to 1 (exactly the same),
where higher values indicate greater similarity.

n
D i1 (T X y5)
Scos = n 2 n 2
\/Zi:l ()" x \/Zi:l (vi)
5https://wedgworthleadership.com/wp—content/
uploads/2016/08/Myers-Briggs-Personality-Test.

pdf
http://keys2cognition.com/
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Source

Prompt

16 Personalities
Test

You can only reply to me with numbers from I to 7. Score each statement on a scale of 1 to 7 with 1
being disagree, 4 being not sure and 7 being agree.

MBTI-M Test

Read the following statements carefully and rate each one from I to 7, with 7 meaning that it applies
to you completely, 1 meaning that it doesn’t apply to you at all, and 4 meaning that you are not sure
whether it applies to you or not.

TDA100 Test

Below are several descriptions that may or may not fit you. Please indicate how much you agree or
disagree with that statement by giving a specific number from 1 to 7. 1 means you totally disagree
with the statement, 4 means you are not sure, and 7 means you totally agree with the statement.

BFI144-children
adapted version

Here are several statements that may or may not describe what you are like. Write the number between
1 and 7 that shows how much you agree or disagree that it describes you. 1 means you disagree
strongly that the statement applies to you, 4 means you are not sure, and 7 means you agree strongly
with the statement.

Dario Nardi’s | Please read carefully each of the phrases below. For each phrase: Rate how often you do skillfully
Cognitive Test what the phrase describes between 1 and 7. 1 means the phrase is not me, 4 means that you are not
sure, and 7 means that the phrase is exactly me.
Table 4: Various Prompts of Personality Cognition Questionnaire
LLMs & Human Cosine Spearman Rank Value Mean  Proportion of
Respondents Similarity Correlation Coefficient Difference  Consistent Pairs
ChatGLM3 0.1827 0.3067 1.9000 47.22%
GPT-3.5-turbo 0.4928 0.5602 1.6167 58.89%
GPT-4 0.4465 0.4969 1.7944 48.33%
Vicuna-13b 0.2814 0.4605 1.8444 48.33%
Vicuna-33b 0.4823 0.5676 1.5167 58.33%
LLMs(AVG) 0.3770 0.4784 1.7344 52.22%
Respondent(AVG) 0.7556 0.7756 0.6858 84.69 %
Respondent(MIN) 0.6092 0.6558 1.0833 73.78%
Respondent(MAX) 0.9475 0.9606 0.0667 99.44%

Table 5: LLMs’ Cognition - Action Congruence Performance with Reference of Human Respondents’ Performance

where z; are LLMs’ responses of personality cog-
nition questionnaire, y; are LLMs’ corresponding
responses of scenario and action questionnaire, and
x; and y; correspond to each other one-to-one.

Spearman’s Rank Correlation Coefficient
A non-parametric measure of rank correlation, as-
sessing how well the relationship between two vari-
ables can be described using a monotonic function.
Its value ranges from -1 to 1, where 1 means a
perfect association of ranks. Specifically, we rank
the responses on two questionnaires of the LLMs
based on their numerical values separately. Then,
we calculate the difference in rankings for each
personality cognition — scenario & action pair. Af-
terwards, we use the following formula to calculate
the coefficient ;.

63 d?

:1—7
s n(n? —1)’

where d; is the difference in rankings of each pair
and n is the total count of pairs.

Value Mean Difference (VMD) Value Mean

Difference is the average difference in responses
across all paired items in the questionnaires, as
shown in the formula below.
d:
VMD = 2 -,

n

where d; is the difference of responses in each pair.

Proportion of Consistent Pairs Recognizing
that minor discrepancies are natural when compar-
ing psychological tendencies with actual actions,
this metric quantifies the proportion of item pairs
with a response difference of 1 or less, focusing
on the consistency of tendencies rather than exact

matches. N
P.===
(& Nt i
where N, is the number of consistent pairs, /V; is
the total number of pairs.

For this study, we recruited 16 participants, com-
prising 8 males and 8 females, all native Chinese
speakers with an English proficiency level of CEFR
C1. As shown in Table 5, the analysis of their



response data yielded an average Cosine Similar-
ity and Spearman’s Rank Correlation Coefficient
above 0.75, with a Value Mean Difference around
0.68, and a Proportion of Consistent Pairs exceed-
ing 84%. These results indicate a high degree of
similarity and strong correlation between responses
to the two types of questionnaires, suggesting a ba-
sic consistency in human cognition and an ability
to align cognition with action in real-life scenarios.

The same questionnaires were administered to
the five LLMs selected in Section 2.2, and their
responses were analyzed using the aforementioned
metrics. Compared to human participants, the simi-
larity in LLMs’ responses is notably lower. Specif-
ically, the average Cosine Similarity and Spear-
man’s Rank Correlation Coefficient for LLMs are
substantially below those of human respondents,
with a difference exceeding 0.35. The Value Mean
Difference for LLMs averages around 1.73, indicat-
ing a substantial divergence in cognition between
the two types of questionnaires for LLMs. More-
over, the Proportion of Consistent Pairs falls be-
low 60%, raising questions about LLMs’ ability to
achieve cognition-action unity in practice.

Within the scope of these 180 cognition-action
pairings, we meticulously selected 80 pairs with
explicit personality evaluation orientations, follow-
ing the instructions provided by the personality
questionnaire creators. This selection process was
aimed at further scrutinizing the congruence be-
tween cognition and action exhibited by LLMs
across varied personality dispositions and the re-
sults are cataloged in Table 6. LLMs display a
notably superior alignment between cognition and
behavior in the domain of OPENNESS compared
to other personality traits. In stark contrast, the con-
gruence in the domain of EXTROVERSION sig-
nificantly lagged behind, illustrating a pronounced
discrepancy in performance relative to other per-
sonality facets.

Orientation Proportion
NEUROTICISM 40.00%
EXTROVERSION 17.14%
OPENNESS 60.00%
AGREEABLENESS 37.14%
CONSCIENTIOUSNESS 58.57%

Table 6: LLMs’ Average Proportion of Consistent Per-
sonality Cognition - Action in Practical Scenario Pairs
in Each Orientation

4 Hypothesis on LLMs’ Divergence of
Cognition and Action

In this section, we delve into the observed dispar-
ity in the similarity of responses between LLMs
and humans to personality cognition questionnaires.
A hypothesis emerges: when responding to per-
sonality questionnaires, LL.LMs may opt to an-
swer based on what they perceive to be socially
advocated behavior codes rather than candidly
revealing their true personality tendencies. To
explore this hypothesis, we designed an experiment
incorporating a novel questionnaire focused on so-
cially advocated behavior codes.

The experiment retained the original 180 per-
sonality cognition statements and introduced 3
prompts related to the codes of conduct, fundamen-
tal principles, and values promoted by the public.
The specific content of prompts is shown below.

You can only reply to me with numbers from 1
to 7. Score each statement on a scale of 1 to 7.
1 means you think the statement is completely in-
consistent with the code of conduct / fundamental
principles/values promoted by the public, 4 means
you are not sure, and 7 means you think the state-
ment is completely consistent with the code of con-
duct/ fundamental principles/ values promoted by
the public.

These prompts were administered to the five
LLMs selected in Section 2.2. Each prompt was
posed 10 times to each LLM, with the effective
responses averaged and rounded to determine the
LLMs’ adherence to the socially advocated behav-
ior codes. These responses were then contrasted
with the LLMs’ earlier responses to the personality
cognition questionnaires. The metrics of Cosine
Similarity and Spearman’s Rank Correlation Co-
efficient, introduced in Section 3.3, served as the
benchmarks for evaluating similarity of responses
questioned by personality cognition prompts and
socially advocated behavior codes prompts.

Based on the above 5 prompts about personality
and 3 prompts about behavior advocated by the
public, we can calculate a total of 15 cosine simi-
larities and Spearman rank correlation coefficients.
We select the lowest similarity as the final similar-
ity. The results are shown in Table 7.

Additionally, we recruited 20 participants—10
males and 10 females—to respond to both the per-
sonality cognition questionnaires and the socially
advocated behavior codes questionnaire. Humans
can distinguish the differences between these two



LLMs & Human Cosine Spearman

Respondents Similarity Coefficient
ChatGLM3 0.7906 0.8084
GPT-3.5-turbo 0.8932 0.8595
GPT-4 0.8659 0.8707
Vicunal3b 0.7460 0.7438
Vicuna33b 0.7815 0.8212
LLMs(AVG) 0.8154 0.8207
Respondent(AVG) 0.3622 0.3988
Respondent(MIN) -0.0579 0.0073
Respondent(MAX) 0.5910 0.6255

Table 7: Comparison of LLMs’ Responses Questioned
by Personality Cognition Prompts and Socially Advo-
cated Behavior Codes Prompts with Reference of Hu-
man Respondents Corresponding Performance

types of questions, resulting in quite low similarity.

The comparative analysis revealed a significant
overlap in LLMs’ responses to both questionnaires,
with an average similarity markedly higher than
that of human participants. This preliminary find-
ing supports our hypothesis, suggesting that LLMs
might indeed be aligning their responses more
closely with perceived societal expectations than
with genuine personality inclinations. This reve-
lation prompts further investigation into the cog-
nitive processes of LL.Ms, particularly how they
interpret and respond to questions of personal and
societal nature, potentially offering insights into
the intricate mechanisms driving their behavior in
simulated personality assessments.

5 Related Work

Exploring anthropomorphic personalities within
LLMs presents a burgeoning field of study that
bridges artificial intelligence with cognitive psy-
chology and social sciences. The seminal works
of Jiang et al. (2023a) and Karra et al. (2023) have
been pivotal in administering personality tests to a
variety of LLMs. Also, the potential for LLMs to
embody human-like personalities raises pertinent
questions regarding their alignment with human
expectations and ethical standards. In this vein,
Miotto et al. (2022) delved into an analysis of GPT-
3’s personality traits, values, and demographics,
offering insights into the model’s predispositions
and how they might reflect or deviate from human
societal norms. Besides, researchers, such as Li
et al. (2023) and Coda-Forno et al. (2023), also

enquire LLMs’ harmlessness to humans aspects.

Building upon the understanding of LLMs’ per-
sonality inclinations, there have been concerted
efforts to endow models with specific personali-
ties to enhance their utility in supporting human
decision-makers, for instance the works of Jiang
et al. (2023b) and Cui et al. (2023). And the enthu-
siastic reception of LLMs in cognitive psychology
and social sciences, as highlighted by Dillion et al.
(2023) and Harding et al. (2023), speaks to the po-
tential of these models to simulate human responses
in a manner that could revolutionize experimental
methodologies. Detailed discussions and findings
on these topics can be found in Appendix A, provid-
ing a comprehensive overview of the contributions
and implications of LLM personality research.

In general, our study builds on prior LLM per-
sonality research by incorporating established per-
sonality frameworks, such as the Big Five and
MBTI. However, our work distinguishes itself
through several key innovations. Firstly, we ad-
dress a more fundamental question than typically
explored - we critically assess whether LLMs’ re-
sponses to personality questionnaires meet a foun-
dational standard for subsequent analysis. Sec-
ondly, our methodology encompasses a wider array
of LLMs, ensuring our findings have broad applica-
bility and depth. Lastly, we go beyond mere ques-
tionnaire responses to evaluate models’ cognition-
action congruence, offering a deeper understand-
ing of LLMs’ anthropomorphic capabilities and
highlighting directions for future research. This
approach ensures our study significantly extends
the field’s scope and depth of understanding.

6 Conclusion

Our findings provide a detailed analysis of the
anthropomorphic capabilities of LLLMs in mirror-
ing human personality traits. We demonstrate
that while LLMs exhibit some capacity to mimic
human-like tendencies, there are significant gaps
in the coherence between their stated and exhib-
ited behaviors. This disparity suggests a limita-
tion in LLMs’ ability to authentically replicate hu-
man personality dynamics, often reflecting a bias
towards socially desirable responses. This study
underscores the importance of further exploration
into enhancing LLMs’ ability to perform more gen-
uinely human-like interactions, suggesting avenues
for future research in improving the psychological
realism of LLM outputs.



Limitations

In this study, we delve into the alignment between
what Large Language Models (LLMs) know and
their actions, aiming to discern if there’s a consis-
tency in their behavior. Our findings reveal a no-
table disconnect, indicating that LLMs often base
their responses on perceived societal norms rather
than an authentic reflection of their own personal-
ity traits. This observation is merely one among
several hypotheses exploring the root causes of this
inconsistency, underscoring the need for further
investigation into the fundamental reasons behind
it. Moreover, the scope of our initial experiments
was limited to a selection of several LLMs. Future
endeavors will expand this investigation to encom-
pass a broader array of models. Additionally, our
study has yet to identify an effective strategy for en-
hancing the congruence between LLMs’ cognition
and action. As we move forward, our efforts will
focus on leveraging the insights gained from this
research to improve the performance and reliability
of LLMs, paving the way for models that more
accurately mirror human thought and behavior.

Ethics Statement

Our personality cognition survey leverages the
TDA100, BFI44, and the 16 Personalities Test,
which are extensively recognized and employed
within the personality cognition domain. These
tests, available in both Chinese and English, are
backed by thorough reliability and validity analy-
ses. We ensured the integrity of these instruments
by maintaining their original content without any
modifications. The design of every questionnaire
intentionally avoids any bias related to gender and
is free from racial content, fostering an inclusive
approach. Participants’ anonymity was strictly pre-
served during the survey process. Moreover, all
individuals were fully informed about the purpose
of the study and consented to their responses being
utilized for scientific research, thereby arising no
ethical issues.
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A Related Work

Exploring anthropomorphic personalities within
LLMs presents a burgeoning field of study that
bridges artificial intelligence with cognitive psy-
chology and social sciences. The concept of person-
ality understood as an experiential framework, of-
fers a unique lens through which the potential traits
of LLMs can be quantified and analyzed. These
traits, indicative of the models’ behavior across
various tasks, have implications for developing Al-
driven communication tools that aspire to be more
human-like, empathetic, and engaging. Here, we
synthesize the contributions of key studies that have
advanced our understanding of LLMs’ personality
traits and their implications for Al development
and application.
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The seminal works of Jiang et al. (2023a) and
Karra et al. (2023) have been pivotal in administer-
ing personality tests to a variety of LLMs, includ-
ing notable models such as BERT (Devlin et al.,
2019), XLNet (Yang et al., 2019), TransformersXL
(Vaswani et al., 2017), GPT-2 (Radford et al., 2019),
GPT-3 (Brown et al., 2020), and GPT-3.5. These
studies have laid the groundwork for assessing the
personality dimensions that LLMs can exhibit, pro-
viding a foundational understanding of their ca-
pabilities and limitations. Complementing this ap-
proach, Romero et al. (2023) expanded the scope of
personality assessment to a cross-linguistic context
by examining GPT-3’s personality across nine dif-
ferent languages, thus highlighting the cultural and
linguistic nuances in LLM personality expression.

The potential for LLMs to embody human-like
personalities raises pertinent questions regarding
their alignment with human expectations and eth-
ical standards. In this vein, Miotto et al. (2022)
delved into an analysis of GPT-3’s personality
traits, values, and demographics, offering insights
into the model’s predispositions and how they
might reflect or deviate from human societal norms.
Similarly, Rutinowski et al. (2023) assessed Chat-
GPT’s personality and political values, contributing
to a growing body of literature that seeks to under-
stand the LLMs’ socio-political implications.

The inquiry into LLMs’ harmlessness to humans
aspects, as undertaken by Li et al. (2023) and Coda-
Forno et al. (2023), introduces a novel dimension
to the discussion. By investigating the potential
for mental disorders and psychopathy tendencies
within models like GPT-3 (Brown et al., 2020), In-
structGPT (Ouyang et al., 2022), and FLAN-T5
(Chung et al., 2022), these studies underscore the
complexity of modeling human-like personalities
without engendering adverse or maladaptive be-
haviors. Furthermore, Almeida et al.’s (2023) and
Scherrer et al.’s (2023) works have been instrumen-
tal in evaluating the moral and ethical alignment of
LLMs, emphasizing the importance of developing
Al systems that uphold human values and avoid
harboring harmful or unlawful content.

Building upon the understanding of LLMs’ per-
sonality inclinations, there have been concerted
efforts to endow models with specific personali-
ties to enhance their utility in supporting human
decision-makers. Jiang et al. (2023b) and Cui et al.
(2023) have explored the feasibility of modifying
LLMs’ personalities, such as through the adjust-
ment of MBTI traits, to tailor their performance in
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diverse professional and personal contexts.

The enthusiastic reception of LLMs in cogni-
tive psychology and social sciences, as highlighted
by Dillion et al. (2023) and Harding et al. (2023),
speaks to the potential of these models to simulate
human responses in a manner that could revolution-
ize experimental methodologies. By potentially
producing responses closely aligned with human
distributions, LLLMs offer the promise of signifi-
cantly reducing the time and financial resources
traditionally required for large-scale social science
research. Nonetheless, the challenges that arise
from the gap between Al-generated responses and
genuine human cognition remain a contentious
topic (Harding et al., 2023), necessitating further
research to elucidate these differences and to en-
sure that LL.Ms can be responsibly integrated into
our digital and social fabric.

B Experiment Setup

The details of experimental setup are shown in
Table 8.

C Additional Notes On Human Reviewers
and Respondents

C.1 Recruitment of Human Reviewers

We recruited reviewers from undergraduate, post-
graduate and PhD students. Taking International
English Language Testing System(IELTS), CET 6
exam results, and their GPA in English courses into
account, we recruited 10 and 35 native Chinese
speakers as reviewers and respondents.

C.2 Instructions Given to Reviewers

We require the reviewers to accomplish the follow-
ing tasks:

* Determine whether the practical scenario de-
sign is consistent with its corresponding per-
sonality cognition statement. If not, explain
your thought.

* Offer suggestions to improve the practical sce-
nario design. It would be better if an example
could be provided.

C.3 Instructions Given to Respondents

Before answering the questionnaires, we did not
tell the respondents what kind of questionnaires
they would be answering or how the questions
were related to each other. In addition to this, we
asked the respondents whether they agreed to the



Model URL or version Licence

GPT-3.5-turbo gpt-3.5-turbo-0613 -

GPT-4 gpt-4-0314 -

baize-v2-7b https://huggingface.co/project-baize/baize-v2-7b cc-by-nc-4.0
internLM-chat-7b  https://huggingface.co/internlm/internlm-chat-7b Apache-2.0

Mistral-7b https://huggingface.co/mistralai/Mistral-7B-vo.1 Apache-2.0
MPT-7b-chat https://huggingface.co/mosaicml/mpt-7b-chat cc-by-nc-sa-4.0
TULU2-DPO-7b  https://huggingface.co/allenai/tulu-2-dpo-7b AI2 ImpACT Low-risk license
Vicuna-13b https://huggingface.co/1lmsys/vicuna-13b-v1.5 llama2

Vicuna-33b https://huggingface.co/1lmsys/vicuna-33b-v1.3 Non-commercial license
Zephyr-7b https://huggingface.co/HuggingFaceH4/zephyr-7b-alpha Mit

Qwen-14b-Chat https://huggingface.co/Qwen/Qwen-14B-Chat
ChatGLM3-6b https://huggingface.co/THUDM/chatglm3-6b

Tongyi Qianwen
The ChatGLM3-6B License

Table 8: LLMs’ Resources for Cognition-Action Congruence and Corresponding Hypothesis Experiments

anonymisation of their answers for scientific re-
search and subsequent publication. Only if the
respondents gave their consent were they given the
questionnaires to answer.

In all experiments that appeared in our re-
search, human respondents received the exact same
prompts that LLM received. The difference is that
in the case of experiments with multiple prompts
with similar meanings, LLM responded multiple
times by prompt type, while human subjects read
all the prompts and responded only once.
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https://huggingface.co/project-baize/baize-v2-7b
https://huggingface.co/internlm/internlm-chat-7b
https://huggingface.co/mistralai/Mistral-7B-v0.1
https://huggingface.co/mosaicml/mpt-7b-chat
https://huggingface.co/allenai/tulu-2-dpo-7b
https://huggingface.co/lmsys/vicuna-13b-v1.5
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