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Abstract

We introduce RoadSocial, a large-scale, diverse VideoQA
dataset tailored for generic road event understanding from
social media narratives. Unlike existing datasets limited
by regional bias, viewpoint bias and expert-driven annota-
tions, RoadSocial captures the global complexity of road
events with varied geographies, camera viewpoints (CCTV,
handheld, drones) and rich social discourse. QOur scal-
able semi-automatic annotation framework leverages Text
LLMs and Video LLMs to generate comprehensive question-
answer pairs across 12 challenging QA tasks, pushing the
boundaries of road event understanding. RoadSocial is
derived from social media videos spanning 14M frames
and 414K social comments, resulting in a dataset with
13.2K videos, 674 tags and 260K high-quality QA pairs.
We evaluate 18 Video LLMs (open-source and proprietary,
driving-specific and general-purpose) on the RoadSocial-
QA benchmark. We also demonstrate RoadSocial’s utility in
improving road event understanding capabilities of general-
purpose Video LLMs.

1. Introduction

A road event typically refers to any incident, activity, or
condition occurring on or around the roadway that affects
traffic flow, safety, or road usage. The ability to recognize
and interpret road events is essential for safe and reliable in-
telligent vehicles and transportation systems. In this regard,
large-scale video datasets of road events are used to develop
assistive models [2, 3, 8, 21, 24, 29]. Many recent datasets
contain videos with accompanying question-answer text
pairs and other text metadata [16, 22, 23, 27]. Such datasets
have become a de facto choice for training Video Large Lan-
guage Models (Video LLMs) [7, 13, 27, 40].

However, current video-based road event understanding
approaches are limited by region-specific datasets, neglect-
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ing the diversity of global road scenarios. Most datasets
focus on dashcam views for autonomous driving, over-
looking other camera types such as CCTYV, handheld, and
drone-based. They also lack annotations on generic events
(e.g. defensive driving, near-misses). Due to the reliance
on regionally-biased expert annotators, the broader and
richer contextual insights from real-world social discourse
on road events are absent. Furthermore, existing evalua-
tion frameworks fail to test the Video LLMs’ ability to dis-
tinguish informative road event details from misleading in-
formation, essential for developing reliable, hallucination-
resistant road event understanding systems.

To address these limitations and to enable foundational
video language models for generic road event understand-
ing, we introduce RoadSocial, a large-scale and diverse
Video Question Answer (VideoQA) dataset. RoadSocial is
obtained by processing social media videos and the narra-
tives accompanying these videos. The inherent diversity
of social media in terms of geographical locations, cam-
era viewpoints, road event types and social commentary
addresses shortcomings of video datasets mentioned previ-
ously. Specifically, we make the following contributions:

» RoadSocial: a large-scale, diverse VideoQA resource for
road events, derived from social media videos spanning
14M frames and 414K social comments, resulting in a
dataset with 13.2K videos, 674 unique tags, and 260K
high-quality QA pairs.

* A semi-automatic annotation framework using Text LLM
and Video LLM that processes social media video nar-
ratives and generates comprehensive QA pairs across 12
distinct challenging tasks.

* A robust evaluation framework incorporating non-road
event videos and irrelevant questions to assess the robust-
ness of Video LLMs to hallucinations.

* A demonstration of RoadSocial’s utility in improving
road event understanding capabilities of general-purpose
Video LLM.

* Critical insights into 18 Video LLMs’ performance on
road event understanding, obtained from their evaluation
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Dataset Viewpoint  Video Duration Social Countries Video QAs TG AV IC  Loc. Internet
) Type Frames (mins) Comments ) Tags ) QA QA QA QA  sourced
RoadSocial (Ours) 6 14M 79K 414K 100 674 260K v v v v v
Lingo-QA [16] 1 M 1.8K - 1 7 419K - - - - -
SUTD-TrafficQA [34] 3 10M 6.7K - <4 - 625K - - - - v
DRAMA [15] 1 .02M .6K - 1 - 102K - - - - -
Rank2Tell [25] 1 .02M 39 - 1 - >118 - - - - -
[29] 1 IM 170 - 1 43 - - - - - -
[5] 1 2.2M 1.2K - >50 58 58.6K v - - - v
[27, 40] 1 .03M 5.7K - 43 - 375K - - - - -
[35] 1 .02M 1.9K - 1 25 - - - - - -
(8] 1 8.4M 4.6K - 1 . - . - - . -

Table 1. Comparison of RoadSocial with existing road event understanding datasets. TG: Temporal Grounding, AV: Adversarial,

IC: Incompatible, Loc: Geographical Location. Internet-sourced videos do not contain LiDAR or CAN bus data.

annotations added to existing datasets. Blue: New datasets.

on our RoadSocial-QA benchmark.

2. Related Works

Several video datasets describe road events through actions
of surrounding entities [3, 29], interactions between traffic
participants [15, 21, 25, 35], or explanations of normal or
safety-critical driving scenarios [8, 16, 27], including dan-
gerous driving behaviors or accidents [5, 34].

However, the diversity of these datasets is often limited
by their geographical scope. Although some datasets [5, 34,
40] include crowd-sourced videos from a range of locations,
their textual annotations reflect local expertise, which may
lack a comprehensive understanding of global traffic norms
and behaviors. In contrast, our dataset is sourced from
global social media video posts which addresses this short-
coming. Existing works typically rely on a pool of manual
annotators, a process that is labor-intensive and lacks scal-
ability [5, 16, 27, 34, 35]. We propose a scalable, semi-
automatic annotation framework that leverages the capabil-
ities of powerful Video LLMs and Text LLMs to process
social media content from around the world and generate
high-quality QA pairs associated with road event videos.

Existing video language models built on previous road
understanding benchmarks are often trained on specific
camera viewpoints, usually vehicle-mounted [5, 15, 16, 25,
27, 31, 40] or CCTV [9]. Such models may not general-
ize well across different viewpoint types and geographical
regions, limiting their effectiveness for understanding road
events in a broad context. In contrast, our dataset contains
videos captured in diverse and uncontrolled camera settings
(drone, handheld, CCTV etc.) across the world. Coupled
with social discourse, our dataset is a viable alternative.

Existing VideoQA datasets focus primarily on ego-
centric tasks [5, 15, 16, 25, 27, 40], limiting perspectives
to the ego-vehicle. While Xu et al. [34] explore complex
traffic scenarios, none of the existing works assess model
robustness against misleading inputs or hallucinations. We
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address this gap by introducing novel QA tasks to evaluate
(a) robustness to hallucinations with non-road-event videos
and irrelevant questions (b) comprehension across camera
viewpoint types and (c) geographical awareness. These
tasks enable holistic Video LLM evaluation for general-
purpose road event understanding. A comparison of Road-
Social with existing datasets is shown in Tab. 1.

3. RoadSocial Dataset

RoadSocial is a dataset created from social media videos in
unconstrained, real-world environments. These videos are
accompanied by rich social commentary that reflects facts
and varied cultural perspectives on road events worldwide.

3.1. Data Collection

We crowdsourced diverse road event data from X (formerly
Twitter), leveraging its global community for real-world in-
sights. Unlike other platforms, X is characterized by an ac-
tive social discourse on road events that includes the gen-
eral public, road event enthusiasts, and road enforcement
authorities. Our strategy focused on popular road event re-
lated social media handles worldwide, using multilingual
keywords to scrape tweet data from 2012 onwards, filter-
ing for videos with substantial commentary. The resulting
dataset captures varied road events—traffic violations, ac-
cidents, safe driving, and infrastructure awareness—across
different environments and locations.

3.2. Annotation Strategy: QAs and Tags

Our annotation strategy merges LLM-based automation
with expert verification to produce high-quality QA pairs
and video tags. We start by identifying representative road
event samples, then use a hybrid approach to generate QA
pairs that blend video semantics with social media context.
QA pairs are refined, categorized into predefined tasks, and
supplemented with video-level tags, all verified by experts.
Additionally, we create incompatible QA pairs for non-road
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Figure 1. Diverse Video Attributes in the RoadSocial Dataset: The total count of unique tags for each attribute is shown in (circled boxes),
alongside word clouds highlighting these values. For each attribute, we display examples with 2-3 keyframes from videos. The figure
captures the diversity of road events, environmental conditions, geographical locations, viewpoints, interactions between road entities, and
traffic violations. The varied scenarios under each attribute showcase the rich complexity of our dataset.

event videos. Details of these steps follow.

Identifying Representative Road Event Samples: To
design effective template questions for QA generation, we
identified representative samples of diverse road events by
embedding multilingual tweet text and hashtags using Ope-
nAI’s GPT-3 text embeddings [20]. Hierarchical k-means
clustering of these embeddings produced clusters of distinct
road events (e.g. UK cyclist near-misses, illegal truck over-
taking in China, car hydroplaning in USA). We selected the
top five samples closest to each cluster center as represen-
tatives, ensuring our QA generation is grounded in well-
represented events.

Hybrid Approach for QA Generation: Twitter con-
versations often focus on unique events in the video but
lack visual details (e.g., color of road entity, time of day,
type of road). To create holistic QA pairs, we use a hy-
brid approach combining visual and contextual information
from both video and conversation. Visual semantics are ex-
tracted by splitting videos into 3-second segments, prompt-
ing a Video LLM [33] to generate segment captions (see
Fig. 2 - @, ®). These captions are merged and passed to
a Text-based Large Language Model (Text LLM) [1] for
a visually-rich summary (€)). Meanwhile, tweet conver-
sations are cleaned of URLs and irrelevant data (@)). The
Text LLM then integrates the enriched visual summary with
the tweet conversation to generate QA pairs using template

questions (@).

To ensure a range of difficulty in QA pairs, we curate
both generic and specific template questions for predefined
QA tasks. Generic questions, such as What actions were
performed by the road entities involved in the key road
event?, require complex reasoning and are harder to an-
swer, while specific questions, such as How was the truck
involved in the accident?, directly reference the event and
entities, making them easier. This approach ensures varied
difficulty in QA pairs. Sample QA pairs generated by our
hybrid approach are illustrated in Fig. 2. The prompts used
in each QA stage are iteratively refined on representative
samples for quality. Appendices B.2 to B.4 includes details
for all template questions, prompts, and outcomes.

QA Refinement and Categorization: Social conversa-
tions often include non-visual information, like names or
past experience. Relying on such data for QA generation
may produce answers with irrelevant information. To ad-
dress this, we prompt a Text LLM to refine QA pairs by
removing specific details—such as names, past encounters,
or dates—that aren’t directly inferable from the video. This
refinement step (@) ensures the QA pairs are answerable
solely through video content, enhancing quality. To eval-
uate various aspects of road event understanding, we cate-
gorize QA pairs into predefined tasks (@). A Text LLM
assigns each QA pair to a task with a category score, and
expert annotators review pairs with low scores for accuracy,
reassigning or removing as needed. Verified QA pairs then
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Figure 2. RoadSocial Annotation Pipeline: The steps involved in the annotation pipeline are depicted from @) to €. RenIWecHData
consists of the video and the Twitter conversation. Step o includes splitting the video into 3-second segments (in purple shaded boxes).
Step 9 involves feeding the video segments to Video LLM and prompting it to generate corresponding captions numbered from 1 to N.
These captions are aggregated and summarized by an LLM to generate entire video summary in Step 9 Step e filters the raw tweet
textual data and extracts the captions, replies, hashtags, and tagged legal authorities’ user handles (highlighted in BIi€). This filtered

conversation data and the entire video visual summary are fed to LLM and prompted to generate generic ((:) and specific ( S) QA pairs
in Step e All important aspects of the key road event mentioned in the raw tweet text, video segment captions, the entire video summary,
and the generated QA pairs are highlighted in purple. The generated QA pairs are refined and categorized into pre-defined tasks in step
@. These QA pairs are verified by expert annotators to either include or exclude them from the dataset in Step o The human-verified

QA pairs are then used as input to generate video-level tags in Step @).

undergo final quality checks for relevance to the video (@).
Detailed prompts and sample outputs are provided in Ap-
pendix B.5.

Video-level Tag Generation: To categorize videos by
key aspects of road events, we generate diverse video-level
tags (e.g. traffic violation, wheelie, unsafe overtaking) using
verified answers from step @. A Text LLM [1] scans these
answers to generate top-k tags most relevant to each QA
task (@). This structured tagging approach ensures that the
generated QA pairs, tags are robust and reflect the diverse
scenarios present in the dataset. Details about the tag gener-
ation prompt and the resulting tags distribution are provided
in Appendix B.10.

Incompatible QA Generation: To assess the reliability

and resistance of Video LLMs to hallucinations, we gener-
ate incompatible QA pairs for non-road event videos. This
involves sampling questions from road event QA pairs to
create mismatched questions for unrelated videos. Answers
are generated using the Hybrid Approach mentioned pre-
viously, with modified prompts treating these mismatched
questions as templates. Further details on the prompt mod-
ifications are provided in Appendix B.6.

3.3. Dataset Statistics

Our final dataset comprises over 14M video frames from
more than 13.2K videos (totaling 7.9K minutes of video
footage) with 260K QA pairs and 674 unique video tags
(total 100K+).
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@

.. motorcyclist sustained injuries from the
collision . . . minor damage to the motorcycle . . .

D What traffic laws were violated during the road
rage incident?

.. over speeding, improper overtaking, not
slowing down at intersections, and improper
entry into the main road.

Specify the approximate time interval where the

key road event is observed in the video? (time
interval should be in the format: xx to yy second)

The key event started at 0:45 when the car
honked at scooter, and ends at 3:30 when the
car hits the motorcycle at the intersection.

(5]

o What specific were
involved in the road rage incident?

The incident involved
who gathered after
the accident.

Describe the of the entities

involved in road event?

The scooter was black, and its rider was not
wearing a helmet. The motorcycle was red, and
its rider had a helmet on. License plates of both

the scooter and motorcycle were not visible.

@

(6]
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Weather conditions were
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the pedestrian?

@ There is no truck driver involved in this incident.
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sl
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Factual
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imposing fines on the violators, and potentially
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Imaginative
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by
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Figure 3. Examples of QA Pairs grouped by tasks and color-coded by task category. Gray outlined questions are generic while gray fill
shading indicates specific questions. Highlighted text indicates key information. (Sec. 3.4).
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Figure 4. The diversity of RoadSocial dataset: The number of
QA pairs, social commentary (tweets), and video frames spread
across different regions is shown. Overall statistics of the raw
tweet data, generated QA pairs, and tags in our dataset is also
shown. Total incompatible QA pairs and related numbers for non-
road event videos are specified inside a light brown box at left.

The dataset exhibits significant diversity across several
dimensions, including geographical distribution (Fig. 4),
QA types (Fig. 3), and video tags (Fig. 1). Fig. 4 shows
the global coverage of our dataset attributes, depicting the
diverse perspectives involved in the QA pair generation pro-
cess.

It includes 414K multilingual tweet captions and replies
corresponding to 204K unique user handles (from across
100 countries) sharing facts and opinions about the road or
traffic events. Tab. 1 compares key attributes of our dataset
with related road event understanding datasets. The distri-

bution of QA pairs corresponding to each task category is
shown in Fig. 5. The distribution of video tags along differ-
ent attributes is shown by word clouds in Fig. 1. The videos
durations range from 0.13 seconds to 3885.44 seconds with
an average of 35.6 seconds.

3.4. QA Tasks Taxonomy

We developed a question-answer (QA) taxonomy for struc-
tured evaluation of Video Large Language Models (Video
LLMs). The taxonomy consists of 12 distinct tasks or-
ganized into four reasoning categories: Complex, Factual,
Imaginative, and Hallucination (Fig. 5). These categories
assess various aspects of road events, ranging from key en-
tity identification (see @ in Fig. 3) to hypothetical scenario
exploration (Fig. 3 @). Our taxonomy extends beyond con-
ventional road datasets by incorporating previously under-
represented tasks, such as Viewpoint QA (analysis of cam-
era perspectives capturing road events) and Where QA (ge-
ographic location identification of road events). As an ad-
ditional novelty, our approach uniquely incorporates Ad-
versarial QA and Incompatible QA. Adversarial QA tests
a model’s ability to recognize and reject misleading as-
sumptions or false details in questions by identifying non-
occurring road events e.g. Fig. 3 @). Incompatible QA on
non-road-event videos helps evaluate models’ robustness to
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Figure 5. QA Task Taxonomy: The QA pairs in RoadSocial are
broadly grouped into 4 categories (highlighted in blue) which are
further subdivided into 12 tasks (shown in green). Total QA pair
count for each category is shown in blue squared box. Some of
these tasks are further subdivided into granular sub-tasks (high-
lighted in orange) to facilitate coarse to fine-grained understanding
of road events along different aspects.

hallucination by identifying irrelevant video-question pairs.
Fig. 3 illustrates representative QA pairs for each category
including the generic and specific questions (described in
Sec. 3.2). For a detailed QA task description, please refer
to Appendix B.9.

4. Experiments

We evaluate a wide range of Video LLMs (both open-source
and proprietary, driving-specific and general-purpose) on
our road event understanding benchmark.

4.1. Data Setup

Evaluation Benchmark: RoadSocial-QA consists of
13.2K videos encompassing 260K QA pairs, with an aver-
age of 20 QA pairs per video. To evaluate zero-shot reason-
ing capabilities of Video LLMs, we split our dataset into
12K training and 1.2K test videos, resulting in 234K and
26K QA pairs respectively. The video splits maintain geo-
graphical diversity across the dataset, with the test set serv-
ing as our primary evaluation benchmark.

For model evaluation, we provide the model with video
frames and a task-specific question, following the format:
video frames + model’s default system prompt (if any)
+ our task-specific question (Fig. 6). Detailed prompting
structures are described in Appendix C.1.

4.2. Model Setup

Our evaluation encompasses 18 Video LLMs, compris-
ing 15 open-source general-purpose models, 2 proprietary
general-purpose models, and 1 open-source driving-specific
model. We evaluate their zero-shot performance on the test
split of RoadSocial-QA using each model’s official configu-
ration for open-ended response generation. The results, pre-

User: what type of camera was
used to capture the video? Consider camera types, including but
not limited to: Handheld cameras, smartphone, camcorder,
vehicle-mounted cameras, dashcam, bike-mounted...

Figure 6. An example of prompting a Video LLM [39].

sented in Tab. 2, analyze model performance across differ-
ent tasks. All evaluation runs were conducted on a comput-
ing cluster equipped with NVIDIA H100 GPUs. Detailed
information about model configurations, prompting tem-
plates and evaluation timelines is provided in Appendix C.2.

4.3. Evaluation Metrics

To assess the similarity between model-generated and
ground-truth open-ended responses, we adopt GPT-3.5
score [18] as our primary evaluation metric for all tasks
(except Temporal Grounding), following established prac-
tices in recent literature [12, 14, 27, 36]. To ensure statisti-
cal robustness, we conduct multiple evaluation runs and re-
port mean of the GPT-3.5 scores. For Temporal Grounding
QAs, time interval is extracted from the model-generated
response and compared with the ground-truth time inter-
val range using the mean Average Precision (mAP) evalu-
ation metric. The complete evaluation protocols, including
prompt templates, and scoring criteria are provided in Ap-
pendix C.2.

4.4. Analysis

Overall Performance Trends: Refer to last 3 columns
of Tab. 2. Tarsier-34B [32] achieves the highest overall
score (63.5) across ALL QA tasks whereas IXC-2.5-7B [38]
leads the benchmark on road-event related tasks (RT) (66.4)
among open-source models. These models even outperform
larger models such as InternVL2-76B [4] and Qwen2-VL-
72B [33]. Additionally, all general-purpose models surpass
driving-specific Video LLM across all tasks, revealing sig-
nificant performance gaps in general road event understand-
ing within the driving-focused model. Predictably, Video
LLMs face greater difficulty with Generic QAs compared to
Specific QAs because generic questions require the model
to infer the context independently, unlike specific questions.
Among closed-source models, GPT-40 [19] stands out as
the top performer, achieving the highest scores across all
models. A radar plot with representative Video LLMs can
be viewed in Fig. 7.

Performance Across Task Categories: The analysis re-
veals distinct patterns across different reasoning categories,
highlighting strengths and weaknesses among models in
various types of reasoning tasks.
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LLaVA-Video [39] 72B | 758 524 76.8 52.4 55.0 522 9.94 683 63.7 649 835 24.7 56.7 59.6 51.1 63.3
LLaVA-OV [10] 72B | 75.1 54.1 78.7 53.0 533 54.1 3.99 67.8 619 63.1 45.1 199 52.5 55.5 51.8 63.0
VITA [6] 8x7B | 66.6 52.1 71.6 48.1 55.6 56.3 2.27 66.7 66.0 624 563 22.0 52.2 54.9 49.8 60.4
Tarsier [32] 34B | 73.7 58.1 782 582 59.0 58.8 0.32 71.6 71.1 67.4 832 82.3 63.5 61.8 58.4 66.1
ARIA [11] 25.3B | 75.4 53.1 86.2 584 569 70.2 896 75.1 74.7 74.0 86.4 29.2 62.4 65.4 56.7 68.5
InternVL2 [4] 8B [67.7 51.7 78.0 55.7 59.3 60.9 0.77 66.7 66.8 70.0 68.1 26.1 56.0 58.7 53.7 64.0
Mini-CPM-V 2.6 [37] 8B |[77.7 57.6 [80.6 55.0 50.5 57.5 04 61.6 523 59.3 73.5 30.0 54.7 56.9 51.0 62.0
IXC-2.5 [38] 7B | 78.5 58.7 (854 61.7 653 68.5 0.69 73.9 75.6 75.7 85.8 29.2 63.3 66.4 60.7 70.3
Tarsier [32] 7B 1699 547 723 52.0 534 552 0.11 69.5 69.3 63.5 79.1 67.3 58.9 58.1 54.0 61.7
LongVU [26] 7B | 73.0 53.0 76.3 51.1 50.2 55.0 0.84 59.7 55.8 58.2 489 32.7 51.2 52.9 47.7 59.7
Qwen2-VL [33] 7B |75.5 52.8 76.1 52.7 57.7 564 059 69.2 71.6 659 37.5 39.6 54.6 56.0 52.6 63.9
LLaVA-Video [39] 7B | 74.6 50.1 76.7 52.1 50.1 50.3 1.43 604 53.8 58.7 61.8 23.5 51.1 53.6 47.6 59.7
LLaVA-OV [10] 7B | 734 512 772 50.7 51.7 512 097 62.8 554 58.6 454 21.1 50.0 52.6 48.4 59.8
LLaVA-OV ft. ‘ 7B ‘80.9 64.1 85.7 64.1 68.7 65.1 449 742 70.9 71.7 954 87.6 ‘ 69.4 67.8 65.1 69.7

Table 2. Video LLMs benchmarked on RoadSocial-QA. Standard prompting with task-specific instructions were employed for zero-shot
evaluation of Video LLMs on 12 QA tasks. Video LLMs are grouped as open-source (driving-specific and general-purpose), and closed-
source models. Further, we fine-tune a Video LLM - LLaVA-OV-7B and report its performance at the end of the table. Abbreviations
used for QA tasks include Factual (F), Complex (C), Imaginative (I), Hallucination (H), Where (WR), Key Entities (KE), Viewpoint (VP),
Description (DS), Why (WY), Consequence (CQ), Temporal Grounding (TG), Advisory (AD), Introspection (IN), Counterfactual (CF),
Adversarial (AV), Incompatible (IC), and Road-event related Tasks (RT). RT includes all tasks except IC which corresponds to non-road
event videos. GPT-3.5 score is reported for all tasks except Temporal Grounding (TG) for which average mAP@.3:.7 (%) is reported.
Overall average scores are reported for ALL QA tasks (F, C, I, and H), Road-event related Tasks (RT), Generic QAs, and Specific QAs
under each task. All reported scores (scale 0 to 100) are colored based on their value from low to high. VideoLLMs show per-query

latencies of 1-25s (7B-76B) on H100 GPUs.

In factual reasoning, models perform well in Where
(WR) and Viewpoint (VP) QA tasks, both of which yield
consistently high scores. For VP tasks, this may be partly
due to our prompt that offers a limited set of viewpoint op-
tions, essentially transforming the question into a multiple-
choice format rather than a free-form open-ended question.
Empirically, performance declines when these choices are
absent from the prompt, as noted in Appendix C.1. Mean-
while, WR tasks perform well due to their inherently spe-
cific questions.

Most Video LLMs encounter difficulties with complex
reasoning tasks, such as Description (DS), Why (WY),
Consequence (CQ), and Temporal Grounding (TG) reason-
ing, as well as Key Entity (KE) tasks. These results indicate
that many models struggle with identifying key road event
that is the main focus of the video.

Temporal Grounding (TG) proves to be particularly chal-
lenging, with most models achieving average mAP scores
below 1%, highlighting a major limitation in temporal lo-
calization for Video LLMs. The highest-performing model,
Gemini-1.5-Pro [30], achieves 18.6%. In comparison,

LLaVA-Video-72B [39] leads among open-source models
with 9.94%, potentially benefiting from its default prompt,
which incorporates time-based instructions (Fig. 6). Empir-
ical analysis shows two common reasons for TG underper-
formance: some models, such as Tarsier-34B [32], struggle
with instruction following, leading to unexpected or inco-
herent answers, while others, such as LLaVA-OV [10], lack
the capability to associate the sequence of events with time
in the video (details in Appendix C.3).

In imaginative reasoning, models show promising ca-
pabilities, with several models achieving over 70% accu-
racy in Advisory (AD) and Introspection (IN) tasks. This
indicates that models can effectively use their pre-trained
knowledge to reason about hypothetical scenarios.

Robustness and Hallucination Assessment: The evalu-
ation of model robustness through Adversarial (AV) and
Incompatible (IC) QAs reveals interesting behavioral pat-
terns. Some models, such as GPT-40 [19] and IXC-2.5-
7B [38] demonstrate exceptional robustness to adversar-
ial queries, suggesting effective mechanisms for identifying
misleading information. However, most models struggle on



Incompatible QAs indicating their tendency to generate hal-
lucinated responses for irrelevant Video and QA pairs. No-
tably, Tarsier-34B [32] outperforms all models by a good
margin indicating inherent capability to identify misleading
information and reject out-of-domain queries.

Error Analysis and Future Directions: (1) Temporal Con-
fusion: Models frequently struggle with temporal localiza-
tion, particularly evident in the poor Temporal Grounding
(TG) scores. (2) Complex Reasoning Gaps: While many
models perform well in factual reasoning tasks, they of-
ten struggle with QAs requiring in-depth contextual under-
standing. (3) Context Integration: The observed perfor-
mance gap between Generic and Specific QAs suggests that
models struggle to autonomously infer context for generic
questions. Future models could benefit from improved
mechanisms to integrate prior domain knowledge with vi-
sual data for more accurate general context recognition.
(4) Hallucination in Response Generation: Although some
models demonstrate resilience to adversarial queries, hal-
lucination remains a problem for Incompatible (IC) QAs,
where irrelevant or out-of-domain answers are generated.
Enhancing model training with stricter grounding mech-
anisms may reduce hallucinations, especially when faced
with ambiguous or misleading inputs.

RoadSocial improves road event understanding capabil-
ity of general-purpose Video LLM: We utilize the train
split of our dataset and fine-tune a general-purpose Video
LLM. Specifically, we selected LLaVA-OV-7B [10] param-
eter model as our baseline and employed standard instruc-
tion fine-tuning strategy wherein QA pairs are structured
into instruction-tuned triplets (question, video, response).
We adhere to the official training guidelines and optimized
the model using a global batch size of 16 distributed over
16 NVIDIA H100 GPUs. During this phase, all key com-
ponents (Vision tower, MLP adapter and LLM) were fine-
tuned to optimize performance. Our evaluation results (last
row of Tab. 2) shows that the fine-tuned LLaVA-OV-7B [10]
model attains a significant jump of 19.4% in overall average
score across all QA tasks and stands on par with the best
performers. Specifically, the performance gains are signif-
icant across complex reasoning (DS, WY, CQ), introspec-
tion (IN), and Hallucination (AV, IC) tasks, showcasing our
dataset’s utility for improving road event understanding ca-
pabilities of general-purpose Video LLM.

Ethical and Privacy Considerations: Our data collection
adheres to ethical guidelines, using only publicly available
social media content. Our QA generation process includes
rigorous checks to exclude potentially harmful, biased or
inappropriate content in QA pairs, ensuring the dataset sup-
ports fair and responsible research in road event understand-
ing. Additional details can be found in Appendix B.5.

Description
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Figure 7. Comparison between representative Video LLMs on
RoadSocial benchmark across different QA tasks.

5. Conclusion

RoadSocial redefines the landscape for general-purpose
road event understanding. With a first-of-its-kind VideoQA
dataset spanning 14M frames and 414K social comments,
our dataset provides 13.2K videos with 260K high-quality
QA pairs and 674 unique video tags (total 100K+). By cap-
turing diverse camera viewpoints, geographical contexts,
and socially-informed QAs, RoadSocial delivers a com-
prehensive dataset that captures the complexity of real-
world road scenarios across varied cultural and environ-
mental contexts. Leveraging social media content, it ad-
dresses the limitations of traditional datasets by incorporat-
ing unique perspectives and nuanced social discourse. Our
scalable semi-automatic annotation framework, powered by
Text and Video LLMs, supports the creation of rich QA
pairs across 12 challenging tasks. Given its scalable nature,
our annotation framework can easily ingest and process so-
cial media posts generated continuously over time, enabling
even larger dataset size with sustained quality. Our robust
evaluation framework tests model resilience to irrelevant in-
puts, hallucinations, cross-viewpoint comprehension, and
geographical awareness. Our evaluation across 18 Video
LLM:s provides critical performance insights across a spec-
trum of road event QA tasks.

While RoadSocial is a rich resource for road event under-
standing, its reliance on social media data may introduce bi-
ases, skewing coverage towards regions with higher social
media use. Apart from addressing these concerns, we en-
vision several future directions for expanding RoadSocial
such as increasing language diversity and establishing ad-
ditional benchmark tasks. We believe RoadSocial will be
instrumental in driving progress towards safer and more in-
clusive intelligent transportation systems.
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Diverse Video Attributes in the RoadSocial Dataset: The total count of unique tags for each attribute is
shown in (circled boxes), alongside word clouds highlighting these values. For each attribute, we display
examples with 2-3 keyframes from videos. The figure captures the diversity of road events, environmental
conditions, geographical locations, viewpoints, interactions between road entities, and traffic violations. The
varied scenarios under each attribute showcase the rich complexity of our dataset. . . . . . .. ... ... .. 3

RoadSocial Annotation Pipeline: The steps involved in the annotation pipeline are depicted from @ to
©. yellowcyanRettoyejicitoydfettmsmad ot wyesiow Jlle video and the Twitter conversation.
Step @ includes splitting the video into 3-second segments (in purple shaded boxes). Step @ involves feed-
ing the video segments to Video LLM and prompting it to generate corresponding captions numbered from 1
to N. These captions are aggregated and summarized by an LLM to generate entire video summary in Step €.
Step @ filters the raw tweet textual data and extracts the captions, replies, hashtags, and tagged legal authori-
ties” user handles (highlighted in yellowcyanphityw Fhiloji conversation data and the entire video visual

summary are fed to LLM and prompted to generate generic (&) and specific (S ) QA pairs in Step @. All im-
portant aspects of the key road event mentioned in the raw tweet text, video segment captions, the entire video
summary, and the generated QA pairs are highlighted in purple. The yellowdarkpinkgetpsiicitiwH N

QAysticilyoljjpeltowse tefivjjd categorized into pre-defined tasks in step @. These QA pairs are ver-
ified by expert annotators to either include or exclude them from the dataset in Step @. The human-verified

QA pairs are then used as input to yellowdarkplnkgeﬂwwﬁ_yadhnym_mmyhﬂpw-

Examples of QA Pairs grouped by tasks and color-coded by task category. Gray outlined questions are generic
while gray fill shading indicates specific questions. Highlighted text indicates key information. (Sec. 3.4). .. 5

The diversity of RoadSocial dataset: The number of QA pairs, social commentary (tweets), and video
frames spread across different regions is shown. Overall statistics of the raw tweet data, generated QA pairs,
and tags in our dataset is also shown. Total incompatible QA pairs and related numbers for non-road event
videos are specified inside a light brown box atleft. . . . . . .. ... ... ... ... ... ... ... 5

QA Task Taxonomy: The QA pairs in RoadSocial are broadly grouped into 4 categories (highlighted in blue)
which are further subdivided into 12 tasks (shown in green). Total QA pair count for each category is shown in
blue squared box. Some of these tasks are further subdivided into granular sub-tasks (highlighted in orange)

to facilitate coarse to fine-grained understanding of road events along different aspects. . . . . ... ... .. 6
An example of promptinga Video LLM [39]. . . . . . . . . . . L 6
Comparison between representative Video LLMs on RoadSocial benchmark across different QA tasks. . . .. 8

Multilingual Traffic Keyword Dictionary for Tweet Mining: A comprehensive dictionary of traffic-related
keywords and hashtags, designed for identifying road event content on social media. Terms span traffic
incidents, emergency services, recording devices, and location-specific templates. Effective usage involves
combining terms across categories [Traffic_General] + [Incidents] and creating location-specific searches. . . 11

Visualization of Our Dataset’s Social Media Sources: (a) Wordcloud of 3,385 unique hashtags mined
iteratively from Twitter handles in our dataset, starting from initial accounts and expanding through network
analysis of commonly used hashtags. (b) Wordcloud of Twitter handles from the 2,382 accounts discovered
through this iterative hashtag mining process. . . . . . . . . . . . . . L 12

Overview of Our Text Embedding and Clustering Pipeline: Left: RegEx-based cleaning is performed to
separate tweet text from hashtags and URLs. Then GPT-3 embeddings ((8)) were computed separately for
both cleaned text and hashtags before combination. Right: Resulting multilingual clusters of semantically
similar road events via hybrid hierarchical k-means clustering (). Refer back to Appendix B.1 . . . . . .. 12



11

12

13

15

17

18
19

20

22

24

25

26

27

Hybrid Approach for QA Generation Combining Visual and Social Context: Left: Input video is seg-
mented into 3-second clips, with Qwen2-VL () generating captions () for each segment. Middle: Claude
3.5 Sonnet (sﬁé) synthesizes these captions into a comprehensive video summary (). Right: Final prompt
combines this summary with cleaned social media text (caption & replies) to generate relevant QA pairs using
template questions. The prompt to generate caption for a video-segment (=) is illustrated in Fig. 12. The full
caption output () for a video in our dataset is illustrated in Fig. 16 - 17. The prompt to generate summary of a
video from its segment captions () is illustrated in Fig. 13. The full summary output () for the same video
is illustrated Fig. 18. Also, the prompt that utilizes video summary, clean tweet text and template questions,
to generate QA pairs corresponding to a video (), is illustrated in Fig. 14 - 15.  represents the initially
generated QA pairs which will further be modified and refined as discussed in upcoming subsections. . . . . 13

Prompt design for generating segment-wise captions using Qwen2-VL Video LLM. The model generates
detailed descriptions for each 3-second video segment, capturing temporal visual information. Refer back to
Fig. 11 or Appendix B.3. . . . . . . . e e e 14

Prompt template for generating cohesive video summaries using Claude 3.5 Sonnet. The Text LLM combines
segment-wise captions to create a comprehensive temporal description of the entire video. Refer back to
Fig. Il or Appendix B.3. . . . . . . o e 14

Complete QA generation prompt utilizing both video summary and social media context. Template questions
guide Claude 3.5 Sonnet to generate relevant question-answer pairs capturing both visual and social context.
Referback to Fig. 11. . . . . . . o o e 16

Example of generated captions for each of the three-second segment of the video via the pipeline demonstrated
INFIg L1 . e e e s 23

Example of generated video summary from the captions via Text LLM, via the pipeline demonstrated in Fig. 11. 24

Demonstrating the importance of hybrid information sources for QA generation. While the video sum-
mary (Fig. 18) captures basic visual elements (e.g. ‘nighttime’, ‘streetlight illumination’), the tweet conver-
sation provides crucial contextual information (shown by colored boxes) missing from the visual description
alone. This example illustrates why our approach combines both video summaries and social media context
to generate diverse and socially-informed QA pairs. . . . . . . . . . ..o 25

Prompt design for generating specific QA pairs from generic templates. The expert-driven prompt transforms
generic questions into contextually specific ones while maintaining alignment with predefined categories (e.g.,
Camera Device, Road Event Type, Actions). The prompt takes generic QA pairs and video summaries as input
and generates specific questions that capture detailed aspects of road events while preserving the taxonomic
structure. Refer back to Appendix B.4. . . . . . . .o 25

QA refinement prompt: The prompt implements comprehensive guidelines for (1) removing social media
references, (2) standardizing temporal information, (3) enforcing speculative language for non-obvious cau-
sation, (4) maintaining objective observations, and (5) ensuring human-like sentence-form responses. Refer
back to Appendix B.S . . . L. e e 28

QA categorization prompt design. The prompt (1) matches each refined question against 18 predefined tem-
plate questions used in QA generation, (2) assigns similarity scores (0-5), and (3) provides examples demon-
strating proper template matching for various question types. Refer back to AppendixB.5 . . . . .. ... .. 30

Prompt design for road event classification. The prompt implements binary classification (road/non-road) with
confidence scoring (0-1) and reasoning requirements for video content. Refer back to Appendix B.6. . . . . . 32

Video summarization prompt for non-road events. The prompt ensures structured description of visual content
focusing on key details, temporal sequences, and object interactions. Refer back to Appendix B.6. . . . . . . . 32

Incompatible QA generation prompt. The prompt generates explanations for why road event questions are
incompatible with non-road video content while maintaining established response formats. Refer back to
Appendix B.6. . . . . e 33
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Adversarial QA generation prompt. The prompt instructs the generation of questions about non-occurring
events while maintaining road context, with examples demonstrating (1) proper introduction of irrelevant
elements, (2) explicit negation in answers, and (3) preservation of video-centric response format. Refer back
to Appendix B.7. . . . L L e

QA Task Taxonomy and Template Question ID Mapping for Video LLM Evaluation: The taxonomy
consists of 12 QA tasks organized into four reasoning categories: Complex (red), Factual (green), Imaginative
(orange), and Hallucination (purple). The 19 template question IDs (blue circles) map to QA tasks designed
for evaluating road event understanding. For Incompatible QAs, which evaluate model robustness on non-road
event videos, we employ a separate generation pipeline (Appendix B.6) without template ID mapping. Refer
back to Appendix B.9. . . . ...

Examples of QA Pairs grouped by tasks and color-coded by task category (for an advertisement video captured
via multiple viewpoints). Gray fill shading indicates specific questions while the non-shaded QAs are generic.
Highlighted text indicates key information. Refer back to Appendix B.9. . . . . ... ... ... ... ....

Examples of QA Pairs grouped by tasks and color-coded by task category (for an hydroplaning incident
captured via handheld camera). Gray fill shading indicates specific questions while the non-shaded QAs are
generic. Highlighted text indicates key information. Refer back to Appendix B9. . . . ... ... ... ...

Examples of QA Pairs grouped by tasks and color-coded by task category (for a near-miss incident captured
in Japan). Gray fill shading indicates specific questions while the non-shaded QAs are generic. Highlighted
text indicates key information. Refer back to Appendix B.9. . . . . . . ... ... oo oL

Tag extraction prompt design for different template question IDs. The prompt employs conditional logic
based on question IDs to generate appropriate tags: camera type (q-idx=0), road event type (q-idx=1), country
(q-1dx=2), and specific location (q-idx=3). Each condition includes specific instructions and examples for tag

generation, ensuring standardized output format "tags’: [”,”,”]. Note: ques_idx_1 is a command providing tag
generation instructions for q-id=1. This command can be found in Fig. 35. Refer back to Appendix B.10. . . .

Refer to Fig. 34 fordetails. . . . . . . . . . . . . e

The diagram shows an example of task-specific prompt utilized for the evaluation of Video LLMs. The code
snippet at the top demonstrates how this is done. First, for a specific question, we find its QA type via its
template ID, then for that template ID, if we have a predefined constraint, we append that to the original
question. Original question + constraint examples for Description QA, Why QA and Temporal Grounding
QA tasks is shown. Rest of the tasks have only original questions and no predefined constraints. Refer back
to Appendix C.l. . . . . L . L e e e e

Evaluation prompt for assessing model-generated answers. The prompt implements (1) structured comparison
between predicted and ground-truth answers, (2) fine-grained scoring on a 0-100 scale, and (3) requirement for
explanatory justification. The output format ensures programmatic processing while maintaining evaluation
transparency. Refer back to Appendix C.2. . . . . . . . . . . . e e

Model performance comparison on Temporal Grounding task: Top: Frames from a video showing a
car accident sequence. Middle: Models are asked to specify the temporal interval of the key road event.
Ground truth (in gray) indicates the event spans 14-292 seconds. Bottom: Model responses (colored boxes)
demonstrate varying approaches: while some attempt to provide specific intervals (e.g., 15-20 seconds, 0-3
seconds), others offer vague temporal descriptions. Red circles around model icons indicate that despite dif-
ferent response styles, all models fail to accurately identify the correct time interval. This example illustrates
the significant challenge Video LLMs face in precise temporal localization of road events. Refer back to
Appendix C.3. . . . . L
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Model performance comparison on Temporal Grounding task: Top: Sequential frames from a CCTV
video showing a nighttime road scene. Middle: Models are asked to specify the temporal interval of the
key road event, with ground truth spanning 35-40 seconds (gray box). Bottom: Model responses (colored
boxes) demonstrate varying approaches: most provide specific time intervals (e.g., 23:01-23:11, 05:01-05:06)
while Gemini additionally describes the event type (’person hit by motorcycle’). Red circles around model
icons indicate that despite different response styles, all models fail to provide the correct interval. GPT-40’s
response (57 to 42 seconds) even shows incorrect temporal ordering. This example highlights Video LLMs’
consistent difficulty with precise temporal localization. Refer back to Appendix C.3. . . . . . . .. ... ...

Model performance comparison on Temporal Grounding task: Top: Dashcam footage showing a night-
time near-miss incident between a taxi and cyclist. Middle: Models are asked to specify the temporal interval
of the key road event, with ground truth spanning 5-11 seconds (gray box). Bottom: Model responses (col-
ored boxes) show diverse approaches: while Gemini-1.5 Pro (green circle) correctly identifies both the event
type and provides a reasonable time estimate (0:05-0:10), other models either give incorrect intervals (IXC:
22-25s, GPT-40: 52-59s), overly precise timing (Dolphin: 0.0-0.001s), or incomplete responses (Tarsier: "11
seconds’). This example demonstrates that even when models accurately describe the event (taxi passing close
to cyclist), precise temporal localization remains challenging, with only one model achieving high accuracy.
Refer back to Appendix C.3.. . . . . . . . L L L e

Model performance comparison on Incompatible QA task: Top: Video of a Reddit interface (non-road-
event content). Middle: Models are asked about attentive driving implications, while the ground truth (gray
box) correctly mentions that the content is unrelated to driving safety. Bottom: Model responses showcase
varying levels of hallucination: most models (red circles) fabricate driving scenarios and safety implications
despite the irrelevant content, while Tarsier (green) correctly identifies that the video is not related to road
event. Although, GPT-40 (orange) correctly identifies the computer interface, it still attempts to relate it to
driving. This example highlights a critical challenge in Video LLM robustness - the tendency to hallucinate

47

48

road safety contexts even when presented with completely unrelated visual content. Refer back to Appendix C.3. 49

Model performance comparison on Incompatible QA task: Top: Frames showing indoor welding activity
in a workshop. Middle: Models are asked about roadside maintenance accident prevention, while the ground
truth (gray box) correctly indicates that the content shows indoor welding, not roadside maintenance. Bottom:
Model responses (colored boxes) demonstrate varying degrees of hallucination: while Tarsier (green) cor-
rectly acknowledges insufficient information to discuss roadside maintenance, Dolphin and IXC (red circles)
fabricate elaborate safety measures despite the obvious indoor setting. Gemini and GPT-40’s (dark orange) de-
tailed response about welding safety, while technically accurate, still fails to address the fundamental context
mismatch. This example illustrates how models can generate plausible but irrelevant safety recommendations
when presented with visually similar but contextually different scenarios. Refer back to Appendix C.3. . . . .

Model performance comparison on Incompatible QA task: Top: Frames showing a person building and
subsequently demolishing a brick wall. Middle: Models are asked about psychological factors behind over-
taking behavior, while the ground truth (gray box) correctly mentions this as unrelated to overtaking. Bottom:
Model responses show varying levels of hallucination and context confusion: Dolphin and IXC (red circles)
completely ignore the brick wall context and fabricate scenarios about road safety, while Tarsier and Gemini
(green) correctly acknowledges the construction setting and clearly states the content mismatch. This example
demonstrates how models can struggle with maintaining contextual accuracy, with some generating elaborate
but irrelevant psychological analyses despite clearly unrelated visual content. Refer back to Appendix C.3. . .

Model performance comparison on Why QA task: Top: CCTV footage showing an intersection incident
between a truck and motorcyclist. Middle: Models are asked about potential reasons behind the road entities’
actions, with ground truth (gray box) indicating rush and lack of caution as primary factors. Bottom: Model
responses demonstrate varying levels of reasoning and detail: While Dolphin (red circle) provides an over-
simplified response ("Because traffic moving normally’), other models offer increasingly complex analyses.
Gemini generates a comprehensive analysis considering multiple factors (weather conditions, road visibility,
driver attention), while GPT-40 provides a structured but possibly over-analyzed response with enumerated
factors. This example illustrates the challenge of providing appropriate depth in causal reasoning without
over-speculation. Refer back to Appendix C.3. . . . . . . . . . ..
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Model performance comparison on Why QA task: Top: Dashcam footage showing a traffic scenario with
lane changing incidents. Middle: Models are asked about the primary reason for the incident, with ground
truth (gray box) identifying improper lane changing and insufficient vehicle distance as key factors. Bottom:
Model responses show varying levels of analytical accuracy and specificity: Dolphin offers an oversimplified
and irrelevant response (’Because the light is green’), while Tarsier-34B provides a vague description without
specific reasoning. IXC-2.5 attempts causal analysis but misidentifies the vehicles involved, and Gemini-
1.5 Pro introduces unobserved elements (pedestrian crossing). GPT-40 demonstrates appropriate caution by
acknowledging the difficulty in determining exact causes without clearer incident details. This example high-
lights the challenges in balancing between definitive causal analysis and appropriate uncertainty when visual
evidence is ambiguous. Refer back to Appendix C.3. . . . . . . . . . . ...

Model performance comparison on Why QA task: Top: Split-screen dashcam footage showing both driver
behavior (phone use) and road view leading to an incident. Middle: Models are asked about potential reasons
behind the driver’s actions, with ground truth (gray box) identifying distraction from phone use and possible
panic/distress. Bottom: Model responses demonstrate varying depths of causal analysis: Dolphin provides an
oversimplified response about road view, while Gemini-1.5 Pro offers a comprehensive multi-factor analysis
incorporating both observed behaviors (phone distraction) and possible underlying causes. IXC-2.5 stays fo-
cused on direct observables, while GPT-4V extensively analyzes multiple scenarios but maintains grounding
in the visible evidence (phone conversation). This example shows how models balance between observable
evidence (phone use) and inferring potential psychological states, with varying success in maintaining rele-
vance to the visual content. Refer back to Appendix C.3. . . . . . . . . .. ... ... ... ...

Model performance comparison on Description QA task: Top: Video frames showing an encounter be-
tween an elephant and a van on a rural road. Middle: Models are asked to describe the type of road event,
with ground truth (gray box) identifying it as both unsafe driving behavior and an animal-related wildlife
encounter. Bottom: Model responses show varying accuracy in event categorization and detail: Tarsier-3LB
incorrectly describes a collision, while IXC-2.5 (green circle) provides a well-balanced response that correctly
categorizes the event as "animal-related incident” while acknowledging the safety implications for all parties.
Gemini-1.5 Pro and GPT-4o offer accurate but differently focused descriptions, with Gemini emphasizing the
physical interaction and GPT-40 highlighting the broader safety context. This example demonstrates mod-
els’ varying abilities to balance between event classification, factual description, and safety implications in
unusual road scenarios. Refer back to Appendix C.3. . . . . . . . ... .. o oL

Model performance comparison on Description QA task: Top: Video frames show a collision between a
car and a bike on a curvy road. Middle: Models are asked to describe the actions of the entities involved in
the road event, with ground truth (gray box) identifying it near-miss incident that further led to the collision.
Bottom: Model responses show varying accuracy in event categorization and detail: All the models fail to
answer this question due to incorrect identifications. GPT-4o fails to identify the motorcycle that was initially
overtaking the auto that crashed a car. Tarsier-34B incorrectly identifies overtaking between the car and the
truck. Refer back to Appendix C.3. . . . . . . . .

Model performance comparison on Description QA task: Top: Video frames show a traffic violation
involving. Middle: Models are asked to describe the type of road event depicted in the video, with ground
truth (gray box) identifying it as a vehicle driving the wrong way on a one-way street. Bottom: All models
fail to recognize the violation. Refer back to Appendix C.3. . . . . . . . ... . ... ... ...

Model performance comparison on Description QA task: Top: Video frames showing a road safety aware-
ness video aimed towards pedestrians or motorcyclists at night. Middle: Models are asked to describe the
theme of the video, with ground truth (gray box) indicating that it is a safety awareness video. Bottom:
Model responses show varying accuracy in event categorization and detail: All the models except Dolphin
successfully capture the global context or theme of the video. Refer back to Appendix C.3. . . ... ... ..
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The image shows a qualitative analysis of the performance of GPT-40 Video LLM for two types of questions
- a generic question about the actions of the road entities, and a specific question about how the lack of proper
infrastructure affects different road users. The ground truth (GT) answers are provided, and the predicted
answers by the model are shown using icons - a red circle indicates the model’s prediction does not align well
with the ground truth, while a green icon indicates the model performs well. GPT-40 seems to be performing
well in specific questions than generic one. This performance gap could be because generic questions require
the model to infer the context while specific questions directly reference the event and entities, making it
easier formodels toanswerthem. . . . . . . . ... L L

A similar phenomena between the gap between generic and specific QAs is reflected in Gemini, as seen in the
PIevious eXample. . . . . . . ... e e e e e e e

A similar phenomena indicating the gap between generic and specific QAs is reflected in Tarsier, similar to
what was observed in the Gemini and GPT-40 in previous examples. . . . . . . . . . ... ... ... ....

The phenomena of the model performing better in specific QAs than their generic counterparts persist in IXC
aswell. . . e

Geographical location (country of origin) distribution of video tags. Tags with fewer than five videos are
omitted from the radar plot for clarity and to reduce clutter. . . . . . . . . . ... ... ... ...

Road Event Video Tags distribution. Tags with fewer than five videos are omitted from the radar plot for
clarity and toreduce clutter. . . . . . . . . . . L L e e e e

Traffic Violation Video Tags distribution. Tags with fewer than four videos are omitted from the radar plot for

Road Entity Action Video Tags distribution. Tags with fewer than 57 videos are omitted from the radar plot
for clarity and to reduce clutter. . . . . . . . ... e e

Viewpoint Video Tags distribution. . . . . . . . . . . . ..
Time of Day Tags distribution. . . . . . . . . . . . 0 o e e e e e e e

Road Type Video Tags distribution. Tags with fewer than 15 videos are omitted from the radar plot for clarity
andtoreduce Clutter. . . . . . . . . oL e e e

Weather Condition Video Tags distribution. Tags with fewer than five videos are omitted from the radar plot
for clarity and toreduce clutter. . . . . . . . . ...
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A. Data Collection

To identify relevant handles, we first created a multilin-
gual keyword dictionary covering traffic terminology, emer-
gency services, and regional variations (examples in Fig. 8).
Using this dictionary, we manually identified key handle
and analyzed their commonly used hashtags. Through hash-
tag mining and network analysis of these accounts, we dis-
covered related accounts. This approach resulted in a total
2,382 accounts. We then scraped their content (videos, cap-
tions, and replies) from 2012 onwards. We programmati-
cally filtered out tweets with fewer than four replies, retain-
ing only those with substantial discussion. Representative
hashtags and the handles are shown in Fig. 9. This system-
atic approach ensured the collection of road event content
with significant community interaction. Full list of key-
words, hashtags and handles will be released with dataset.

B. Annotation Strategy: QAs and Tags

B.1. Identifying Representative Road Event Sam-
ples

Our annotation strategy begins with identifying represen-
tative samples that capture the diversity of road events in
our multilingual dataset. As shown in Fig. 10, we first
implement a text preprocessing pipeline where tweets
undergo cleaning to remove URLs while preserving es-
sential content. For instance, a tweet Cyclist nearly
hit by car #0xfordStreet @MetPolice
https://t.co/xyzisreducedto Cyclist nearly
hit by car @MetPolice. Concurrently, we extract
and process hashtags separately, maintaining their semantic
value by removing only the # symbol (e.g. #RoadSafety
#CyclingUK #NearMiss becomes RoadSafety
CyclingUK NearMiss). For tweets lacking hash-
tags, we introduce a placeholder #NoHashTag. Using
OpenAI's GPT-3 text embeddings API [18], we gener-
ate separate embeddings for cleaned text and processed
hashtags. Our empirical analysis suggested that separately
computing embeddings for cleaned text and hashtags,
followed by their combination through averaging, yielded
more representative sample clusters compared to al-
ternatives such as embedding raw text or cleaned text
alone.

These combined embeddings then undergo a hierarchi-
cal k-means clustering with a divisive approach (Fig. 10).
The process begins with a single cluster and iteratively cre-
ates sub-clusters based on silhouette scores. Specifically,
after each k-means step, if the score improves or remained
stable, we proceed to divide sub-clusters further; if it de-
creases significantly (indicating poor separation), we halt
further splits for that branch of the hierarchy. This recursive
process continues until reaching either a minimum cluster
size or a predefined depth, with empirical analysis suggest-

ing optimal results at 95 clusters. This approach effectively
groups similar road events across languages. For exam-
ple, one cluster combines near-miss incidents like Bike’ s
near-miss with bus (Thailand) and Close call
with cyclist on Main Street (Australia), while
another groups illegal overtaking events such as Car
illegal overtaking from China and Dangerous
overtaking by bus on a bike lane from Aus-
tralia. Weather-related incidents form distinct clus-
ters including Car hydroplaning in heavy rain
on I-95 (USA) and Vehicle sliding on icy
road conditions (Canada). From each cluster, we
select five representative samples using a center-based ap-
proach. By computing the Euclidean distance between each
sample and its cluster center, we identify the samples that
best represent the cluster’s core characteristics while main-
taining linguistic and regional diversity. This systematic ap-
proach, validated through manual review, ensures our QA
generation is grounded in well-represented events across
our dataset.

B.2. Template Question Generation

To develop comprehensive template questions for our
dataset, we implemented an iterative approach based on
analysis of representative video samples and their associ-
ated social media discourse. Following our hierarchical
clustering process (Fig. 10), we selected 5 representative
videos from each of the 95 distinct clusters, creating a di-
verse corpus of 475 videos for detailed examination.
Formulating fundamental questions: In the initial phase,
we conducted manual analysis of the selected videos and
their associated tweet conversations, focusing on funda-
mental aspects of road events. We began by formulat-
ing basic questions such as What road event took
place in the video?

Formulating analysis questions: We expanded our tem-
plate set based on patterns observed in social media
discussions. For example, in videos involving accidents
and near-misses, conversations were frequently centered
on causal analysis. This observation led us to develop
questions specifically probing the potential causes and
motivations behind road events, such as What was the
primary reason behind the occurrence

of this incident? Similarly, discussion around
post-crash measures in relevant scenarios, led the inclusion
of template questions addressing response actions such
as What measures should be taken after
witnessing an event like this?

Template refinement: The template refinement process
was inherently iterative, with each round of video analysis
contributing to the evolution of our question set. A key
consideration was maintaining question generalizability
while preserving specificity where necessary. For instance,



"Traffic_General":

{
"English": ["traffic", "road", "highway", "street", "accident", "incident"],
"Spanish": ["trafico", "carretera", "autopista", "calle", "accidente", "incidente"],
"French": ["circulation", "route", "autoroute", "rue", "accident", "incident"],
"German": ["verkehr", "straRe", "autobahn", "unfall", "vorfall"],
”Japanese" : [II—X‘TL" , "J‘EE%" s |I%EEE§H , 'l%ﬁill s "J‘E?ﬁ'"] ,
llch_i nesell : ["&L" s ll/&ﬂgll , "%]‘E" s "%E&" , ll]‘EE%ll] ,
llH_i nd_i n : [llq‘l’a‘l’q‘l’a’ll , Ilmll , " " s llgﬁa’q‘l’ll , "W"] ,
"Korean": [IIE%II’ IIEEII’ llﬂ_ﬁ_iill’ IlAl__T'_ll’ lI%‘oglll] s
"Russian": ["aBuxenue", "mopora", "aBTocTpasa", "aBapua", "npoucwectBue"],
"Arabic!: [N GO e AT G ]

Ko

"Emergency_Services":

"English": ["police", "highway patrol", "traffic police", "emergency"],
"Spanish": ["policia", "guardia civil", "policia de trafico", "emergencia"],
"French": ["police", "gendarmerie", "police routiere", "urgence"],

"German": ["polizei", "verkehrspolizei", "notfall", "autobahnpolizei"],
”Japanese": [llﬁgzgll’ llﬁﬁg%g" s " %%'l’ 'l/\O ]\ D '_}l/"] ,

llch_inesell: [ll%gg"’ llﬁ%ll , "I’\"_’\"’ llmigll] s

llH_i nd_i mn : [ll " , Ilq‘l’a‘[’q‘l’a’ gm" , " " , Il“‘l’ﬁll] s

||K0rean||: [njc:;xapu’ "EE%’QH, |||7_|_;L|l’ ||€_§.n]’

"Russian": ["nonuuma", "mopoxHaa nonvuua', "natpynb", "upe3BblManiHbIn'"],
"Arabic”: [Moadl AkE" MR Mt kst ]

o

"Incidents":

{
"English": ["crash", "collision", "roadblock", "traffic jam", "construction"],
"Spanish": ["choque", "colision", "bloqueo", "atasco", "construccién"],
"French": ["collision", "embouteillage", "blocage", "construction"],
"German": ["zusammenstoR", "kollision", "stau", "baustelle"],
”Japanese" : [II#ET%" , ll;‘éj%,;%ll s |lij—$§ll , llIEll] s
llch_i nesell : [llm%" s lli%gll , llij—%ﬁill s llﬁEIll] s
llH_i nd_i n : ["W" , llq_ﬂ'gll s lla‘mll s llﬁq‘fu‘[ll] ,
||K0rean||: [n%%u’ "Jj'_%x“%", "%iH"’ ||_3_A|_n]’
"Russian": ["cTonkHoBeHue", '"npobka", "6nokupoBka", "cTpouTenbcTtso'],
"Arabic: [Mel" |, "oal | Maasyt el

o

"Recording_Devices":
{
"English": ["dashcam", "ccTv", "traffic camera", "surveillance"],
"Spanish": ["cdmara de coche", "ccCTVv", "camara de trafico", "vigilancia"],
"French": ["caméra embarquée", "vidéosurveillance", "caméra routiere"],
"German": ["dashcam", "lberwachungskamera", "verkehrskamera"],
"Japanese": ["FZ7A47La—&x-—", "ESBAHXT", "ZEHAT"],
"Chinese": [“fFEEIBRMY", "IfE", "SIBEEL"T,
"Hindi": [" RIRRIE <1 o2 i 11 KO 5| s 1 31 o aﬂqﬂ"],
"Korean": ["E£2{EtA" "ccTV", "WEIFIHE],
"Russian": ["Buaeopeructpatop", "kamepa HabnwozeHua", "popoxHas kamepa'],
"Arabic”: [Mopdl ST MEde S Ml s




"Hashtag_Templates"

"Location_Specific": {
"template": {

{
"English": ["#TrafficAlert", "#RoadIncident", "#Trafficupdate"],
"Spanish": ["#AlertaTrafico", "#Incidentevial", "#ActualizacionTrafico"],
"French": ["#AlerteCirculation", "#IncidentRoute", "#InfoTrafic"],
"German": ["#verkehrsMmeldung", "#verkehrsinfo", "#StauAlert"],
"Japanese": [#@J?TE:E" "ﬁf;gﬁzl?ﬁ" "%ﬁmﬁiﬁ"],
"Chinese": ["#ZZBiREE", "# B, "#E&R"],
"Hindi": [“#ATARITAYEAT", Wﬁ?ﬂr #efhdpamse],
"Korean": ["#uWESYE", "#*f qE", "#LEK"E"]
"Russian": ["#QopoxHasCuTyaumsa'", "#ATn", "#NpobkuCenvac"],
"Arabic": ["#osodl_Aa#" MGk Caba#" | Me)se ani]

Lo

"English": "[city]Traffic, [City]Roads, [City]Alert",
"Spanish": "[Ciudad]Trafico, [Ciudad]vial",
"French": "[ville]Circulation, [ville]Route",
"German": "[Stadt]verkehr, [Stadt]straRen",
"Japanese": "[#mh]%iE, [HFm]ER",
"Chinese": "[IM13@E, [HEm1ER",
"Hindi": "[Re]ICANT, [RBR]HSH",
"Korean": "[ZA|1LE, [EAIEZE",
"Russian": "[ropoa]lBwuxeHne, [Fopoa]foporun",
"Arabic": "[Anae]dsb[Ane] |, s
}
}
Search_combinations =
{
"basic": "[Language_Hashtag] + [City_Name] + [Incident_Type]"
"advanced": "[Emergency_Service] + [Recording_Device] + [Location]"
"monitoring": "[City_Name] + [Traffic_General] + [Emergency_Service]"
}

Figure 8. Multilingual Traffic Keyword Dictionary for Tweet Mining: A comprehensive dictionary of traffic-related keywords and
hashtags, designed for identifying road event content on social media. Terms span traffic incidents, emergency services, recording devices,
and location-specific templates. Effective usage involves combining terms across categories [Traffic_General] + [Incidents] and creating

location-specific searches.

certain questions (e.g. those about accident causation)
were not universally applicable across our diverse video
corpus. This recognition prompted us to reformulate the
questions to ensure broader applicability. For instance,
accident-related questions were reframed conditionally:
If the road event involves an accident

or a near-miss incident, explain how it
could have been prevented. We also incor-
porated universally applicable questions about recording
devices (e.g. What type of camera was used
to capture the video?) and geographical context
(e.g. In which country did this road event

take place?).

Spatial and temporal aspects in questions: Furthermore,
we carefully structured the questions to address both spatial
and temporal aspects of road events. Spatial questions
could be answered through single-frame analysis (e.g.
In which country did this road event
take place? or What were the weather
conditions or road visibility when the
video was captured?). While temporal ques-
tions inquire about event sequences and interactions
(e.g. Describe the actions performed by
the road entities involved in the road
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Figure 9. Visualization of Our Dataset’s Social Media Sources: (a) Wordcloud of 3,385 unique hashtags mined iteratively from Twitter
handles in our dataset, starting from initial accounts and expanding through network analysis of commonly used hashtags. (b) Wordcloud
of Twitter handles from the 2,382 accounts discovered through this iterative hashtag mining process.

Captions & Replies

Captions & Replies (cleaned)

Wheelie tries to overtake car with
lorry in front. Car honks at them to
get their attention and surprisingly
they said sorry. However, they
went on to perform wheelie and
they didn't have number plate. This
happened in New Airport Road,
Hennur. #wheeliestunt
#recklessdriving @blrcitytraffic
@Hennurutrps1234

RegEx

Wheelie tries to overtake car with
lorry in front. Car honks at them to
get their attention and surprisingly
they said sorry. However, they
went on to perform wheelie and
they didn't have number plate. This
happened in New Airport Road,
Hennur. @blrcitytraffic
@Hennurutrps1234

They don’t have helmets either.
Report this to police
www.traffPol.com

They don’t have helmets either.
Report this to police

OMG! This is so dangerous
#trashDriving

IOMG! This is so dangerous

RegEx

wheeliestunt recklessdriving rashDriving

Bike's near-
miss with bus

Close call with cyclist
on Main Street

Close call between
an animal and a
truck at highway

X

Car Aquaplaning
hydroplaning incident
in heavy rain Vehicle sliding d

JaA on icy road uring storm
conditions

Figure 10. Overview of Our Text Embedding and Clustering Pipeline: Left: RegEx-based cleaning is performed to separate tweet text
from hashtags and URLs. Then GPT-3 embeddings () were computed separately for both cleaned text and hashtags before combination.
Right: Resulting multilingual clusters of semantically similar road events via hybrid hierarchical k-means clustering (J§0). Refer back to
Appendix B.1

event or Specify the approximate time
interval where the key road event is
observed in the wvideo?). This dual approach en-

sures comprehensive coverage of both spatial and temporal
dimensions of road events.

The final set of 18 carefully curated questions, shown
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Figure 11. Hybrid Approach for QA Generation Combining Visual and Social Context: Left: Input video is segmented into 3-second
clips, with Qwen2-VL () generating captions (| ]) for each segment. Middle: Claude 3.5 Sonnet (oiia%) synthesizes these captions into
a comprehensive video summary (). Right: Final prompt combines this summary with cleaned social media text (caption & replies) to
generate relevant QA pairs using template questions. The prompt to generate caption for a video-segment (=) is illustrated in Fig. 12. The
full caption output (| ) for a video in our dataset is illustrated in Fig. 16 - 17. The prompt to generate summary of a video from its segment
captions () is illustrated in Fig. 13. The full summary output () for the same video is illustrated Fig. 18. Also, the prompt that utilizes

video summary, clean tweet text and template questions, to generate QA pairs corresponding to a video (=), is illustrated in Fig. 14 - 15.
O represents the initially generated QA pairs which will further be modified and refined as discussed in upcoming subsections.

in Fig. 14 - 15, were integrated into our LLM prompting
strategy which is described in the next subsection.

B.3. QA Generation via Hybrid Approach

To generate question-answer pairs for each video, we de-
veloped a hybrid approach that leverages both visual con-
tent and social media context. Our pipeline, illustrated in
Fig. 11, consists of three main stages that systematically
combine video understanding with social context.

First, we extract visual semantics by splitting each video
into 3-second segments and employ Qwen2-VL Video
LLM [33] to generate detailed captions for each segment.
The prompt (53) to generate caption () for a video-
segment is illustrated in Fig. 12. This temporal segmen-
tation ensures capture of fine-grained details and event pro-
gression. Next, these segment-wise captions are processed
by Claude 3.5 Sonnet Text LLM [1] to generate a cohesive,
visually-rich summary of the entire video. The prompt (&)
to generate summary of a video from its segment captions
is illustrated in Fig. 13. Finally, we combine this generated
summary () with cleaned tweet text (captions & replies) to
create contextually rich QA pairs using template questions
through Claude 3.5 Sonnet. The prompt (=) that utilizes

video summary, clean tweet text and template questions, to
generate QA pairs corresponding to a video, is illustrated in
Fig. 14 - 15. References for inputs and outputs at each stage
of this pipeline are provided in the Fig. 11. Fig. 19 demon-
strates the utility of social conversation in QA formation.

B.4. Specific QA Generation

To create a comprehensive question set with varying
difficulty levels, we developed an approach for generating
specific questions from generic template set (Fig. 14 -
15). While generic questions like What actions were
performed by the road entities involved
in the key road event? require complex temporal
reasoning and synthesis of multiple observations, specific
questions such as How was the truck involved
in the accident? focus on particular entities and
events, offering more straightfoward path for answer
formulation.

We developed a specialized prompt that instructs the
LLM (Claude 3.5 Sonnet) to act as an expert with com-
prehensive knowledge of driving norms across different
geographical regions. The prompt takes two inputs: the
generic QA pairs generated from our initial template-based



Video Segment Caption Generation Prompt

Instructions for writing the detailed description:

any significant changes or movements.

and easy to understand.

Generate a detailed and accurate description of a video.
Use the following details to create a clear and complete narrative:

1. Focus on describing key visual details such as appearance, motion, sequence of actions, objects
involved, and interactions between elements in the video.
2. Emphasize important points like the order of events, appearance and actions of people or objects, and

3. Give a thorough description, highlighting the key visual and temporal details while keeping it clear

Figure 12. Prompt design for generating segment-wise captions using Qwen2-VL Video LLM. The model generates detailed descriptions
for each 3-second video segment, capturing temporal visual information. Refer back to Fig. 11 or Appendix B.3.

Segment Caption Summarization Prompt

Instructions for writing the detailed description:

any repeated or conflicting details.

any significant changes or movements.

description of the entire video.

We split a video into segments and extracted detailed captions for each segment. The captions for all
segments can be found as follows, in the order of their occurrence. For example, 'Caption 1' corresponds
to the caption generated for the first video segment.

Generate a detailed and accurate description of the entire video as a paragraph, based on all the given
video captions. Make sure not to lose any important information. {input_captions}

Use the following details to create a clear and complete narrative:

1. Focus on describing key visual details such as appearance, motion, sequence of actions, objects
involved, and interactions between elements in the video.

2. Check for consistency between captions, and prioritize details that match the captions. Ignore any
conflicting or irrelevant details from the captions.

3. Combine and organize information from all captions into one clear and detailed description, removing

4. Emphasize important points like the order of events, appearance and actions of people or objects, and
5. Do not mention that the information comes from captions.
6. Give a thorough description, highlighting the key visual and temporal details while keeping it clear

and easy to understand. Use your intelligence to combine and refine the captions into an informative

7. Also, use your common sense to conclude what is going on in the video.

Figure 13. Prompt template for generating cohesive video summaries using Claude 3.5 Sonnet. The Text LLM combines segment-wise
captions to create a comprehensive temporal description of the entire video. Refer back to Fig. 11 or Appendix B.3.

approach (Fig. 14 - 15) and the corresponding video sum-
mary (e.g. Fig. 18) to generate contextually appropriate spe-
cific questions. The prompt (E!) to generate specific QA
pairs is illustrated in Fig. 20.

B.5. QA Refinement and Categorization

QA Refinement: To ensure our QA pairs are strictly video-
centric and maintain high quality, we developed a compre-
hensive refinement process that addresses the challenges in-
herent in social media discourse. Social media discussions
often contain non-visual information such as personal iden-

tifiers, historical references, and specific temporal details
that cannot be directly verified through video content alone.
To address this challenge, we designed a refinement prompt
(Fig. 21 - 22) for Claude 3.5 Sonnet Text LLM.

The refinement prompt takes the generic and specific QA
pairs generated in previous step as input and applies multi-
ple filtering criteria to ensure video-centricity. The process
eliminates references to social media context (e.g. ‘based on
replies’, ‘as mentioned in comments’) while preserving es-
sential information about entities and events. It standardizes
temporal references, converting specific dates and times-



QA Generation Prompt

You are an expert in understanding Road and Traffic Events with extensive knowledge of safe driving norms
across various geographical regions.

You are provided with a textual conversation related to a video posted on Twitter as well as a detailed
summary of that video. The textual conversation includes a caption and multiple replies in some cases.
However, you do not have access to the actual video.

Task:

- Describe the key road and traffic events discussed in the textual conversation while also referring to
the detailed video summary. (A key road event is the main focus of the video that is being discussed in
the textual conversation)

- Generate relevant Question-Answer (QA) pairs by analyzing key aspects discussed in the textual
conversation while also referring to the detailed video summary.

- In addition to the provided template questions, feel free to generate additional QA pairs that are
contextually appropriate.

Below is a set ofltemp1ate questionslfor forming QA pairs:

<Question-1> what type of camera was used to capture the video? </Question-1> (Type-of-Camera e.g.,
dashcam, vehicle-mounted camera, hand-held camera, cell-phone camera, cctv camera, surveillance camera,
drone camera, multiple-cameras i.e., not a fixed view point, etc. Do not specify the name of the camera
model, just specify its type.)

<Question-2> Describe the type of key road event captured in the video. </Question-2> (Type-of-Road-Event
e.g., safe/unsafe road infrastructure or driving behavior, dangerous, rash, or aggressive driving, road
rage, traffic violation, accident/crash, post-crash, near-miss, awareness of road safety, defensive
driving, etc.)

<Question-3> In which country did this road event take place? </Question-3> (Country-of-oOrigin e.g.,
India, UK, US, Japan, China, etc. Do not justify how you got the answer)

<Question-4> In which state, district, city/town/village, or locality did the road event occur?
</Question-4> (Location could be the name of a state, district, landmark, type of locality, like
city/town/village, etc. Specific-Location e.g., Hyderabad city, Big Ben London, etc.)

<Question-5> On which type of road or area, this event have taken place? </Question-5> (Type-of-Road
e.g., urban area, rural area, highway, flyover, turn, intersection, tunnel, bridge, T-junction,
roundabout, hilly or mountain area, etc. Do not justify how you got the answer. Do not specify the name
or address of the region where the event took place, just specify its type.)

<Question-6> When did this road event happen? </Question-6> (Time-of-Day e.g., morning, afternoon,
evening, night, etc. Do not specify the exact date or time in the generated answer.)

<Question-7> wWhat were the weather conditions or road visibility when the video was captured? </Question-
7> (e.g., sunny, rainy, windy, foggy, low visibility, etc.)

<Question-8> List down all the road entities involved in the key road event. </Question-8> (A road entity
can include road infrastructure objects like traffic signs, lane markings, barricades, etc. Road entities
can also include road users 1like cars, bikes, pedestrians, drivers, etc.)

<Question-9> Describe the visual characteristics of the listed road entities above </Question-9> (e.g.,
what was the vehicle's color?, was the headlight, brake Tight, or turn signal on?, what was the Tlicense
plate number?, was the rider wearing helmet or seat belt?, etc.)

<Question-10> Describe the actions performed by the listed road entities above. </Question-10> (e.g.,
illegal overtaking, overspeeding, swerving, yielding, cutting, etc.)

<Question-11> Describe any suspected reason or motive behind the actions of the involved road entities.
</Question-11> (e.g., thrill, road rage, impressing others, in a rush, aggressive, impatient, etc.)

<Question-12> If the road event involves an accident or a near-miss incident, what was the primary reason
behind its occurrence? </Question-12> (e.g., road rage, etc.)




etc.)

pedestrians or 3 people) in the generated answer.)

Tight violation, drunk driving, etc.)

most relevant measures.)

</Question-17>

Guidelines for Response:

- Do not justify how you got the answer.

conversation.

Ooutput Format:

{
"Summary": "",
"QA_pairs": [
{"Q" : " ’ "A" : " "} ’
{"Q": "", "A": ""},
{"Q": "", "A": ""},
{"Q": "", "A": "'}
]
}

<Question-13> If the road event involves an accident or a near-miss incident, Explain how it could have
been prevented. </Question-13> (e.g., by slowing down at the intersection, checking the rearview mirror,

<Question-14> If the road event involves an accident, Tlist down any casualties or road infrastructure
damage during the event. </Question-14> (e.g., people in the car died, bikers got injured, pedestrians
got hit by car, divider was damaged, etc. Do not specify the exact number of casualties (e.g., 5

<Question-15> List down all traffic rule violations associated with this road event </Question-15> (e.g.,
illegal overtaking, illegal overtaking by crossing solid lane markings, hiding license plates, Tlicense
plate not visible, helmet rule violation, no helmet, wrong-side driving, triple riding violation, red

<Question-16> What measures should be taken upon witnessing an unsafe driving situation during this road
event? </Question-16> (e.g., reporting any traffic violation, or unsafe road infrastructure to local
government authorities or police, fines, jail time, license ban, vehicle confiscation, etc. List only the

<Question-17> List down all the road safety advisories corresponding to the listed road entities.

<Question-18> List down all the Counterfactuals related to different road events or driving situations
that could have happened under different circumstances. </Question-18> (e.g., the biker would have met an
accident if the truck steered a Tittle towards the right, the incident could have been worse if there
were pedestrians by the roadside, If the car had not been speeding, it would have safely stopped before
the intersection and avoided being hit by the truck, etc.)

- DO NOT give any reference of the video summary and the textual conversation when answering the

questions. Also, avoid using phrases like 'based on the replies', 'based on the comments', 'based on the
conversation', 'based on the text', 'mention', 'conversation', 'caption', 'replies', 'comment', 'post',
'twitter', 'user', <name of the person>, etc., that may indicate that the generated answer is based on

the textual conversation. Instead, refer to the information as being inferred from the video.

- You can choose to ignore if some information seems irrelevant in the summary or the textual

- A1l answers should be concise, and important keywords should be highlighted using *bold* formatting.
- Do not generate a QA pair if the question is not applicable to the road event.

Your entire response must be formatted in JSON as shown below:

Figure 15. Complete QA generation prompt utilizing both video summary and social media context. Template questions guide Claude 3.5
Sonnet to generate relevant question-answer pairs capturing both visual and social context. Refer back to Fig. 11.

tamps to general indicators (e.g. ‘morning’, ‘night’). For
non-obvious causation, it enforces the use of speculative
language (e.g. ‘potential’, ‘likely’) while maintaining fac-
tual observations for directly visible events. Additionally,

the process mandates human-like sentence-form responses
and removes precise measurements such as exact speeds or
weather metrics that cannot be reliably inferred from video
content.
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{Caption 1: The video begins with a view from inside a vehicle at night, showing a road illuminated by 1
jstreetlights. various vehicles, including trucks and motorcycles, are visible on the road ahead, moving |
in the same direction as the viewer's vehicle. The scene is dark, with the headlights of other vehicles |
creating bright spots on the road surface. As the video progresses, the vehicles continue to move I
forward, maintaining their positions relative to each other. The road appears to be a multi-Tane highway,
lwith vehicles occupying different lanes. The background shows some roadside structures and trees, adding !
lcontext to the Tocation. The video maintains a consistent perspective from the driver's seat, providing al
|first-person view of the journey. |
jThe video continues to show the same nighttime scene from inside a vehicle. The road remains illuminated |
Iby streetlights, and various vehicles, including trucks and motorcycles, are visible on the road ahead, I
moving in the same direction as the viewer's vehicle. The scene remains dark, with the headlights of I
_other vehicles creating bright spots on the road surface. . .
Caption 2: The video captures a nighttime driving scene from the perspective of a vehicle's dashboard
camera. The view is through the windshield, showing the road ahead illuminated by various 1lights from
other vehicles and streetlights. The road is busy with multiple lanes of traffic, including cars,
motorcycles, and trucks. The vehicles are moving at different speeds, with some appearing to be
stationary or moving slowly due to traffic conditions. The scene is dynamic, with the motion of the
vehicles creating a sense of movement and activity. The background features buildings and streetlights,
adding to the urban nighttime atmosphere. The video maintains this consistent view of the busy road,
providing a continuous snapshot of the driving experience during the night.

Caption 3: The video captures a nighttime scene from the perspective of a vehicle's dashboard camera. The
view is directed forward, showing a busy street illuminated by streetlights and vehicle headlights. A
prominent three-wheeled vehicle with bright blue and red 1ights on top is seen ahead, driving in the same
direction as the viewer's vehicle. To the right of this three-wheeled vehicle, a motorcyclist wearing a
helmet and dark clothing rides alongside. The background features various buildings and signs, adding to
the urban atmosphere. The scene remains consistent, with minimal changes in the positions of the vehicles
and the surrounding environment, emphasizing the steady movement and typical night-time traffic scenario.

Caption 4: The video begins with a view from inside a vehicle at night, focusing on the road ahead. A
colorful auto-rickshaw with blue and purple 1lights is seen driving ahead on the right side of the road.
The background features streetlights and buildings, creating a typical urban night scene. The vehicle
follows the auto-rickshaw as it moves forward.

The scene continues with the same view from inside the vehicle, maintaining the focus on the road ahead.
The colorful auto-rickshaw remains visible, now slightly ahead and to the right of the vehicle's
position. The streetlights and buildings continue to line the road. The vehicle follows the auto-rickshaw
as it moves forward.

The video progresses with the same nighttime setting, showing the road ahead illuminated by streetlights.
The colorful auto-rickshaw is no Tonger visible, but another vehicle is seen driving ahead on the right
side of the road. The vehicle follows this new vehicle as it moves forward, maintaining the consistent
urban night scene with streetlights and buildings 1lining the road.

Caption 5: The video begins with a view from inside a car at night, showing a road illuminated by
streetlights. A white car is visible in the distance, moving away from the viewer's perspective. As the
video progresses, the white car continues to move further down the road, eventually turning right onto
another street.

The narrative develops as the white car moves further down the road, now approaching an intersection
where it turns left. The surrounding environment remains dark, with streetlights casting a dim glow on
the road. As the white car continues to move, it passes through the intersection and continues straight
ahead, eventually moving out of the frame to the right. The video concludes with the road empty,
maintaining the same nighttime setting.



Caption 6: The video begins with a view from inside a car at night, focusing on the illuminated
dashboard. The car is driving on a dark road with streetlights casting a bright glow on the asphalt. The
surroundings are dimly 1it, with occasional red lights visible in the distance. As the car moves forward,
the road ahead appears to be clear with no other vehicles in sight. The scene continues with the same
view, maintaining the focus on the illuminated dashboard and the dark road. The road remains clear, and
the surrounding environment is still dimly 1it with streetlights providing the main source of Tight. The
video progresses with the car continuing its journey down the dark road.

Caption 7: The video begins with a view from inside a car at night, driving on a road illuminated by
streetlights. The road is mostly empty, with only a few distant vehicles visible. As the car moves
forward, it passes through an intersection where a red traffic light is visible on the right side. The
car continues to drive straight ahead, maintaining its speed and direction. The scene remains consistent
throughout, with the car moving steadily down the road.

The video continues to show the same nighttime scene from inside the car. The car continues to move
forward on the road, passing through another intersection where a red traffic light is visible on the
right side. The road remains mostly empty, with only a few distant vehicles visible. The car maintains
its steady speed and direction throughout the sequence.

Caption 8: The video begins with a view from inside a car at night, driving on a well-1it road. The road
is illuminated by streetlights and the headlights of other vehicles, creating a bright path ahead. The
car moves forward, passing through an intersection where traffic lights are visible, although their
colors are not discernible due to the nighttime setting. The surroundings include buildings and trees
Tlining the sides of the road, adding to the urban atmosphere.

As the car continues its journey, it passes through another intersection with traffic lights, again with
no clear indication of their color. The road remains well-1it, and the surroundings remain consistent
with buildings and trees on either side.

Caption 9: The video begins with a view from inside a vehicle at night, driving on a road illuminated by
streetlights. The road is mostly empty, with only a few distant vehicles visible. As the vehicle moves
forward, it passes through an intersection where a red traffic light is visible on the left side of the
frame. The scene remains consistent with minimal changes in the surroundings, maintaining the same road
conditions and lighting throughout.

The narrative continues with the vehicle still driving on the same road at night. The road remains mostly
empty, with occasional distant vehicles passing by. The vehicle approaches another intersection where a
red traffic light is visible on the right side of the frame. The scene remains consistent with minimal
changes in the surroundings, maintaining the same road conditions and Tighting throughout.

The video progresses with the vehicle continuing to drive on the same road at night. The road remains
mostly empty, with occasional distant vehicles passing by. The vehicle approaches yet another
intersection where a red traffic Tight is visible on the right side of the frame. The scene remains
consistent with minimal changes in the surroundings, maintaining the same road conditions and lighting
throughout.

Caption 10: The video begins with a view from inside a vehicle at night, driving on a well-1it road. The
road is illuminated by streetlights, and other vehicles are visible in the distance, some with their
headlights on. The scene remains consistent as the vehicle continues to move forward, maintaining its
position on the road.

The narrative develops through a continuation of the same nighttime setting, with the vehicle still
moving forward on the well-1it road. The road is lined with streetlights, and other vehicles can be seen
in the distance, some with their headlights on. The scene remains consistent, with no significant changes
in the vehicle's position or the surrounding environment.

Caption 11: The video begins with a view from inside a car at night, focusing on the road ahead. The
car's headlights illuminate the road, which is lined with streetlights and signs. The scene remains
consistent as the car moves forward, with other vehicles occasionally passing by or parked on the side of
the road. The background features buildings and trees, adding to the urban nighttime setting.

The narrative continues with the same view from inside the car, maintaining the focus on the road ahead.
The car's headlights continue to illuminate the road, and the surrounding environment stays consistent
with streetlights, signs, buildings, and trees. Other vehicles are seen passing by or parked on the side
of the road, and the overall scene remains unchanged.

Caption 12: The video begins with a view from inside a vehicle at night, driving on a well-T1it road.



The road is illuminated by streetlights and the headlights of other vehicles, creating a bright path
ahead. The vehicle moves forward, passing various street signs and billboards on the side of the road.
The scene remains consistent as the vehicle continues to drive down the road, maintaining its speed and
direction.

The video develops through the continuation of the nighttime drive on the same well-T1it road. The vehicle
moves steadily forward, passing more street signs and billboards. The scene remains consistent with the
previous clips, showing no significant changes in the environment or the vehicle's movement.

Caption 13: The video begins with a view from inside a vehicle at night, driving on a two-lane road. The
road is illuminated by streetlights and the headlights of other vehicles, including cars and motorcycles.
The surroundings are dark, with some buildings and trees visible on the sides of the road. As the vehicle
moves forward, the background changes slightly, but the overall scene remains consistent with the same
Tighting and road conditions. The video continues to show the same view from inside the vehicle,
maintaining the focus on the road ahead. The dashboard still displays the headlights of other vehicles,
including a motorcycle with red Tights, are visible. The road is well-1it by streetlights, and the
surroundings remain dark with some buildings and trees visible on the sides. The vehicle continues to
move forward, and the background changes slightly, but the overall scene remains consistent with the same
Tighting and road conditions.

Caption 14: The video begins with a view from inside a vehicle at night, showing the road ahead
illuminated by the car's headlights. The road is wet, likely due to rain, and there are other vehicles
visible in the distance, including motorcycles and cars. As the vehicle moves forward, it passes through
an intersection where traffic lights are visible, and other vehicles can be seen waiting or moving
around. The scene continues with the vehicle driving along the same wet road, maintaining its speed and
direction.

The video then shows the vehicle continuing to drive along the wet road at night. A motorcycle with red
tail lights appears in front of the vehicle, and the rider is wearing a dark jacket. The motorcycle moves
slightly to the left, and the vehicle follows closely behind. The motorcycle eventually turns off the
road, and the vehicle continues straight ahead. The scene transitions to another part of the road where
the vehicle drives past a sign on the side of the road and continues along the wet road.

Caption 15: The video begins with a view from inside a vehicle at night, driving on a two-lane road. The
road is illuminated by the vehicle's headlights and the Tights of other vehicles ahead. The road has
white lane markings and yellow barriers on the sides. As the vehicle moves forward, it passes through
various intersections with traffic Tights and streetlights. The surroundings include buildings and trees
Tining the road. The vehicle continues to drive straight, passing more intersections and streetlights,
maintaining a steady pace.

The scene transitions to another view from inside a vehicle at night, again on a two-lane road. The road
is illuminated by the vehicle's headlights and the lights of other vehicles ahead. The road has white
Tane markings and yellow barriers on the sides. The vehicle moves forward, passing through intersections
with traffic lights and streetlights. The surroundings include buildings and trees lining the road. The
vehicle continues to drive straight, passing more intersections and streetlights, maintaining a steady
pace.

Caption 16: The video begins with a view from inside a vehicle at night, driving on a two-lane road. The
road is illuminated by the vehicle's headlights and streetlights, casting a bright glow on the asphalt.
The road has white Tane markings and a yellow divider on the right side. The background shows other
vehicles' Tights, including red taillights and white headlights, indicating traffic in both directions.
on the Teft side of the road, there are buildings and streetlights, adding to the urban nighttime
setting.

The video progresses with the vehicle still moving forward on the two-lane road. The road's features,
such as the white lane markings and yellow divider, remain unchanged. The background continues to show
other vehicles' lights, including red taillights and white headlights, indicating ongoing traffic. The
left side of the road still features buildings and streetlights.

Towards the end of the video, the vehicle approaches an intersection where other vehicles are present,
including a bus and a truck. The road's features, such as the white lane markings and yellow divider,
remain consistent. The background continues to show buildings and streetlights, maintaining the urban
nighttime setting.

Caption 17: The video begins with a view from inside a vehicle at night, driving on a road illuminated by
streetlights and the headlights of other vehicles. The road is marked with white Tines and has a yellow
divider on the right side. Buildings with 1it signs 1line the sides of the road, and various vehicles,
including cars and motorcycles, are visible in the distance. The scene captures the typical nighttime
urban environment with ongoing traffic.

As the vehicle continues to move forward, the surroundings remain consistent with the previous scene. The
road's white lines and yellow divider are still visible, and the buildings with 1it signs continue to



Tine the sides. The vehicle passes by a gas station on the Tleft side, and more vehicles, including cars
and motorcycles, are seen in the distance. The scene maintains the same nighttime urban environment with
ongoing traffic.

Caption 18: The video begins with a view from inside a vehicle at night, driving on a multi-Tane road.
The road is illuminated by streetlights and the headlights of other vehicles, creating a bright path
ahead. The vehicle moves forward, passing various street signs and buildings on both sides of the road.
The scene transitions to another view of the same road, still at night, with the same dashboard text and
logo visible. The vehicle continues to move forward, passing more street signs and buildings, and
eventually overtakes a white car. The video then shows a close-up view of the white car's rear, with its
brake 1ights illuminated, indicating it is slowing down or stopping. The vehicle continues to pass the
white car, which remains stationary. The video concludes with a view of the white car from behind, with
its brake lights still illuminated, as the vehicle passes by.

Caption 19: The video captures a nighttime scene on a multi-lane road, illuminated by streetlights and
the headlights of vehicles. A white car with the license plate 'KL 12 J 1638' is prominently featured in
the center lane, moving forward. To the left of the white car, a motorcyclist is seen riding alongside
it. The background reveals other vehicles and street signs, contributing to the urban setting. The
sequence of images shows minimal movement, suggesting a steady flow of traffic. The overall atmosphere is
calm and orderly, with no significant changes in the scene, emphasizing the routine nature of the
journey.

Caption 20: The video begins with a nighttime scene on a road, illuminated by streetlights and the
headlights of vehicles. A white car is prominently featured in the foreground, with its brake Tlights on,
indicating it is stationary or moving slowly. To the left of the car, a motorcyclist wearing a white
heTmet and jacket is seen riding a green motorcycle. The rider appears to be maintaining a safe distance
from the car. The background shows other vehicles and streetlights Tlining the road, creating a typical
urban night-time setting.

The video progresses with the same nighttime setting on the road. The white car is still stationary or
moving slowly, with its brake lights on. The motorcyclist continues to ride alongside the car,
maintaining a consistent distance. The background remains unchanged, with other vehicles and streetlights
visible. As the video concludes, the motorcyclist starts to move away from the car, heading towards the
left side of the frame, while the car remains stationary or moving slowly.

Caption 21: The video begins with a view from inside a car driving on a two-lane road at night. The road
is illuminated by streetlights and the car's headlights, casting a bright light on the asphalt. The road
is flanked by yellow barriers on both sides, and there are buildings and trees visible on the left side
of the road. As the car moves forward, the surroundings remain consistent, with the road stretching into
the distance and occasional streetlights and traffic signs appearing on the right side. The car continues
to move forward, maintaining its position on the road.

The scene continues with the same view from inside the car, now moving further down the two-lane road at
night. The road remains well-1it by streetlights and the car's headlights, with yellow barriers on both
sides. Buildings and trees are still visible on the left side of the road. The car continues to move
forward, passing by more streetlights and traffic signs on the right side of the road. The surroundings
remain consistent, with the road stretching into the distance.

Caption 22: The video begins with a view from inside a car at night, driving on a well-1it road. The road
is illuminated by streetlights and the car's headlights, casting a bright Tight on the asphalt. on either
side of the road, there are buildings with 1it windows and signs, indicating commercial establishments.
The car moves forward, passing various street signs and traffic lights, which are visible in the
distance. The car continues to move along the road, maintaining a steady pace.

The scene continues with the same nighttime setting, showing the car moving forward on the well-1it road.
The surroundings remain consistent with buildings on both sides, illuminated by streetlights and the
car's headlights. The car passes more street signs and traffic lights, and other vehicles can be seen in
the distance, including a truck on the left side of the road. The car maintains a steady pace, and the
video captures the motion of the vehicle as it moves along the road.

Caption 23: The video begins with a view from inside a car at night, driving on a well-1it road. The road
is illuminated by streetlights and the car's headlights, creating a clear path ahead. on the left side of
the road, there are buildings and signs, while on the right side, there are yellow barriers and some
greenery. The dashboard of the car is visible at the bottom of the frame, showing the speedometer and
other indicators. The car continues to move forward, maintaining a steady pace as it travels down the
road. The scene remains consistent with minimal changes in the surroundings, emphasizing the focus on the
road and the car's movement.



The video maintains this steady pace and consistent setting throughout, highlighting the importance of
safe driving practices.

Caption 24: The video begins with a view from inside a car at night, driving on a multi-lane road. The
road is illuminated by streetlights and the headlights of other vehicles. Oon the left side of the road,
there are buildings and signs, while the right side has a yellow divider. As the car moves forward, it
passes through an intersection where traffic lights are visible. The scene transitions to a wider view of
the road, showing more cars and streetlights. The car continues to move forward, passing through another
intersection with traffic lights and various signs. The video then shows a closer view of the road ahead,
with multiple lanes and vehicles moving in both directions. The car continues to drive forward, passing
through another intersection with traffic lights and various signs.

Caption 25: The video captures a nighttime view from inside a vehicle, focusing on the road ahead. The
scene is illuminated by streetlights and the headlights of other vehicles. The dashboard of the car is
visible at the bottom of the frame, showing the car's speedometer and other indicators.

The road 1is busy with multiple cars moving in both directions. Some cars are closer to the camera, while
others are further away, creating a sense of depth. The vehicles vary in size and color, with some
appearing as bright red taillights due to their distance. The background features buildings with Tit
windows and signs, contributing to the urban atmosphere. The sequence of images shows the car moving
forward, passing through intersections, and navigating around other vehicles. The overall scene conveys a
typical city night drive, with the focus remaining on the road and the surrounding traffic.

Caption 26: The video begins with a view from inside a car at night, showing a street illuminated by
streetlights and the headlights of the vehicle. In the distance, a motorcycle with its red taillight
visible is seen moving away from the camera's perspective. The background features buildings with Tit
windows and various signs, including a Targe billboard with an advertisement. The scene captures the
typical urban nightlife with minimal traffic.

The narrative continues with the same view from inside the car, maintaining the focus on the street
ahead. The motorcycle with the red taillight remains in the distance, and the surrounding environment
stays consistent with the previous scene. The buildings and signs continue to be visible, reinforcing the
urban setting.

Caption 27: The video begins with a nighttime view from inside a vehicle, showing a busy street
illuminated by various lights. A person on a motorcycle is seen riding ahead of the vehicle, with other
cars and motorcycles visible on the road. The rider is wearing a white shirt and a helmet. As the vehicle
moves forward, the rider maintains a steady pace, and the surrounding environment includes buildings with
1it billboards and signs. The scene continues with the same nighttime setting, where the rider on the
motorcycle is now seen from behind, still wearing the white shirt and helmet. The vehicle moves closer to
the rider, and the rider appears to be slowing down or stopping. The rider then loses control of the
motorcycle, causing it to fall onto its side. The rider falls off the motorcycle and Tands on the ground,
appearing disoriented. The video concludes with the rider still on the ground, trying to recover from the
fall, while the motorcycle remains on its side on the road.

Caption 28: The video begins with a nighttime view from inside a vehicle, showing a busy street
illuminated by the headlights of various vehicles. A person wearing a white helmet and a dark jacket is
seen lying on the ground in front of the vehicle's windshield, appearing to be injured or unconscious.
The scene remains static for a few moments before the person starts to move, slowly sitting up and
eventually standing up. The person then walks away from the vehicle, leaving the scene.

The narrative continues with the same nighttime setting, where the person who was previously lying on the
ground is now standing near the vehicle. The person appears to be assessing the situation or Tlooking for
help. The person stands still for a moment before walking away from the vehicle, moving towards the right
side of the frame. The scene remains static for a few moments, with the person still walking away.

Caption 29: The video begins with a nighttime scene on a busy street, illuminated by the headlights of a
vehicle. A person wearing a white shirt and dark pants is seen walking towards the vehicle from the left
side of the frame. As the person approaches, more individuals gather around the vehicle, including a man
in a light-colored shirt who appears to be inspecting or interacting with the vehicle. The background
shows buildings with 1it windows and various street signs, indicating an urban setting. The scene
develops as the group of people continues to gather around the vehicle, with some standing closer and
others moving around. A man in a light-colored shirt leans on the hood of the vehicle, while other
individuals stand nearby, engaged in conversation or observation. The background continues to show
buildings with 1it windows and various street signs, maintaining the urban setting.



Caption 30: The video begins with a nighttime scene on a busy street where a group of people has gathered
around a damaged car. The car, which appears to have been involved in an accident, is surrounded by
several individuals who seem to be assessing the situation or discussing the incident. A person wearing a
helmet and another in a white shirt are among those standing near the car. In the background, buildings
and streetlights illuminate the area, adding to the urban setting. The background remains consistent with
buildings and streetlights, maintaining the urban atmosphere.

The video then transitions to a split-screen view, showing two different perspectives of the same scene.
on the left side, the same group of people is seen standing around the damaged car, with the person in
the white shirt still present. On the right side, a close-up view of the damaged car is shown,
highlighting its front bumper and hood, which appear to be significantly damaged.

Caption 31: The video captures a nighttime scene on a busy street where a group of people has gathered
around a silver car that appears to have been involved in an accident. The car is positioned on the side
of the road, with its front end damaged and the hood 1ifted. The surrounding area is illuminated by
streetlights and the headlights of other vehicles, creating a contrast between the darkness of the night
and the artificial light sources. Several individuals are standing near the car, some of whom are wearing
white shirts with red badges or pins on their chests. One person is holding a helmet, suggesting they
might be a motorcyclist. The background features buildings and other vehicles, adding to the urban
setting. Throughout the video, the group of people remains mostly stationary, observing the situation.
The overall atmosphere is one of concern and curiosity as the individuals gather around the damaged
vehicle, possibly discussing the circumstances of the accident.

Caption 32: The video begins with a nighttime scene on a busy street where several people are gathered
around a damaged car. The car has visible damage to its front bumper and hood, indicating it may have
been involved in an accident. A person wearing a white shirt and helmet is seen making hand gestures,
possibly explaining or discussing the situation. Another individual in a black shirt with "INTENSITY'
written on it stands near the car, gesturing towards the damaged vehicle. The background shows a bustling
urban environment with illuminated buildings and streetlights, adding to the sense of urgency and
activity.

The scene continues to focus on the same busy street at night. The person in the black shirt with
'"INTENSITY' written on it remains near the damaged car, pointing towards it and gesturing as if
explaining something. The individual in the white shirt and helmet is also present, standing close to the
car. The background remains consistent with the previous scene, showing the same urban environment with
illuminated buildings and streetlights.

Caption 33: The video captures a nighttime scene on a busy street, illuminated by the glow of
streetlights and vehicle headlights. A group of people is gathered around a motorcycle that has been
involved in an accident. The motorcycle lies on its side on the road, with its helmet placed nearby.
Several individuals are standing around the motorcycle, engaged in conversation and assessing the
situation. One person, dressed in a black shirt with 'INTEGRITY' written on it, is holding a mobile
phone, possibly capturing the scene or communicating with someone. Another individual, wearing a blue
shirt, stands near the motorcycle, seemingly observing the situation. The background reveals a bustling
urban environment with buildings, street signs, and other vehicles passing by. The scene remains largely
unchanged, with the group continuing to discuss the incident and the motorcycle remaining stationary on
the road.

Caption 34: The video captures a nighttime scene on a busy street where an accident has occurred. The
view is from inside a vehicle, with the windshield showing the aftermath of the incident. A motorcycle
lies damaged in front of the car, and several people are gathered around it. One person, wearing a black
shirt with "INTENSITY' written on it, is seen moving around the area, possibly assessing the situation or
looking for something. The background is illuminated by streetlights and the headlights of other
vehicles, creating a contrast between the darkness of the night and the bright lights. The scene remains
largely unchanged throughout the video, with minimal movement from the individuals present.

Caption 35: The video begins with a nighttime scene on a busy street, illuminated by the glow of
streetlights and vehicle headlights. A group of people is gathered around a motorcycle accident, with
some standing near the damaged motorcycle and others observing from a distance. The background features
buildings with 1it windows and billboards, adding to the urban atmosphere. A white car is parked nearby,
and other vehicles are visible in the distance. The scene remains largely static, with minimal movement
from the individuals present. The narrative continues with the same nighttime setting on the busy street.
The group of people remains focused on the motorcycle accident, with one person walking towards the
camera and another walking away. The white car and other vehicles continue to be visible in the
background. The scene maintains its static nature, with minimal changes in the positions of the
individuals and vehicles.



Caption 36: The video captures a nighttime scene on a busy street, illuminated by the glow of
streetlights and vehicle headlights. The view is from inside a car, with the windshield reflecting the
surrounding environment. In the foreground, two men stand near a damaged motorcycle, one wearing a white
shirt and the other in a blue shirt. They appear to be inspecting the damage or discussing the situation.
The background shows several people standing around, some observing the scene while others are engaged in
conversation. Cars and motorcycles are visible on the road, indicating ongoing traffic.

As the video progresses, the focus remains on the two men near the damaged motorcycle. The man in the
white shirt continues to inspect the motorcycle, while the man in the blue shirt stands nearby,
occasionally looking at the motorcycle. The background remains consistent with several people standing
around, some engaged in conversation, and vehicles moving on the road.

Caption 37: The video captures a nighttime scene on a busy street where a group of people has gathered
around an overturned motorcycle. The setting is illuminated by the glow of streetlights and vehicle
headlights, creating a dramatic atmosphere. The motorcycle lies on its side, with its wheels detached and
scattered nearby. Several individuals are standing around the motorcycle, engaged in conversation or
observing the situation. One person, dressed in a white shirt and dark pants, stands near the motorcycle,
while others are scattered around the area. In the background, buildings with 1it windows 1line the
street, and a few vehicles can be seen moving through the scene. The overall mood of the video is somber
and reflective, as the people appear to be discussing the incident that led to the motorcycle's
overturning.

Caption 38: The video captures a nighttime scene on a busy street where a group of people has gathered
around an accident involving a motorcycle. The scene is illuminated by the headlights and taillights of
various vehicles, creating a dynamic and somewhat chaotic atmosphere. The individuals present are engaged
in conversation and appear to be discussing the incident. A person wearing a helmet stands near the
motorcycle, which Ties on the ground, indicating that it was involved in the accident. The background
features buildings with Tit windows and signs, adding to the urban setting. The overall mood of the video
is somber and reflective, emphasizing the importance of safe driving practices.

Caption 39: The video takes place at night on a busy street, illuminated by various Tlights from vehicles
and buildings. A person wearing a black shirt with the word "INTENSITY' in white letters stands near a
motorcycle that has been knocked over. The individual appears to be engaged in an activity involving the
motorcycle, possibly adjusting or inspecting it. In the background, several people are walking around,
some of whom are Tooking towards the motorcycle. The scene is bustling with activity, and the atmosphere
suggests a sense of urgency or concern.

As the video progresses, the person in the black shirt continues to interact with the motorcycle, making
adjustments or repairs. The background remains busy with pedestrians moving about, and the overall
atmosphere stays consistent with the previous scene. The person's actions are focused and deliberate,
indicating a serious engagement with the task at hand.

Figure 17. Example of generated captions for each of the three-second segment of the video via the pipeline demonstrated in Fig. 11

The refinement prompt (Fig. 21 - 22) implements spe-
cific guidelines for different types of questions and an-
swers. For instance, when describing road events, loca-
tion information is stripped to focus solely on event char-
acteristics. Entity descriptions maintain specificity when
clearly visible (e.g. ‘school bus’ vs. generic ‘vehicle’)
while avoiding unverifiable details. This structured ap-
proach ensures that final QA pairs remain answerable solely
through video content while retaining the ability to de-
scribe complex road events through observable facts and
reasonable inferences. For example, while we remove spe-
cific speed measurements like ‘80 km/h’, we retain qual-
itative assessments like ‘high speed’. Similarly, instead
of stating driver was angry, we describe observable
behaviors like vehicle swerved across lanes
potentially intimidating a cyclist.

Eliminating potentially harmful and biased tweet con-

tent via multi-stage filtering: Prompt-level: Strict road-
event focused prompting and curated template questions
within the prompt (Supp, Fig. 8). LLM-level: Built-in
guardrails of LLMs used in our data generation pipeline
eliminate harmful and inappropriate content to some extent.
Post QA generation level: QA pairs with overly subjective
or speculative content are removed. (Supp, Fig. 14-15,
Sec: 2.5). Human verification level: Independent annota-
tors review each QA pair against predefined criteria. They
reject pairs that violate our guidelines, e.g. including un-
verifiable details (Supp, Fig. 14-15). Final acceptance is
determined through majority voting, minimizing individual
bias. VLM Training: The measures described above have
ensured VLMs trained on our data do not inherit any bi-
ases. In future, it might be possible to additionally mitigate
social media bias by leveraging world knowledge from ex-
ternal sources.
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Caption Summary: The video captures a nighttime drive from the perspective of a vehicle equipped with a
dashboard camera. The drive takes place on various well-Tlit urban roads, illuminated by streetlights and
the headlights of other vehicles. The car moves steadily along these roads, passing through
intersections, under bridges, and past buildings with 1it signs. The surroundings typically include trees
Tining the roads, buildings in the distance, and occasional traffic signs and barriers.

Throughout the journey, the dashboard displays the time and date, which varies across different segments
of the video but generally shows late night or early morning hours.

The video captures different traffic conditions, from relatively empty roads to busier streets with other

vehicles visible. In some segments, the car follows other vehicles, including motorcycles and cars,

maintaining a safe distance.

Occasionally, the video shows the car passing by specific landmarks or signs.

The road conditions vary slightly throughout the video, with some segments showing wet roads, possibly
due to recent rain. The car navigates through straight roads, gentle curves, and intersections with

traffic lights.

In a few instances, the video captures scenes of what appears to be a motorcycle accident, with people
gathered around a damaged motorcycle on the side of the road.

overall,

the video presents a consistent nighttime driving experience in an urban environment,

highlighting safe driving practices and road conditions.

Figure 18. Example of generated video summary from the captions via Text LLM, via the pipeline demonstrated in Fig. 11.

QA Categorization: We developed a categorization frame-
work for our refined QA pairs to match each question
from the refined QA pairs against the same set of 18 tem-
plate questions that were used in our hybrid QA generation
approach (see Appendix B.3). These template questions
span a range of complexity levels, from basic observational
queries (e.g., camera type, weather conditions) to complex
analytical questions addressing causation, prevention, and
counterfactual scenarios.

In this matching process, we prompt Claude 3.5 Sonnet
Text LLM to assign a similarity score from O to 5 to each
QA pair, where 5 indicates perfect alignment with a tem-
plate question and 0O indicates no meaningful similarity. For
example, a question like What recording device
was used? would receive a high similarity score with

the template What type of camera was used to
capture the video?, while a question about video
purpose would receive a score of 0 as it doesn’t align with
any template. To ensure categorization quality, QA pairs
receiving low similarity scores undergo expert review for
potential refinement or removal. This human-in-the-loop
validation helps maintain the integrity of our categorization
while ensuring comprehensive coverage across all aspects
of road event analysis. The complete categorization process
and scoring mechanism is implemented through carefully
designed prompt (&}) shown in Fig. 23 - 24.

B.6. Incompatible QA Generation

To evaluate Video LLMs’ resilience to hallucination and
their ability to discriminate between road and non-road
events, we developed an approach for generating incompat-
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Figure 19. Demonstrating the importance of hybrid information sources for QA generation. While the video summary (Fig. 18)
captures basic visual elements (e.g. ‘nighttime’, ‘streetlight illumination’), the tweet conversation provides crucial contextual information
(shown by colored boxes) missing from the visual description alone. This example illustrates why our approach combines both video
summaries and social media context to generate diverse and socially-informed QA pairs.

Specific

Generation Prompt

You are an expert on understanding Road and Traffic Events and have extensive knowledge of safe driving
norms across different geographical regions.

You are provided with a set of question-answer (QA) pairs and a video summary in JSON format. These QA
pairs are designed for road event understanding through videos.

Your task is to regenerate the QA pairs that are more specific and contextually appropriate.

Output Format:
Your entire response must be in JSON format as follows:
{
"Summary": "",
"QAs": [
{"Q": "", "A": "", "Question-Type": ""},

Figure 20. Prompt design for generating specific QA pairs from generic templates. The expert-driven prompt transforms generic questions
into contextually specific ones while maintaining alignment with predefined categories (e.g., Camera Device, Road Event Type, Actions).
The prompt takes generic QA pairs and video summaries as input and generates specific questions that capture detailed aspects of road
events while preserving the taxonomic structure. Refer back to Appendix B.4.

ible QA pairs. The process involves a three steps: video incident, activity, or condition occurring on or around the

classification, summarization, and QA generation. roadway that affects traffic flow, safety, or road usage’ and
assigns a confidence score between 0 and 1, providing de-

Identlfylng non-road event videos: FirSt, we employ a Spe- tailed reasoning for the classification.

cialized prompt () to classify videos as road or non-road

events. The prompt (Fig. 25) defines road events as ‘any Non-road event video summarization: Videos confirmed as



QA Refinement Prompt

The objective of the input QA pairs is to help understand different aspects of the road and traffic
events or provide insights into different safe driving practices based on the posted video. However,
access to the video and the textual conversation is not available.

YOUR TASK IS TO:

1. Rewrite the answers given in JSON format such that they DO NOT give any reference of the video summary
and the textual conversation when answering the questions. Also, avoid using phrases Tike 'based on the
replies', 'based on the comments', 'based on the conversation', 'based on the text', 'mention',
'conversation', 'caption', 'replies', 'comment', 'post', 'twitter', 'youtube', 'hashtag', 'user', <name
of the person>, 'QA', etc., that may indicate that the generated answer is based on the textual
conversation. Instead, refer to the information as being inferred from the video.

2. If any part of the answer lacks sufficient information, either remove that specific part or exclude
the entire question and answer pair.

3. Make corrections in the existing QA pairs as per the following additional instructions:

SPECIFIC INSTRUCTIONS:

Describe the Type of Road Event: when the question asks for the "type of road event", do not include the
location in the answer. Only mention the event type and describe it. Following are the examples of
'valid' and 'invalid' answers. Note that the 'Invalid' answer contains the name of the location.

####H SRR valid Example ######HEHHHARERERHH
Question: Describe the type of road event captured in the video.
Answer: The video captures multiple traffic violations and unsafe driving behavior.

HHBHHHHRAH R RHE Invalid Example #######BHH##BRHHBHHH

Question: Describe the type of road event captured in the video.

Answer: The video captures multiple traffic violations and unsafe driving behavior during a typical
morning in Hoboken.

A few examples of the "type of road events or traffic events:

- Road Safety awareness and safe driving education through demonstration, advertisement, social
initiative, or traffic rule or policy change: It can be about front and back seatbelt usage, safe driving
advisory around vulnerable road users, driving tests, impact of over speeding, wearing helmet, car not
rushing lane change, etc.

- Road Rage: Attacking and causing damage to a vehicle, riders using derogatory body language, absurd
language by riders, cutting in and stops another vehicle's path and getting into argument, bus drivers
fighting on the road, etc.

- Dangerous or Rash Driving: Using phone while riding, abrupt lane changes, zig zagging behavior,
wheeling stunt, standing on bike while riding, overtaking during turn, person jaywalking in front of a
car, etc.

- Accident: Car overturned, collision between vehicle and road infrastructure, bus skids due to
hydroplaning, collision between vehicles, etc.

- Near-miss: Near-miss incident between car and pedestrian, Near-miss incident between motorcycle and
truck, etc.

- Faulty Road Infrastructure: Traffic cone fallen in middle of road, no amber 1ight only green or red on
the intersection, etc.

- Animal Related Accident: Deer jumped onto a biker, dog ran over by truck, etc.

- Traffic violations: Overtaking by crossing the solid yellow line, wrong side driving, riding on
footpath, not wearing helmet, triple riding on motorcycle, red light violation, parking vehicle on
footpath, etc.

- Post Crash: Report of crashed vehicles, overturned vehicle on slippery road, multiple vehicle
collisions on slippery road, etc.

- Defensive Driving: maintaining safe following distance, avoiding distractions, speed control, Tlane
discipline, yielding to pedestrians, etc.

Listing_Road Entities: When the question asks for "List down all the road entities
observed/present/visible in the video.", A few examples of how you should rephrase this question are:
"what entities are involved in the road event?" or "what entities are observed during the road event?" or
"what entities are involved in the accident?" or "what entities are involved in the traffic violation?"




or "what entities are involved in the near-miss incident?", etc.

Speculative Answers: If the answer involves speculating the cause of an event that is not directly
obvious just by watching the video, use terms like “potential”, “likely” or “probably” to indicate
speculation. Following are the examples of 'valid' and 'invalid' answers. Note that the 'Invalid' answer
contains the cause or reason that is highly unlikely to be known by watching only a video.

BEHHHAHHHR R A#HE Valid Examples #######HHHHHH#HHHHEHE

Question: what type of road event is depicted in the video?

Answer: The video depicts a dangerous and rash driving incident involving a potentially drunk driver
ramming into a person standing near a toll booth, resulting in serious injuries to the person.

Question: Describe the actions of the road entities involved in the event.
Answer: The driver of the car was probably asleep and that's why diverted from its lane, leading to a
head-on collision with the white van.

HEHHHAH AR Invalid Examples ######HHHHH#H#HHH

Question: what type of road event is depicted in the video?

Answer: The video depicts a dangerous and rash driving incident involving a drunk driver ramming into a
person standing near a toll booth, resulting in serious injuries to the person.

Question: Describe the actions of the road entities involved in the event.
Answer: The driver of the car was asleep and that's why diverted from its Tane, leading to a head-on
colTlision with the white van.

Objective Information: Express only factual or objective information about the road event, avoiding
subjective feelings. Following are the examples of 'valid' and 'invalid' answers.

Note that in the first example, "intentionally" is a subjective term because just by watching the video,
one wouldn't know if the action performed by the vehicle which is "swevering" 1is intentional or not.
Also note that "intimidation" is again a subjective feeling that might not directly be visible just by
watching a video. Therefore either remove it or use a speculative term Tlike "potential", "likely", etc.

BEHHHAHH R Valid Examples ######HHHHHHHHHHEH

Question: what type of road event is depicted in the video?"

Answer: The video captured an instance of aggressive driving, where a vehicle swerved across lanes
potentially intimidating a cyclist.

Question: Can you describe the actions of the drivers in the road event?
Answer: The actions performed include collision and verbal confrontation.

HEHHHHH AR Invalid Examples ######HHHHHHHHHH

Question: what type of road event is depicted in the video?"

Answer: The video captured an instance of aggressive driving, where a vehicle intentionally swerved
across lanes to intimidate a cyclist.

Question: Can you describe the actions of the drivers in the road event?
Answer: The actions performed include intentional collision and verbal confrontation.

Weather Conditions: Do not include specifics about the weather condition in the answers. Following are
the examples of 'valid' and 'invalid' answers. Note that the 'Invalid' answer contains the specific
number like '161' AQI that is unlikely to be known from a video.

HHtHH#H## SRR #EE Valid Example ######SHIHHA##HBRIHH
Question: what were the weather conditions or road visibility when the video was captured?
Answer: The sky was hazy.

non-road events then undergo detailed visual summariza- visual details, temporal sequences, and object interactions.

tion using a structured prompt (Fig. 26) that captures key
Generating mismatched QA pairs: For generating incom-



HEHHHHAH A Invalid Example ######HHHH#HHHHE
Question: what were the weather conditions or road visibility when the video was captured?
Answer: The sky was hazy and the Air Quality Index (AQI) was 161 when the video was captured.

Specific Entity Involvement: If more information is provided in the text regarding the road entities
involved in the accident, mention them in answer. Do not mention the name of the road entities if
unsure. The answer in "Could be better example" is correct but as shown in "Good example".

#itHH#######HH Could be better Example #############H
Question: what type of road event is depicted in the video?
Answer: The video depicts a head-on collision.

#it#HH## RS AR Good Example ########HHHHHHAH###HHH

Question: what type of road event is depicted in the video?

Answer: The video depicts a post crash event showing the damage caused by a head-on collision between a
school van and a school bus. It highlights the issue of unsafe school transportation and the need for
ensuring child safety on roads.

Exact Speed: Do not include exact speed in the answers.
Following are the examples of 'valid' and 'invalid' answers. Note that the 'Invalid' answer contains the
specific number '80 km/h' which is unlikely to be known by watching a video.

BER#HHHH#HHAAAAAAREE VAlid Example #########HHHHHT T
Question: Describe the actions performed by the Tisted road entities above.
Answer: The car in the video was likely driving at a high speed.

HHHH#H#H RS A##E Invalid Example ######HH####BREHIHH
Question: Describe the actions performed by the Tisted road entities above.
Answer: The car in the video was 1likely driving at a high speed, possibly around 80 km/h.

Sentence Form Answers: Answers should be in sentence form, not lists or dictionaries.
Following are the examples of 'valid' and 'invalid' answers. Note that the 'Invalid' answer contains a
Tist. The response should sound Tike a human has written it as shown in the 'valid' answer.

#itHH### RS #EE Valid Example ######HHHAH#H##SRRHHH
Question: List down all the road entities observed during the road event.
Answer: vehicles and a disabled traffic signal.

HEHHHH#H RS Invalid Example ######HHHH#H##HEHH
Question: List down all the road entities observed during the road event.
Answer: ['vehicles', 'disabled traffic signal']

Figure 22. QA refinement prompt: The prompt implements comprehensive guidelines for (1) removing social media references, (2)
standardizing temporal information, (3) enforcing speculative language for non-obvious causation, (4) maintaining objective observations,
and (5) ensuring human-like sentence-form responses. Refer back to Appendix B.5

patible QA pairs, we sample questions generated for our
road event videos and apply them to these confirmed non-
road videos. We modify our hybrid QA generation ap-
proach by incorporating additional prompting constraints.
The modified prompt explicitly acknowledges the video’s
non-road nature and requires the model to articulate the in-
compatibility between road-event questions and the video
content based on the non-road even summary generated in
the previous step. This approach generates responses that
highlight the fundamental mismatch between the question’s
assumptions and the video’s actual content.

This methodology serves multiple purposes: testing QA
generation pipeline robustness, evaluating Video LLMs’

ability to recognize and reject inappropriate questions, and
generating training data for improving model discrimina-
tion. Fig. 25, Fig. 26 and Fig. 27 illustrates the prompts
utilized for generating Incompatible QA pairs for non-road
event videos.

B.7. Adversarial QA Generation

To evaluate Video LLMs’ ability to recognize and reject
misleading assumptions, we developed an approach for
generating adversarial QA pairs. These QA pairs specifi-
cally test models’ capabilities in identifying non-occurring
road events and avoiding hallucination by introducing ques-
tions about events, objects, or actions that are not present in



QA Categorization Prompt

You are an AI assistant tasked with matching each of the 'Q’ fromlthe user-provided QA[pairs with a set
of template questions and finding which template question, a 'Q' is the most closest to

User provides a set of QA pairs as a list of dictionaries format, in the form:

[{'Q": "', 'A": "'}, These are the final (Generic

{'Q': "', 'A': "'}, E & Specific) QA pairs E
Q' ', A" '} ; obtained after the E
] : Refinement process :

Each of the QA pairs might belong to one of the following template questions:

<Question-1> what type of camera was used to capture the video? </Question-1> (Type-of-Camera e.g.,
dashcam, vehicle-mounted camera, hand-held camera, cell-phone camera, cctv camera, surveillance camera,
drone camera, multiple-cameras 1i.e., not a fixed view point, etc. Do not specify the name of the camera
model, just specify its type.)

<Question-2> Describe the type of key road event captured in the video. </Question-2> (Type-of-Road-Event
e.g., safe/unsafe road infrastructure or driving behavior, dangerous, rash, or aggressive driving, road
rage, traffic violation, accident/crash, post-crash, near-miss, awareness of road safety, defensive
driving, etc.)

<Question-3> In which country did this road event take place? </Question-3> (Country-of-origin e.g.,
India, UK, US, Japan, China, etc. Do not justify how you got the answer)

<Question-4> In which state, district, city/town/village, or locality did the road event occur?
</Question-4> (Location could be the name of a state, district, Tandmark, type of locality, like
city/town/village, etc. Specific-Location e.g., Hyderabad city, Big Ben London, etc.)

<Question-5> on which type of road or area, this event have taken place? </Question-5> (Type-of-Road
e.g., urban area, rural area, highway, flyover, turn, intersection, tunnel, bridge, T-junction,
roundabout, hilly or mountain area, etc. Do not justify how you got the answer. Do not specify the name
or address of the region where the event took place, just specify its type.)

<Question-6> When did this road event happen? </Question-6> (Time-of-Day e.g., morning, afternoon,
evening, night, etc. Do not specify the exact date or time in the generated answer.)

<Question-7> What were the weather conditions or road visibility when the video was captured? </Question-
7> (e.g., sunny, rainy, windy, foggy, low visibility, etc.)

<Question-8> List down all the road entities involved in the key road event. </Question-8> (A road entity
can include road infrastructure objects like traffic signs, lane markings, barricades, etc. Road entities
can also include road users Tike cars, bikes, pedestrians, drivers, etc.)

<Question-9> Describe the visual characteristics of the Tisted road entities above </Question-9> (e.g.,
what was the vehicle's color?, was the headlight, brake Tight, or turn signal on?, what was the Ticense
plate number?, was the rider wearing helmet or seat belt?, etc.)

<Question-10> Describe the actions performed by the listed road entities above. </Question-10> (e.g.,
illegal overtaking, overspeeding, swerving, yielding, cutting, etc.)

<Question-11> Describe any suspected reason or motive behind the actions of the involved road entities.
</Question-11> (e.g., thrill, road rage, impressing others, in a rush, aggressive, impatient, etc.)

<Question-12> If the road event involves an accident or a near-miss incident, what was the primary reason
behind its occurrence? </Question-12> (e.g., road rage, etc.)

<Question-13> If the road event involves an accident or a near-miss incident, Explain how it could have
been prevented. </Question-13> (e.g., by slowing down at the intersection, checking the rearview mirror,
etc.)

<Question-14> If the road event involves an accident, Tist down any casualties or road infrastructure
damage during the event. </Question-14> (e.g., people in the car died, bikers got injured, pedestrians
got hit by car, divider was damaged, etc. Do not specify the exact number of casualties (e.g., 5
pedestrians or 3 people) in the generated answer.)




Tight violation, drunk driving, etc.)

most relevant measures.)

</Question-17>

### Task:

Questions', one by one.

indicates the highest similarity.

### Example Response:

<Question-15> List down all traffic rule violations associated with this road event </Question-15> (e.g.,
illegal overtaking, illegal overtaking by crossing solid lane markings, hiding license plates, Ticense
plate not visible, helmet rule violation, no helmet, wrong-side driving, triple riding violation, red

<Question-16> What measures should be taken upon witnessing an unsafe driving situation during this road
event? </Question-16> (e.g., reporting any traffic violation, or unsafe road infrastructure to local
government authorities or police, fines, jail time, license ban, vehicle confiscation, etc. List only the

<Question-17> List down all the road safety advisories corresponding to the listed road entities.

<Question-18> List down all the Counterfactuals related to different road events or driving situations
that could have happened under different circumstances. </Question-18> (e.g., the biker would have met an
accident if the truck steered a Tittle towards the right, the incident could have been worse if there
were pedestrians by the roadside, If the car had not been speeding, it would have safely stopped before
the intersection and avoided being hit by the truck, etc.)

1. Read each of the questions 'Q' in the JSON, and compare it with all the questions in the 'Sample

2. Find out the most similar sample question corresponding to the 'Q', and output the index of that
sample question. Also, assign similarity score between 0 to 5, where 0 indicates no similarity and 5

For example, if <Question-5> is most similar to the 'Q', then output: "sample_question_index": "5",
"sample_question_similarity_score": "4"

3. If a 'Q" is not similar to any of the sample questions, then assign the "sample_question_index": "-1"
and "sample_question_similarity_score": "0"

[

{"Q": "what type of camera recorded the video?", "The video was recorded using a bicycle-mounted
camera.", "template_question_index": "1", "template_question_similarity_score": "4.9"},

{"Q": "what road entities are involved in the road event.", "A": "The road entities involved are
construction workers, paving stones, traffic cones, construction materials, and a partially completed
paved area.", "template_question_index": "8", "template_question_similarity_score": "4.7"},

{"Q": "what was the purpose of capturing this video?", "A": "The video was captured to provide proof
for reporting the incident to legal authorities.", "template_question_index": "-1",
"template_question_similarity_score": "0"},

1

Figure 24. QA categorization prompt design. The prompt (1) matches each refined question against 18 predefined template questions
used in QA generation, (2) assigns similarity scores (0-5), and (3) provides examples demonstrating proper template matching for various

question types. Refer back to Appendix B.5

the video.

The generation process employs Claude 3.5 Sonnet
Text LLM to analyze the generated QA pairs (from
Appendix B.5) associated with a video and create new
questions that maintain the road safety context while
introducing irrelevant elements. For example, given a
video showing a simple traffic violation, an adversar-
ial question might ask about non-existent casualties or
emergency responses. The answers are carefully crafted
to explicitly state the absence of these elements while

maintaining a video-centric perspective (e.g. The video
shows no emergency vehicles or medical
response as there were no casualties in
this traffic violation incident).

This approach differs from Incompatible QA generation
as it maintains the road event context while testing for fine-
grained discrimination. While Incompatible QAs evaluate
model robustness on completely unrelated videos, Adver-
sarial QAs test the model’s ability to reject false premises
within relevant road scenarios. Representative examples



of adversarial QA pairs are shown in Fig. 29, 30 and 31.
Fig. 28 demonstrates prompt () to generate adversarial
QA pairs from existing QA pairs.

B.8. Temporal Grounding QA generation

The answers in “Description QA”, auto generated by our
annotation pipeline, provides details of key video events
(e.g. ‘car hitting a biker’). Annotators manually mark the
temporal extent (start, end) of these key events.

B.9. Final QA Task Taxonomy

We developed a structured taxonomy to evaluate Video
Large Language Models’ (Video LLMs) capabilities across
different reasoning categories. Our taxonomy organizes
question-answer (QA) pairs into four primary reasoning cat-
egories: Complex, Factual, Imaginative and Hallucination
reasoning. These categories are further divided into 12 dis-
tinct QA tasks designed to assess specific aspects of video
understanding. Through our QA generation pipeline (dis-
cussed till now), each QA pair is assigned one of 19 tem-
plate question IDs. We then map these template IDs to spe-
cific QA tasks within our taxonomy, as illustrated in Fig. 29.
This systematic mapping enables structured evaluation of
Video LLMs across different reasoning capabilities while
ensuring comprehensive coverage of our taxonomy’s tasks.

B.10. Video-level Tag Generation

To enable efficient retrieval and analysis of videos based
on content characteristics, we developed a tag generation
system that generates diverse video-level tags from refined
QA pairs (Appendix B.5). Our method employs Claude 3.5
Sonnet Text LLM [1] to analyze QA pairs and generate tags
across multiple categories (as shown in Fig 1, Main Paper).

For each QA pair, based on its template question cate-
gory (Appendix B.9), the LLM generates specific tags fol-
lowing structured guidelines provided in prompt Fig. 33 -
34).

The resulting video tags or video attributes provide
fine-grained details about road scenarios, enabling efficient
video retrieval and analysis. Their distribution is shown in
Fig. 55 - 60.

C. Experiments

C.1. Data Setup

For model evaluation, we provide the model with video
frames and a task-specific question, following the format:
video frames + model’s default system prompt (if any) +
our task-specific question. An example prompt for LLaVA-
Video [39] in the specified format is given in Fig. 6. Also,
the prompting structure for QA tasks in our dataset is de-
scribed in Fig. 36.

Model DriveLM Planning [28] Lingo-QA Eval [17]
LLaVA-OV [10] 31.7 37.0
LLaVA-OV ft. 40.1 (+8.3%) 41.6 (+4.6%)

Table 3. Performance comparison of LLaVA-OV [10] with and
without fine-tuning on RoadSocial dataset.

C.2. Model Setup

For evaluating model-generated responses against ground-
truth answers in our open-ended QA tasks, we employ GPT-
3.5 score [18]. Our evaluation method prompts GPT-3.5 to
act as an expert assessor, analyzing the semantic alignment
between predicted and ground-truth answers. For each QA
pair, the system generates a similarity score on a scale of 0
to 100, where higher scores indicate closer alignment with
the ground truth. To ensure interpretability, each score is ac-
companied by a detailed explanation justifying the rating.
This approach provides transparent insights into the eval-
uation process while maintaining reproducibility. Fig. 37
demonstrates GPT evaluation prompt (=}). For the Tem-
poral Grounding task, we employ separate metrics (average
mAP) better suited to temporal alignment assessment.
Evaluation Details: For zero-shot evaluation of 18 models
across 12 tasks on the test set, we utilized a cluster of 16
NVIDIA H100 GPUs. We maintained a batch size of 1 for
all model evaluations and used the sampling frame rate and
input video resolution parameters as recommended in their
respective official repositories. The evaluation process was
parallelized across multiple GPUs, resulting in an average
evaluation time of 4 hours per model. For the closed-source
models (Gemini 1.5 Pro [gemini-1.5-pro-latest], GPT-40),
the evaluation on 12 tasks required approximately two days
per model due to API rate limitations.

Our evaluation period spanned October-November 2024,
with specific access windows for different models: Gemini
1.5 Pro and GPT-4V (November 1-6, 2024). Claude 3.5
Sonnet was used from October 1-29 and GPT-3.5-turbo was
used from October 18 to November 10, 2024.

C.3. Qualitative Analysis

The qualitative results are shown Fig. 38 onwards.

C.4. RoadSocial’s Utility for Planning/AV tasks

RoadSocial contains a significant number of egocentric
road videos. Planning-related QAs in RoadSocial are dis-
tributed across multiple tasks, such as “Advisory”, “Coun-
terfactual”, “Description” and “Why”, covering critical and
planning-related road events like dangerous driving, near-
misses, and defensive driving. Similarly, perception-related
QAs for such videos refer to ego-relative important objects
(called “Key Entities” in our dataset). To demonstrate the
utility of the mentioned QA types for planning and per-
ception tasks, we fine-tuned a Video-LLM (LLaVA-OV)



Prompt to Determine if a Video is related to Road Event or Not

You are an expert on understanding Road and Traffic Events and have extensive knowledge of safe driving
norms across different geographical regions. A road event typically refers to any incident, activity, or
condition occurring on or around the road way that affects traffic flow, safety, or road usage.

You are provided with a video as input. Determine if the video is related to a road event. Respond with
"True" if it is related to such an event, or "False" if it is not. Provide reasoning for the decision.
Also provide a score between 0 - 1 where 1 stands for highest confidence for the video to be road event

and 0 means not a road event.

{
"Reason": "",
"is_road_or_traffic_event": <"True", "False">,
"Score": "";

}

Your response must be in JSON format as specified below:

Figure 25. Prompt design for road event classification. The prompt implements binary classification (road/non-road) with confidence
scoring (0-1) and reasoning requirements for video content. Refer back to Appendix B.6.

Prompt to Generate Summary of Non-Road Event Video

complete narrative:

Instructions for writing the detailed description:

any significant changes or movements.

and easy to understand.

Generate a detailed and accurate description of a video. Use the following details to create a clear and

1. Focus on describing key visual details such as appearance, motion, sequence of actions, objects
involved, and interactions between elements in the video.
2. Emphasize important points like the order of events, appearance and actions of people or objects, and

3. Give a thorough description, highlighting the key visual and temporal details while keeping it clear

Figure 26. Video summarization prompt for non-road events. The prompt ensures structured description of visual content focusing on key
details, temporal sequences, and object interactions. Refer back to Appendix B.6.

Fine-tuning | Factual Complex Imaginative  Hallucination | Overall Overall Overall ~ Overall
dawset |WR KE VP DS WY CQ TG AD IN CF AV IC |(ALL) (RT) (Generic) (Specific)

RoadSocial [8016] 63.9 [8577] 64.0 68.7 65.0 4.49 74.1 70.8 71.7 954 847 69.1 677 642 706
Video-only | 67 53.4 68.3 32.7 34.7 435 0.08 558 42.1 515|832 714 | 503 449 453 43.6

Table 4. LLaVA-OV fine-tuned on RoadSocial with Video and
Commentary v/s fine-tuned on only Video-based QA dataset.

[10] on our dataset. We evaluated the model on represen-
tative autonomous driving benchmarks: PlanningQA task
in DriveLM[28] and Action/Scenery QA task in Lingo-
QA[17]. The substantial improvement in performance af-
ter fine-tuning on RoadSocial (Tab. 3) demonstrates our
dataset’s utility for evaluating video-based planning/AV
tasks.

C.5. Video-only QAs falls short

We regenerated entire QA dataset using only video-based
summaries and used it to fine-tune LLaVA-OV model[10].
We compared this model with the LLaVA-OV model de-
scribed in paper (fine-tuned using QA obtained from video
and social conversations). The performance gap (Tab. 4)
highlights the crucial role of social commentary in enhanc-
ing QA data quality.
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QA Generation Prompt for Non-Road Event Video

A road event refers to any incident, activity, or condition on or around the roadway that affects traffic
flow, safety, or road usage. This includes events such as accidents, traffic violations, unsafe driving
behavior, road rage, road safety awareness, and other related occurrences.

You are an expert in understanding road events with knowledge of traffic rules, road infrastructure, and
driving behaviors across various geographical regions.

You are provided with a textual conversation related to a video posted on Twitter, including a caption
and, in some cases, replies. Additionally, you have a detailed summary of the video. However, you do not
have access to the actual video footage.

It is confirmed that the video is not related to any road event. Your task is to explain why it is
unrelated.

Please respond in the following JSON format:

{

"Reason": "The video does not involve any road event because....",

}

Guideline for Response:
DO NOT give any reference of the video summary and the textual conversation when generating the response.

Also, avoid using phrases like 'based on the replies', 'based on the comments', 'based on the
conversation', 'based on the text', 'mention', 'conversation', 'summary', 'caption', 'replies',
'comment', 'post', 'twitter', 'user', <name of the person>, etc., that may indicate that the generated

response is based on the textual conversation. Instead, refer to the information as being inferred from
the video.

Figure 27. Incompatible QA generation prompt. The prompt generates explanations for why road event questions are incompatible with
non-road video content while maintaining established response formats. Refer back to Appendix B.6.



Adversarial QA Generation Prompt

You are an expert in understanding Road and Traffic Events, with extensive knowledge of safe driving
norms across various geographical regions. You are provided with a set of question-answer (QA) pairs and
a summary in JSON format, corresponding to a video. These QA pairs are designed for road event
understanding through videos, where the goal is to evaluate models' ability to answer questions based on
visual input.

Your task is to:

1. Regenerate QA pairs by introducing questions that ask about events, objects, or actions that are not
present or are irrelevant to the actual QA pairs. These new questions are designed to test the model’s
ability to avoid hallucinating answers to irrelevant questions.

2. Ensure the answers to these irrelevant questions explicitly state that the events, objects, or actions
mentioned in the question are not present or irrelevant in the video.

3. Ensure the answers to these irrelevant questions sound Tike they have been answered purely by looking
at the video.

output Format:
Your response must be in the following JSON format:

{
"QAs": [
{"Q": "<irrelevant question>", "A": "<Response explaining the irrelevance or absence of the asked
event, object, or action>"},
{"Q": "<Another irrelevant question>", "A": "<Response to the question making it clear that the

premise of the question is false or does not exist>"},

The output QA pairs should align with the original context of the video and should serve as ground truth
to evaluate whether models correctly identify irrelevant or non-existent events in road and traffic event
videos.

Figure 28. Adversarial QA generation prompt. The prompt instructs the generation of questions about non-occurring events while main-
taining road context, with examples demonstrating (1) proper introduction of irrelevant elements, (2) explicit negation in answers, and (3)
preservation of video-centric response format. Refer back to Appendix B.7.



° What type of road event is depicted . .

.. road rage followed by a traffic accident. ‘

@| What casualties or road infrastructure damage
have been caused due to the road event?

_.‘ﬁ What sequence of events led to the accident7°

... car driver honking at scooter, leading to a
car driver hitting a motorcyclist. . .

®
(2)

chase...

.. motorcyclist sustained injuries from the
collision . . . minor damage to the motorcycle . . .

0 What traffic laws were violated during the road,
rage incident? @
.. over speeding, improper overtaking, not
slowing down at intersections, and improper
entry into the main road.

@

e

p What specific were
involved in the road rage incident?

@

The incident involved
who gathered after
the accident.

| Describe the of the entities
s involved in road event?

The scooter was black, and its rider was not

® In which

9 On what

7]

2 Inwhich

The road event took place in

The road event occurred in

occur? Consider categories, including . .

The event took place in an

did the road event...?

did the road event take place? e

did the road event. o

wearing a helmet. The motorcycle was red, and
its rider had a helmet on. License plates of both
the scooter and motorcycle were not visible.

Describe any suspected reason or motive behind
the actions of the entities involved road event ?

@

At what did . .. ? Consider
categories including but not limited to .. .

The scooter rider's action of chasing car was
likely due to hurt ego. The car driver's speeding .
.. fear and an attempt to escape the . ..

@
P

(5]

Specify the approximate time interval where the
key road event is observed in the video? (time
interval should be in the format: xx to yy second|

The road event took place at

6]

D What is used to capture the
video? Consider camera types ..

oWhat are the main factors that contributed to the,
collision at the intersection?
.. acar driver honking at a scooter, leading to a
chase .. . followed by the car driver hitting a
motorcyclist . . .

What were the
when the video was captured?

0 -»

The key event started at 0:45 when the car
honked at scooter, and ends at 3:30 when the
car hits the motorcycle at the intersection.

@ : @ The video is captured using a
installed in the car.

Weather conditions were
due to streetlights and vehicle headlights.

@

D Did the truck driver deliberately swerve to avoid
o
the pedestrian? 9 -

(&) There is no truck driver involved in this incident.

Suggest some How could the

could have occurred Ky
under different circumstances?

at intersection
and @

®

and practiced defensive driving. The

.. Maintain safe speed within city limits, slow
down at intersections, avoid unnecessary
honking, practice defensive driving, remain calm
to avoid road rage incidents . . .

The accident could . ..

0 Did the driver signal before making an illegal U- not engage in a chase . ...

turn?

ﬂ What legal actions should be taken against the
drivers involved in this road rage incident? @

9 5 5 q before entering the
No U-turn or signaling event occurs in this K} How would the situation change if traffic signals,

rash driving behavior and prevented the accident.

d, and th
footage. & or speed bumps were present at mtersecuon?(D .. reporting the rash driving to local authorities, road, anc the oy
i ing fines on the violators, and potentially
.. could have slowed down the vehicles at the @ imposing e g pote Y not chasing the car after the initial
@ intersection, which might have prevented the suspending the driving licenses of those involved

in reckless driving and road rage.

honking.

Goal (Evaluate Video LLMs for) Template Question ID

ummarize the main road event, including its type and the sequence of actions by ke

Description QA o Road event type o Description type
S Why QA H s, @ Motive of road entity @ Primary reason of road event
ComsEsliaiE: | Examine the outcomes and effects of actions taken by key entities. @ Causalty or road infra damage @ Traffic rule violation
Temporal o
GirsuIeling O Testtemporalgroundlng skills by grounding key road events in the video timeline. @ Time range

Key Entity QA

Identify traffic participants involved in the main road event o Key entity type evisual characteristics

o Camera type
eCountry e Location o Road type eTime of the Day eWeather
@ Prevention type
@ Measure type @ Advisory

@ Counterfactual type

Factual Viewpoint QA Describe the type of camera or recording device used to capture the video.

Where QA Pinpoint the event’s location, including geographic details and time of day.

Introspection
QA
Imaginative | Advisory QA

Analyze how the dangerous road event, as described in Description QA could
have been prevented.

Provide road safety advice and suggest post-event disciplinary measures.

Counterfactual
A

Consider hypothetical scenarios with different outcomes from the actual event.

Recognize and reject misleading assumptions or false details in questions by

Figure 29. QA Task Taxonomy and Template Question ID Mapping for Video LLM Evaluation: The taxonomy consists of 12 QA
tasks organized into four reasoning categories: Complex (red), Factual (green), Imaginative (orange), and Hallucination (purple). The 19
template question IDs (blue circles) map to QA tasks designed for evaluating road event understanding. For Incompatible QAs, which

evaluate model robustness on non-road event videos, we employ a separate generation pipeline (Appendix B.6) without template ID
mapping. Refer back to Appendix B.9.



Viewpoint QA

Describe the appearance of the road entities in

.ﬂ What is the main |_'oad safety ;nessage conveyed Specify the approximate time interval where the ..-ﬁ‘ he vid o What type of camera was used to capture the
= Dithielvidecy 9 | key road event is observed in the video? (time the video. B video?
The video focuses on awareness of road safety .. interval should be in the format: xx to yy second) The video shows a large'wh\te m!d(' a BlliSicar, . .
‘E e e @ a large blue truck, a driver wearing a yello.w @ The video appears to have b}een captured using
o Goods Vehicles (HGVs), The key event started at 0:01when the car jacket, and a man in a y.ellow shirt driving with a aerial and interior vehicle cameras.
() | honked at scooter, and ends at 0:04 when the young girl in a car seat.
car hits the motorcycle at the intersection.

@ Did the video demonstrate how to change a flat .o‘o What specific action should drivers take when D What could happen if people drove i
2 tire on an HGV? near an HGV's blind spot? 2

n

:9 On which type of road or area, this event have

blind spot?
tak lace?
B Drivers should move out of the HGV's blind Skenprace
(8] The video did not demonstrate how to change . . spots or areas of limited visibility as soon asitis | (&) (8] The event takes place on a multi-lane highway.
safe to do so.
0 Wesiies trafﬁctjham or c:ngestlon Ehownlin - . N . . .._D At what time of day did this road event happen?
s e video? © What safety precautions should drivers take Vehicles in blind spots are not visible
& around HGVs, as depicted in the video? to the driver, increasing the risk of £y The road event took place at daytime.
(8] The video did not show any traffic jams ... Drivers should move out of areas of limited gecldents.
® visibility around HGVs as soon as it's safe to do ..‘D What were the weather conditions during filming?
so. They should also use lights in poor visibility
conditions and avoid lingering in blind spots. @ The weather conditions were sunny with good visibility.

Hallucination

Figure 30. Examples of QA Pairs grouped by tasks and color-coded by task category (for an advertisement video captured via multiple
viewpoints). Gray fill shading indicates specific questions while the non-shaded QAs are generic. Highlighted text indicates key informa-
tion. Refer back to Appendix B.9.

e Consequence QA A - I Key Entity QA I 7 ) Where QA

.._n‘ What type of road event is depicted ‘

@ ... hydroplaning on wet road conditions.

o®  Describe the actions of the involved entities. @ o ,signif.icvant damage to the BMW.from the
- collision . . . damage to the tree ...

9 |n which country did the road event take place?

?‘ What damage resulted from the accident? ‘ =’ What entities are involved in the road event?
The road event took place in Canada.

@ The incident involved a yellow BMW M4, a tree,
a wet road, onlookers, and a police officer.

In which specific location did the road event . .

@ The BMW appeared to have lost control on the
wet road and crashed into a tree. @ What specific damage did the BMW sustain in
B the crash? 0

The road event occurred in Toronto, Ontario.

Describe the visual characteristics of the entities @ On what type of road or area did the road event
involved in road event? s occur? Consider categories, including . . .

@ The BMW sustained severe front-end and rear-

- - end damage from the collision with the tree. The yellow BMW M4 had severe front-end @ The event took place in an urban area on a wet
@ Whatare the potential reasons behind the damage and rear-end damage. Its license plate road.
B driver's actions? @ read 'BXLL 349'. The tree was on the sidewalk. )
Onlookers were wearing hoodies. i aydid...? i
The driver of the BMW may have been driving 9 .ﬂ o What.tlm.c o] t!m iy did o Consider
@ recklessly or overconfidently on the wet road, = eelizeoites el iz . -
. . ! Specify the approximate time interval where the| g~ L
possibly attempting to show off ... d“ REYRSTAIEVERT is observed in the video? (time 6 Viewpoint QA The road event took place at daytime.
:‘D What was the primary reason for the accident? interval should be in the format: xx to yy second) 9 What type of camera was used to capture the @ What were the weather conditions or road
o video? s visibility when the video was captured?
... reason behind the accident appears to be a @ The key event started at 0:02when the car . - .
combination of wet road conditions and driver honked at scaoter, and ERESIARKIOY when the The video appears to have been captured using The weather conditions were SIVAMEDIGSLECCs
J . car hits the motorcycle at the intersection. multiple cameras, including hand-held camera and visibility appeared to be reduced due to the
error, possibly due to excessive speed .. B » ) E overcast sky.

ounterfactua visor: ntrospection
Counterfactual QA Ad y QA Introspect A
r) Was there a traffic light malfunction that What are some counterfactual scenarios for this hat actions should be takenvu’m" W“t”essl‘”gw I How could the accident have been
) contributed to the accident? event? such an event? 2 prevented?
. — . ... include reporting the incident to the police,
53] There is no indication in the video ... ... If the driver had reduced their speed ... @) which appears to have been done given the . E .
(B)| If there had been pedestrians on the sidewalk presence of a police . .. T:edaccfe"‘;wldé- if the car dr;vcr
9 Did any pedestrians get injured in this incident? where the car crashed. ... ad reduced speed appropriate for
B VB g J 0 What legal consequences might the driver face the wet conditions, avoided
i i 7 a ive ma , and
q - . N ] How might the outcome have differed if the car @ =aliesUUe Tt slaceid e @ T MR CSRAINC
Y ERIBESERRRENEIR) njured injthe\Video. = had hit another vehicle instead of a tree? exercised caution when operating a
: S A high-performance vehicle in
S GET (T [ ST Eee e TS R F o s, @ ... face legal consequences such as fines, license challenging weather.

@ there could have been injuries to occupants of suspension, or criminal charge ...

both vehicles .

Complex | Factual Imaginative ! Hallucination

Figure 31. Examples of QA Pairs grouped by tasks and color-coded by task category (for an hydroplaning incident captured via handheld
camera). Gray fill shading indicates specific questions while the non-shaded QAs are generic. Highlighted text indicates key information.
Refer back to Appendix B.9.



....is a near-miss incident . . . ‘

_d_n‘ What damage resulted from the near-miss? ‘

=D ... describe the actions . . . in the near-miss .. ?

®
[2)

The right-turning vehicle made a sudden . . . right
turn, nearly colliding with the camera vehicle

What are the potential reasons behind the
actions of the right-turning vehicle?

The driver of the right-turning vehicle was likely
not paying attention or being impatient, leading
to the dangerous maneuver.

0

@

.. was the primary reason for the near-miss . ?

... reason behind the near-miss appears to be due
to not maintaining safe di b
vehicles.

a school bus stopped nearby when

@ Was there
s the near-miss occurred?

@ There is no indication of school bus in the.... ..

ng immediately after the near-

@ Did it start raini
2 miss incident?

The video does not show or mention any
sudden change in weather conditions . . . .

2]

!.. What specific

@

. .no significant damage was observed in both
cars after the near miss incident.

damage did the right-turning
vehicle sustain?

The right-turning vehicle did not sustain any
major injuries.

'Specify the approximate time interval where the
key road event is observed in the video? (time
interval should be in the format: xx to yy second)

The key road event is observed between 7 to 14
seconds.

P
@

P
@

oP| What are some potential alternative outcomes
= if the circumstances were slightly different?

Key Entity QA

Which vehicles were directly involved in the
near-miss incident?

The vehicles involved were the camera vehicle
(likely traveling straight) and a vehicle making
aright turn.

Describe the visual characteristics of the entities
involved in road event?

A white car turning right and another white car
already traveling in the same lane.

Viewpoint QA

What type of camera was used to capture the

video?

The video was captured using a dashcam.

:_o In which country did this road event take place?
9 In which specific location did the road event. .. ?
.._ﬂ

The road event took place in lapan.

The road event occurred in Osaka.

On what type of road or area did the road event
occur? Consider categories, including . . .

ce in an urban area on a busy

E‘ The event took pla
city street.

@ Atwhattime of the day did ? Consider
= categories including but not limited to . . .

®

The road event took place at daytime.

What were the weather conditions or road

2 visibility when the video was captured?

The weather conditions were clear with good visibility
under blue skies.

o What actions should be taken if one witnesses
= a similar unsafe driving situation?",

How could the near-miss incident
have been avoided?

o

....vehicle had been driving faster, a collision
could have occurred. If the right-turning vehicle
had waited for a clear opportunity to turn, the
near-miss incident would have been avoided.

@

@ How might the outcome have differed if the

camera vehicle was traveling at a higher speed?

miss could have resulted in a serious collision. . .

. camera vehicle was traveling faster, the near-

...include reporting the incident to the police,
@ which appears to have been done given the
presence of a police. . .

The incident could have been

What immediate actions should the camera
vehicle driver take in response to this near-miss?

°

The camera vehicle driver should remain calm,
@ maintain control of the vehicle, and be prepared
to brake or take evasive action if necessary.

Imaginative |

prevented if the right-turning vehicle
had waited for a clear opportunity
to turn and checked for oncoming
traffic before making the turn.

@

Figure 32. Examples of QA Pairs grouped by tasks and color-coded by task category (for a near-miss incident captured in Japan). Gray
fill shading indicates specific questions while the non-shaded QAs are generic. Highlighted text indicates key information. Refer back to
Appendix B.9.



Tag Generation Script: For Each Question Template ID

if q_idx==0:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify the type of camera that is used to record the video. Do not specify
the name of the camera model. Few examples are 'dashcam', 'vehicle-mounted camera', 'hand-held
camera', 'cell-phone camera', 'cctv camera', 'surveillance camera', 'drone camera', 'satellite
view'. If the information on type of camera is not available in the QA pair, respond with
'unknown'. Ensure the response is strictly generated in the given format with no
explanation: {'tags': ['',"',""]}
### QA pair ###
Q: {question}
A: {answer}

elif q_idx==1:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, describe the type of road event captured in the video. {ques_idx_1}. If the
information about the road event is not available in the QA pair, respond with 'unknown'. Ensure
the response is strictly generated in the given format with no explanation: {'tags': ['','','']}
### QA pair ###
Q: {question}
A: {answer}

elif q_idx==2:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify the name of the country where this event is taking place. For
example, answers could be 'USA', 'UK', 'India', 'Canada', 'Australia', etc. If the
information about the country is not available in the QA pair, respond with 'unknown'. Ensure the
response 1is strictly generated in the given format with no explanation: {'tags': ['','','']}
### QA pair ###
Q: {question}
A: {answer}

elif q_idx==3:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify the location where this event is taking place. Location could be
the name of a state, district, Tandmark, type of Tlocality, like city/town/village, etc. Some
examples are, 'Big Ben London', 'Shanghai city', etc. If the information on location 1is not
available in the QA pair, respond with 'unknown'. Ensure the response is strictly generated in
the given format with no explanation: {'tags': ['','',"'']}
### QA pair ###
Q: {question}
A: {answer}




elif q_idx==4:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify on which type of road or area, this event have taken place. For
example, answers could be 'urban area', 'rural village area', 'highway', 'flyover', 'turn',
'intersection', 't-junction', 'roundabout', 'hilly or mountain area', etc. If the information is
not available in the QA pair, respond with 'unknown'. Ensure the response is strictly generated
in the given format with no explanation: {'tags': ['','','']}
### QA pair ###
Q: {question}
A: {answer}

elif q_idx==5:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify when did this road event happen. For example, 'morning',

'afternoon', 'evening', 'night', etc. Do not specify the exact date or time in the generated
answer. If the information is not present in the QA pair, respond with 'unknown'. Ensure the
response is strictly generated in the given format with no explanation: {'tags': ['','',"'']}

### QA pair ###
Q: {question}
A: {answer}

elif q_idx==6:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify what was the weather conditions or road visibility. For example,

"sunny', 'rainy', 'windy', 'foggy', 'low visibility', etc. If the information is not present in
the QA pair, respond with 'unknown'. Ensure the response is strictly generated in the given
format with no explanation: {'tags': ['','',""']}

### QA pair ###
Q: {question}
A: {answer}

elif q_idx==7:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify all the road entities observed during the road event. A road entity
can include road infrastructure objects like 'traffic signs', 'lane markings', 'barricades', etc.
Road entities can also include road users 1like 'cars', 'two-wheelers', 'pedestrians', 'drivers',
etc. If the information about road entity is not present in the QA pair, respond with 'unknown'.
Ensure the response is strictly generated in the given format with no explanation:
{'tags': ['","",""]}
### QA pair ###
Q: {question}
A: {answer}




elif g_idx ==8:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify the visual characteristics of the road entities in the tag. Few
examples of visual characteristics are information about 'what was the vehicle's color', 'was
the headlight, brake 1light or turn signal on', 'what was the license plate number', 'was the
rider wearing helmet or seat belt', etc. If the information about visual characteristics are not
present in the QA pair, respond with 'unknown'. Ensure the response is strictly generated in the
given format with no explanation: {'tags': ['','',"'"']}
### QA pair ###
Q: {question}
A: {answer}

elif q_idx==9:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify the actions performed by the road entities in the tag. Few examples
of actions are 'illegal overtaking', 'over speeding', 'swerving', 'yielding', 'cutting', etc. Few
examples of what are not actions: 'frustrating', 'intimidating' (i.e., emotions or motive behind
the actions should not be considered in generation of tags). If the information about the actions
performed by road entities is not present in the QA pair, respond with 'unknown'. Ensure the
response is strictly generated in the given format with no explanation: {'tags':['',"'','']}
### QA pair #i##
Q: {question}
A: {answer}

elif q_idx==10:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify the Tikely motives behind the actions of road entity, in the tag.
Few examples of motives could be, 'thrill', 'road rage', 'impressing others', 'in a rush',
'aggressive', 'impatient', 'drink and drive', etc. If the information about motives behind the
action of the road entities is not present in the QA pair, respond with 'unknown'. Ensure the
response is strictly generated in the given format with no explanation: {'tags': ['',"'',"'']}
### QA pair #i##
Q: {question}
A: {answer}

elif q_idx==11:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify the primary reason behind the accident or a near-miss collision, in

the tag. Few examples of reasons could be, 'thrill', 'road rage', 'impressing others', 'in a
rush', 'aggressive', 'impatient', 'drink and drive', etc. If the information about reasons is not
present in the QA pair, respond with 'unknown'. Ensure the response is strictly generated in the
given format with no explanation: {'tags': ['','',"'"]}

### QA pair #i##
Q: {question}
A: {answer}




elif qlidx==12:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify how the accident or a near-miss collision could have been
prevented, in the tag. Few examples of preventive measure could be, 'by slowing down at the
intersection', 'checking the rearview mirror', etc. The information about preventive measure
might not be present in the QA pair, in that case, you have to come up with a creative response
on how could that incident be prevented. If you cannot determine the response, respond with
'unknown'. Ensure the response 1is strictly generated in the given format with no explanation:
{'tags': ['","",""1}
### QA pair #i##
Q: {question}
A: {answer}

elif q_idx==13:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify all the casualties or road infrastructure damage during the event
in the tag. Few examples are, 'people in the car died', 'bikers got injured', 'pedestrians got
hit by car', 'divider was damaged', etc. If the information about casualties or damage is not
present in the QA pair, respond with 'unknown'. Ensure the response is strictly generated in
the given format with no explanation: {'tags': ['','',"']}
### QA pair ###
Q: {question}
A: {answer}

elif qiidx==14:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify all the traffic rule violations associated with the road event in

the tag. Few examples are, 'illegal overtaking', 'illegal overtaking by crossing solid lane
markings', 'hiding Ticense plates', 'license plate not visible', 'helmet rule violation',
'wrong-side driving', 'triple riding violation', 'red light violation', 'drunk driving', etc. If

the information about traffic rule violation is not present in the QA pair, respond with
'unknown'. Ensure the response is strictly generated in the given format with no explanation:
{"tags': ['","'",""]}

### QA pair ###

Q: {question}

A: {answer}

elif qg_idx==15:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify what measures should be taken upon witnessing an unsafe driving
road like this, in the tag. Few examples could be, 'reporting traffic violation to local
government authorities or police', 'unsafe road infrastructure to local government authorities or
police', 'fines', 'jail time', 'license ban', 'vehicle confiscation', etc. Think about the
response and only include up to 5 relevant responses in the tag. Ensure the response is strictly
generated in the given format with no explanation: {'tags': ['','"',"'']}
### QA pair #i##
Q: {question}
A: {answer}




elif qg_idx==16:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify all the road safety advisory tags corresponding to the listed road
entities. Think about the response and only include up to 5 relevant responses in the tag. Ensure
the response 1is strictly generated in the given format with no explanation: {'tags': ['','',"'']}
### QA pair ###
Q: {question}
A: {answer}

elif qlidx==17:
Go through the following 'QA pair', focus on extracting or generating tags as per the
instructions.
### Instructions ###
Based on the QA pair, specify all the counterfactual reasoning tags related to different road
events or driving situations that could have happened under different circumstances. Few examples
of what counterfactual reasoning tags could look 1ike 'the biker would have met an accident if
the truck steered a little towards the right', 'the incident could have been worse if there were
pedestrians by the roadside', 'If the car had not been speeding, it would have safely stopped
before the intersection and avoided being hit by the truck'. Think about the response and only
include up to 5 relevant responses in the tag. Ensure the response is strictly generated in the
given format with no explanation: {'tags': ['','','']}
### QA pair ###
Q: {question}
A: {answer}

Figure 34. Tag extraction prompt design for different template question IDs. The prompt employs conditional logic based on question
IDs to generate appropriate tags: camera type (q-idx=0), road event type (q-idx=1), country (q-idx=2), and specific location (q-idx=3).
Each condition includes specific instructions and examples for tag generation, ensuring standardized output format "tags’: [”,”,’]. Note:
ques_idx_1 is a command providing tag generation instructions for q-id=1. This command can be found in Fig. 35. Refer back to
Appendix B.10.



Some examples of traffic events and their corresponding Tags:

Tag: Safe driving education

For traffic events like: - drive around pothole guideline - front and back seatbelt usage - safe driving
advisory around kids - safe driving around cyclists - truck moving safely on narrow road in dense traffic
- biker and pillion wearing helmet - car not rushing lane change - car slowing down to ensure safety of
biker in rear - advice about driving around big vehicles - safe driving on highways - safe driving around
bus pick up and drop point - safe driving advice around Toll plaza - advice around tail Tight importance
- traffic police regulating road safety - guideline about stopping at amber light before crossing the
intersection - helmet wearing advisory - advise to pedestrian to walk on footpath - road infra advisory

Tag: Road Rage

For traffic events like: - riders using derogatory body language - absurd language by riders - cutting in
and stops another vehicle's path and getting into argument - bus drivers fighting on the road - police
and biker arguing - group of bikers hitting pedestrians - car driver and auto - Two wheeler and car rage
- car drivers rage - group of bikers hitting pedestrians

Tag: Dangerous or Rash driving

For traffic events 1like: - using phone while riding - abrupt Tane changes - zig zagging behavior -
wheeling stunt - standing on bike while riding - rider switching seats with pillion passenger while
riding - horizontal lane cutting - vehicle squeezing in between large vehicles - overtaking during turn -
child holding bike steering or handle while adult is riding along - abrupt overtaking - pedestrian
dangerous road crossing - person jaywalking in front of a car - reckless turning

Tag: Accident

For traffic events like: - car overturn - collision between biker and road infrastructure - collision
between car and road infrastructure - bus skids due to hydroplaning - collision between car and auto -
biker skids - truck and bike collision - biker colliding with road object - biker crashes into other
biker - kid crashes into the car - bike and car collision - car and bus collision - car and car collision
- Three wheeler and car collision - collision between bus and road infrastructure - car and pedestrians
collision - collision between truck and road infrastructure - truck and car collision - farm truck and
car collision

Tag: Near-miss

For traffic events like: - Near-miss between car and pedestrian - car and biker near-miss - Near-miss
between car and car - biker and biker near-miss - Near-miss between biker and truck - car and cart near-
miss

Tag: Faulty road infrastructure

For traffic events like: - traffic congestion on both Tanes - bad design of traffic flow - construction
site obstruction - traffic cone fallen in middle of road - advisory about faulty road infrastructure like
no amber 1light only green or red on the intersection

Tag: Animal related accident
For traffic events like: - deer jumped onto a biker - bull on highway hit by car at night - monkey and
three wheeler incident - puppies ran over by truck - dog and bike crash

Tag: Traffic violations

For traffic events like: - illegal left or right turn - overtaking by crossing the solid yellow Tine -
hiding the Ticense plate numbers - wrong side driving - riding on footpath - helmet rule violation -
triple riding violation - red 1light violation - illegal unlocking of load vehicle - parking vehicle on
footpath

Tag: Post crash
For traffic events like: - crashed car - crashed bus - vehicle crashed into pole - overturned vehicle on
sTippery road - multiple vehicle collisions on slippery road

Tag: Defensive driving

For traffic events like: - safe following distance - avoiding distractions - speed control - lane
discipline - yielding to pedestrians - proper signaling - following traffic laws - avoiding aggressive
driving

Figure 35. Refer to Fig. 34 for details.



The original question from our QA pair

What type of camera is used to capture the video?

if template_qa_idx == 0:
camera_type = f'""{ga_json['QAs'][each_ga_dict_itr]['Q']}
Consider camera types, including but not limited to: Handheld cameras, smartphone, camcorder, vehicle-mounted cameras, dashcam,
bike-mounted,fixed position cameras, CCTV, security camera, aerial cameras, drone, helicopter-mounted, multi-camera setups such as

those used in advertisements or film production, etc. Do not specify camera brands or model names. Focus on the type or category of the
recording device.""

camera_type

Task Appending additional constraints to the original question

Viewpoint QA

The final Question to be asked to Video LLM

What type of camera is used to capture the video? Consider camera types, including but not limited to:
Handheld cameras, smartphone, camcorder, vehicle-mounted cameras, dashcam, bike-mounted,fixed position
cameras, CCTV, security camera, aerial cameras, drone, helicopter-mounted, multi-camera setups such as
those used in advertisements or film production, etc. Do not specify camera brands or model names. Focus on
the type or category of the recording device.

Description QA: The final Question (Original + Constraints)

What type of road event is depicted in the video. Consider categories of road events, including but not limited to: safe driving
practices, traffic Violations, dangerous driving, rash driving, accident, near-miss incident, road rage incidents, infrastructure issues,
educational or demonstrative scenarios, post-crash situations, animal-related incidents, defensive driving, etc. Briefly describe the
road event.

Where QA: The final Question (Original + Constraints)

On what type of road or area did the road event occur. Consider categories of roads and areas, including but not limited to: urban
area, city streets, rural roads, highways, expressways, residential areas, commercial area, industrial zones, intersection, T-
junctions, roundabouts, elevated roads, flyovers, overpasses, bridges, tunnels, mountain or hilly roads, forest, coastal roads, etc.
Do not specify names, addresses, or exact locations. Briefly describe the road or area.

Where QA: The final Question (Original + Constraints)

At what time of the day did the road event occur. Consider categories of day time, including but not limited to: morning, early
morning, afternoon, late afternoon, evening, night, etc.

Temporal Grounding QA: The final Question (Original + Constraints)

Specify the approximate time interval where the key road event is observed in the video? (time interval should be in the format:

xx to yy second)

Figure 36. The diagram shows an example of task-specific prompt utilized for the evaluation of Video LLMs. The code snippet at the top
demonstrates how this is done. First, for a specific question, we find its QA type via its template ID, then for that template ID, if we have
a predefined constraint, we append that to the original question. Original question + constraint examples for Description QA, Why QA
and Temporal Grounding QA tasks is shown. Rest of the tasks have only original questions and no predefined constraints. Refer back to
Appendix C.1.



GPT-Eval Prompt

System_message:

You are an expert evaluator who rates the predicted answer based on the correct answer for a given
question.

Prompt:

Evaluate the following question-answer pair:
Question: {question}

Correct Answer: {GT}

Predicted Answer: {answer}

Rate the Predicted Answer based on the Correct Answer on a scale from 0 to 100, with higher scores
indicating that the Predicted Answer is closer to the Correct Answer. Your rating should be accurate to
single digits Tike 62, 78, 41, etc.

Please generate the response in the form of a Python dictionary string with keys "score", where its value
is in INTEGER, not STRING, and "explanation" giving reasoning behind the score.
For example, your response should Took Tike this: {"score": 45, "explanation": "...."}

Figure 37. Evaluation prompt for assessing model-generated answers. The prompt implements (1) structured comparison between predicted
and ground-truth answers, (2) fine-grained scoring on a 0-100 scale, and (3) requirement for explanatory justification. The output format
ensures programmatic processing while maintaining evaluation transparency. Refer back to Appendix C.2.
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Can you specify the approximate time interval where the key @
road event is observed in the video? (The time interval should be <l
specified in the format: xx to yy seconds)

GT Answer: The key road event is observed between 14 to 292 seconds.

The car has been in a collision with another vehicle. This is indicated by the presence of another car in the
path of the car. The time of the collision is unknown.

The video captures a car driving at high speeds on a city road, crashing into a concrete barrier, and then
driving on a dirt track, all within a time span of approximately 60 to 90 seconds.

The key road event, which is the overturning of the car, occurs approximately between 15 to 20 seconds into
the video.

The key road event, which is a car running off the road, is observed from 00:00 to 00:03 seconds.

| can't determine the exact time interval from the frames alone. You might want to check the video directly for

precise timing.

Low score NN NI Hish Score

..

Figure 38. Model performance comparison on Temporal Grounding task: Top: Frames from a video showing a car accident sequence.
Middle: Models are asked to specify the temporal interval of the key road event. Ground truth (in gray) indicates the event spans 14-292
seconds. Bottom: Model responses (colored boxes) demonstrate varying approaches: while some attempt to provide specific intervals
(e.g., 15-20 seconds, 0-3 seconds), others offer vague temporal descriptions. Red circles around model icons indicate that despite different
response styles, all models fail to accurately identify the correct time interval. This example illustrates the significant challenge Video

LLMs face in precise temporal localization of road events. Refer back to Appendix C.3.




Can you specify the approximate time interval where the key [ )
road event is observed in the video? (The time interval should be il
specified in the format: xx to yy seconds)

GT Answer: The key road event is observed between 35 to 40 seconds.

23:01to 23:11

®

Dolphin

05:01 to 05:06 seconds

®

Tarsier-34B

6:01 to 6:06

X
0
3}
N
@

®

The key road event, where a person is hit by a motorcycle, occurs approximately between 0:44 and 0:46
seconds.

®

GEMINI-1.5 pro

The key road event is observed approximately between 57 to 42 seconds.

®

GPT-40

Figure 39. Model performance comparison on Temporal Grounding task: Top: Sequential frames from a CCTV video showing a
nighttime road scene. Middle: Models are asked to specify the temporal interval of the key road event, with ground truth spanning 35-40
seconds (gray box). Bottom: Model responses (colored boxes) demonstrate varying approaches: most provide specific time intervals (e.g.,
23:01-23:11, 05:01-05:06) while Gemini additionally describes the event type ("person hit by motorcycle’). Red circles around model
icons indicate that despite different response styles, all models fail to provide the correct interval. GPT-40’s response (57 to 42 seconds)
even shows incorrect temporal ordering. This example highlights Video LLMs’ consistent difficulty with precise temporal localization.
Refer back to Appendix C.3.



Can you specify the approximate time interval where the key
road event is observed in the video? (The
time interval should be specified in the format: xx to yy seconds) g

GT Answer: The key road event is observed between 5 to 11 seconds.

The car is stopped at an intersection. The time of the car being stopped at the intersection is from 0.0 to
0.001 seconds.

Dolphin

11 seconds

Tarsier-34,8

approximately between 22 to 25 seconds into the video. During this time, the motorcyclist is seen swerving

. The key road event, which is the near-miss incident involving the motorcyclist and the car, occurs
g to avoid a collision with the car.

IXC-2.5

@ The key road event, where the taxi passes very close to the cyclist, occurs approximately between 0:05 and
0:10 seconds.

GEMINI-1.5 pro

‘The key road event is observed approximately from 52 to 59 seconds. ‘

GPT-40
Low score N Hish Score

N

Figure 40. Model performance comparison on Temporal Grounding task: Top: Dashcam footage showing a nighttime near-miss
incident between a taxi and cyclist. Middle: Models are asked to specify the temporal interval of the key road event, with ground truth
spanning 5-11 seconds (gray box). Bottom: Model responses (colored boxes) show diverse approaches: while Gemini-1.5 Pro (green
circle) correctly identifies both the event type and provides a reasonable time estimate (0:05-0:10), other models either give incorrect
intervals (IXC: 22-25s, GPT-40: 52-59s), overly precise timing (Dolphin: 0.0-0.001s), or incomplete responses (Tarsier: 11 seconds’).
This example demonstrates that even when models accurately describe the event (taxi passing close to cyclist), precise temporal localization
remains challenging, with only one model achieving high accuracy. Refer back to Appendix C.3.



How does this incident highlight the importance of attentive .
driving? Y

GT Answer: The content does not relate to driving or road safety. It focuses on a
software interface for browsing Reddit that looks like an email client.

The incident in the video serves as a clear example of how important it is to remain attentive while driving. The driver is able

to notice and respond to the presence of a kite in the road, which could have been a potential hazard. This demonstrates the

driver's ability to stay alert and focused on their surroundings, allowing them to react quickly and safely to unexpected
Dolphin obstacles on the road.

The provided video are from a computer interface, specifically an email client, and do not contain any content related to
driving or road safety. Therefore, it is not possible to highlight the importance of attentive driving from the given video.

Tarsier-34B

This incident underscores the significance of attentive driving by illustrating the potential consequences of distractions while

operating a vehicle. The fact that the driver was using a smartphone, which is a common source of distraction, leading to the
@ collision, serves as a stark reminder of the risks associated with multitasking behind the wheel. It emphasizes the need for

drivers to remain focused on the road and avoid activities that could divert their attention, such as texting, browsing the
internet, or engaging in non-essential phone conversations. This accident serves as a cautionary tale, stressing the
importance of prioritizing safety and adhering to traffic rules to prevent similar incidents in the future.

IXC-2.5

The video shows a person reading Reddit posts while driving. This is extremely dangerous and highlights the importance of

attentive driving. \n\nDriving requires full attention to the road, other vehicles, pedestrians, and changing conditions.

Distractions like reading, texting, or adjusting the radio can lead to accidents. Even a brief lapse in attention can have serious
GEMINI-1.5 pro consequences. By focusing solely on driving, drivers can react quickly to potential hazards and avoid collisions.

The frames from the video do not directly depict an incident related to driving. They appear to show a series of email or
message exchanges, possibly within an email client or messaging platform. To discuss the importance of attentive driving,
we can consider general principles:\n\n1. **Safety**: Attentive driving helps prevent accidents by allowing drivers to react

promptly to changes in traffic conditions.\n\n2. ** Awareness**: Being focused on the road ensures that drivers are aware of
@ their surroundings, including pedestrians, cyclists, and other vehicles.\n\n3. **Responsibility**: Drivers have a responsibility to
GPT-40 ensure the safety of themselves, their passengers, and others on the road.\n\n4. **Legal Compliance**: Many regions have

laws against distracted driving, emphasizing the importance of staying focused.\n\nIf you have a specific incident in mind,
please provide more details for a tailored response.

Lowscore NN I Hish Score
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Figure 41. Model performance comparison on Incompatible QA task: Top: Video of a Reddit interface (non-road-event content).
Middle: Models are asked about attentive driving implications, while the ground truth (gray box) correctly mentions that the content is
unrelated to driving safety. Bottom: Model responses showcase varying levels of hallucination: most models (red circles) fabricate driving
scenarios and safety implications despite the irrelevant content, while Tarsier (green) correctly identifies that the video is not related to
road event. Although, GPT-40 (orange) correctly identifies the computer interface, it still attempts to relate it to driving. This example
highlights a critical challenge in Video LLM robustness - the tendency to hallucinate road safety contexts even when presented with
completely unrelated visual content. Refer back to Appendix C.3.



What specific safety measures could have prevented this .
roadside maintenance accident? o

GT Answer: The video does not show a roadside maintenance accident. It shows
a person welding in a workshop.

the man is not wearing any safety gear, like helmet or protective clothing. This lack of safety gear increases the risk of injury in

@ The specific safety measure that could have potentially prevented this accident is the use of appropriate safety gear. In the video,
case of an accident or fall, emphasizing the importance of adhering to safety protocols while performing road maintenance tasks.

Dolphin

The provided video do not contain enough information to determine specific safety measures that could have prevented a
roadside maintenance accident. The frames show a person welding in an indoor setting, not on a roadside. Therefore, it is not
Tarsier-34B | possible to accurately answer the question based on the given data.

Specific safety measures that could have prevented this roadside maintenance accident include the use of proper barriers or
cones to cordon off the work area to protect passing vehicles and pedestrians. Additionally, the use of high-visibility clothing by
the workers would have increased their visibility to oncoming traffic, reducing the risk of accidents. Ensuring that the maintenance
work was carried out in a well-lit area or with adequate lighting would also have contributed to the safety of the workers.

The video shows a worker welding while sitting on a metal chair. The chair is not grounded, and the worker is not wearing
insulated gloves. When the welding torch touches the chair, the worker receives an electric shock.\n\nSeveral safety measures
could have prevented this accident:\n\n1. **Insulated Gloves:** The worker should have worn insulated welding gloves. These
gloves protect the hands from electric shock and burns.\n\n2. **Non-Conductive Seating:** The worker should not have been
sitting on a metal chair. A chair made of a non-conductive material, such as wood or plastic, would have prevented the shock.\n\n3.
**Grounding:** The metal chair should have been grounded. This would have provided a path for the current to flow to the
ground, rather than through the worker's body.\n\n4. **Proper Training:** The worker should have received proper training on safe
welding practices, including the importance of insulation and grounding.\n\n5. **Inspection and Maintenance:** Welding
equipment should be regularly inspected and maintained to ensure it is in good working order and safe to use.\n\n6. **Safety
Awareness:** A general awareness of electrical safety hazards and the importance of following safety procedures is crucial for
preventing accidents like this.\n\n7. **Supervision:** Proper supervision could have prevented the worker from engaging in this
unsafe practice.\n\n8. **Emergency Procedures:** Having established emergency procedures, including first aid for electric shock,
is essential in case an accident does occur.\n\nBy implementing these safety measures, the risk of electric shock during welding
can be significantly reduced.

GEMINI-1.5 pro.

The frames depict a person welding, which involves several safety risks. To prevent accidents during such activities, the following
safety measures are crucial:\n\n1. **Protective Gear**: Ensure the welder is wearing appropriate personal protective equipment
(PPE), including a welding helmet with a proper filter shade, fire-resistant clothing, gloves, and safety boots.\n\n2. **Ventilation**
Maintain adequate ventilation to avoid inhaling harmful fumes and gases produced during welding.\n\n3. **Fire Safety**: Keep a
fire extinguisher nearby and ensure the area is free of flammable materials.\n\n4. **Proper Training**: Ensure the welder is
‘ properly trained and aware of safety protocols.\n\n5. **Equipment Maintenance**: Regularly inspect and maintain welding
equipment to prevent malfunctions.\n\n6. **Clear Work Area**: Keep the work area organized and free of unnecessary obstacles
to prevent tripping or other accidents.\n\n7. **Electrical Safety**: Ensure all electrical connections are secure and insulated to

prevent electric shock
tow Score [N N _High Score

Figure 42. Model performance comparison on Incompatible QA task: Top: Frames showing indoor welding activity in a workshop.
Middle: Models are asked about roadside maintenance accident prevention, while the ground truth (gray box) correctly indicates that
the content shows indoor welding, not roadside maintenance. Bottom: Model responses (colored boxes) demonstrate varying degrees of
hallucination: while Tarsier (green) correctly acknowledges insufficient information to discuss roadside maintenance, Dolphin and IXC (red
circles) fabricate elaborate safety measures despite the obvious indoor setting. Gemini and GPT-40’s (dark orange) detailed response about
welding safety, while technically accurate, still fails to address the fundamental context mismatch. This example illustrates how models
can generate plausible but irrelevant safety recommendations when presented with visually similar but contextually different scenarios.
Refer back to Appendix C.3.

GPT-40




What psychological factors might be driving the overtaking driver's ‘
extremely reckless behavior? Y

GT Answer: The video doesn't portray any driving or reckless behavior. It shows
construction work.

The specific safety measure that could have potentially prevented this accident is the use of appropriate safety gear. In the

video, the man is not wearing any safety gear, such as a helmet or protective clothing. This lack of safety gear increases the

risk of injury in case of an accident or fall, emphasizing the importance of adhering to safety protocols while performing

Dolphin road maintenance tasks.
The provided video do not contain any information about an overtaking driver or their behavior, making it impossible to
‘ determine any psychological factors driving such behavior. The frames depict a construction site and individuals involved in

Tarsier-348 bricklaying, which is unrelated to the question asked.
The overtaking driver's reckless behavior could be driven by several psychological factors. One possibility is a sense of
urgency or impatience, where the driver feels compelled to reach their destination quickly, leading them to take

unnecessary risks. Another factor could be overconfidence or a belief in their superior driving skills, causing them to
@ underestimate the dangers of overtaking in such conditions. Additionally, the driver might be influenced by a competitive
el or aggressive mindset, where they feel compelled to outperform other drivers on the road. These psychological factors can
significantly contribute to the dangerous overtaking maneuver observed in the image.
It appears you are referring to a different video than the one shown. This video shows a man building a brick wall. There is
no overtaking driver. \n\nlf you'd like to ask about the psychology of reckless driving in general, | can provide some
information on that. Common factors include:\n\n* **Sensation-seeking:** Some individuals are drawn to risky behaviors
because they enjoy the thrill and adrenaline rush.\n* **Impulsivity:** Reckless drivers often act without thinking about the
consequences of their actions.\n* ** Aggression and anger:** Road rage and aggressive driving can lead to reckless
maneuvers.\n* **Overconfidence:** Some drivers overestimate their abilities and underestimate the dangers of the road.\n*
**| ack of empathy:** A lack of concern for the safety of others can contribute to reckless driving.\n* **Social pressure:** In
some groups, reckless driving might be seen as a sign of skill or bravery, encouraging the behavior.\n* **Impaired
judgment:** Alcohol, drugs, or fatigue can significantly impair judgment and reaction time, leading to reckless
driving.\n\n\nlt's important to note that reckless driving is a complex behavior with multiple contributing factors. It's rarely
caused by a single psychological issue.\n

GEMINI-1.5 pro

The frames from the video show a person working on a brick wall, which eventually collapses. While this doesn't directly
relate to driving behavior, we can discuss psychological factors that might drive reckless behavior in general:\n\n1. **Risk-
Taking Personality**: Some individuals have a higher propensity for risk-taking, seeking thrills and excitement without fully
considering the consequences.\n\n2. **mpatience**: A desire for immediate results or progress can lead to reckless actions,
@ as individuals may not want to wait or take the time to do things safely.\n\n3. **Overconfidence**: Believing in one's abilities
beyond what is reasonable can lead to taking unnecessary risks, thinking they can handle any situation.\n\n4. **Peer
Pressure**: The presence or influence of others can encourage individuals to act recklessly to gain approval or show
off\n\n5. **Stress or Emotional Distress**: High levels of stress or emotional turmoil can impair judgment and lead to

impulsive decisions.\n\n6. **Lack of Awareness**
towscore [ igi Seore

Figure 43. Model performance comparison on Incompatible QA task: Top: Frames showing a person building and subsequently
demolishing a brick wall. Middle: Models are asked about psychological factors behind overtaking behavior, while the ground truth
(gray box) correctly mentions this as unrelated to overtaking. Bottom: Model responses show varying levels of hallucination and context
confusion: Dolphin and IXC (red circles) completely ignore the brick wall context and fabricate scenarios about road safety, while Tarsier
and Gemini (green) correctly acknowledges the construction setting and clearly states the content mismatch. This example demonstrates
how models can struggle with maintaining contextual accuracy, with some generating elaborate but irrelevant psychological analyses
despite clearly unrelated visual content. Refer back to Appendix C.3.
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What are the potential reasons behind the actions of the [ )
involved entities? a
GT Answer: The car driver appeared to be in a rush, driving at high speed. The motorcycle rider

seemed impatient, not waiting for a clear view before proceeding. Both parties showed a lack of

caution at the intersection.

Because traffic is moving normally.

Dolphin The video depicts a series of events at an intersection. Initially, a truck is seen making a left turn. Shortly after, a

motorcyclist arrives and collides with the truck, resulting in the motorcyclist being thrown off the bike. Following this, a
car approaches the intersection and stops, possibly due to the collision between the truck and the motorcyclist. The
Tarsier-3,8 | Motorcyclist, now on the ground, is seen lying still. The actions of the entities involved suggest that the truck and the
motorcyclist may have misjudged the timing of their respective movements, leading to the collision. The car stopping at
the intersection might be a reaction to the accident.

The potential reasons behind the actions of the involved entities could include a lack of attention from the truck driver,
misjudgment of the motorcycle's speed and distance, or a failure to yield the right of way. Additionally, the truck driver
IXC-2.5 might have been distracted or not paying full attention to the road, leading to the collision.

The video shows a truck making a right turn at an intersection. A motorcyclist is approaching the intersection from the
opposite direction. The motorcyclist appears to be unaware of the truck's intention to turn and continues straight, resulting
in a collision. The motorcyclist and passenger are thrown from the bike.\n\nPotential reasons for the motorcyclist's
actions:\n\n* **Lack of attention:** The motorcyclist may have been distracted or not paying close attention to the road and
the truck's movements.\n* **Misjudgment of the truck's speed or trajectory:** The motorcyclist may have underestimated
the truck's speed or misjudged its turning radius, leading them to believe they had enough time to pass.\n* **Excessive
speed:** If the motorcyclist was traveling at a high speed, they may have had less time to react to the truck's turn.\n*
**¥|mpaired vision:** Obstructions or poor visibility due to weather conditions could have hindered the motorcyclist's ability
to see the truck clearly.\n* **Lack of experience or training:** A less experienced motorcyclist may not have the skills or
knowledge to properly assess the situation and react accordingly.\n\nPotential reasons for the truck driver's actions:\n\n*
**Failure to signal:** The truck driver may not have used their turn signal to indicate their intention to turn right, leaving the
motorcyclist unaware of their maneuver.\n* **Wide turn:** The truck driver may have made a wider turn than necessary,
encroaching into the motorcyclist's path.\n* **Misjudgment of the motorcyclist's speed:** The truck driver may have
overestimated the distance or speed of the approaching motorcycle, leading them to believe they had enough time to
complete the turn.\n* **Blind spots:** Large vehicles like trucks have significant blind spots, and the driver may not have
seen the motorcycle approaching.\n\nit's important to note that without more information, it's difficult to definitively
determine the exact cause of the accident. A thorough investigation would be needed to determine the contributing factors
and assign responsibility.

GEMINI-1.5 pro

Based on the frames from the video, here are some potential reasons behind the actions of the involved entities:\n\n1.
**Truck Movement**: The truck is making a turn, possibly indicating a delivery or a route change. The driver might be
navigating a tight corner, which requires careful maneuvering.\n\n2. **Motorcyclists**: The motorcyclists appear to be
waiting for the truck to pass before proceeding. This is likely a safety measure to avoid collision with the larger
vehicle\n\n3. **Bus and Car**: The bus and car are moving along the road, maintaining traffic flow. Their actions suggest
GPT-4o they are following the road rules and keeping a safe distance from the truck and motorcyclists.\n\n4. **Pedestrians**: The
pedestrians seem to be crossing the road after the vehicles have passed. They might be taking advantage of a gap in traffic
to cross safely.\n\n5. **Accident**: The frames show a motorcycle accident, possibly due to a sudden stop or loss of

control.
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Figure 44. Model performance comparison on Why QA task: Top: CCTV footage showing an intersection incident between a truck and
motorcyclist. Middle: Models are asked about potential reasons behind the road entities’ actions, with ground truth (gray box) indicating
rush and lack of caution as primary factors. Bottom: Model responses demonstrate varying levels of reasoning and detail: While Dolphin
(red circle) provides an oversimplified response ("Because traffic moving normally’), other models offer increasingly complex analyses.
Gemini generates a comprehensive analysis considering multiple factors (weather conditions, road visibility, driver attention), while GPT-
4o provides a structured but possibly over-analyzed response with enumerated factors. This example illustrates the challenge of providing
appropriate depth in causal reasoning without over-speculation. Refer back to Appendix C.3.




What was the likely primary reason for the incident? [ )

1 GT Answer: The primary reason behind the incident was improper lane
changing and failure to maintain safe distance between vehicles.

@ Because the light is green.

Dolphin
‘ The primary reason for the incident is a traffic accident involving a motorcycle and a truck.

Tarsier-34,B

Based on the image, the primary reason for the incident appears to be a collision between a car and a motorcycle. This
H conclusion is drawn from the visible damage to the rear of the car and the proximity of the motorcycle to the car,

@ suggesting a rear-end collision. The exact cause, such as whether it was due to a mechanical failure, human error, or other
IXC-2.5 factors, cannot be determined solely from the image.

1 The driver of the dashcam vehicle was likely distracted by the pedestrian crossing the street in front of the dump truck. The i
driver then used a derogatory term and continued driving.

GEMINI-1.5 pro

The frames show a sequence of traffic movement on a road. The likely primary reason for any incident in this
context could be related to traffic congestion, lane changes, or interactions between vehicles and pedestrians.

‘ However, without a specific incident described, it's difficult to determine the exact cause. If there was a

GPT-40 collision or near-miss, it might be due to the close proximity of vehicles, the presence of pedestrians, or the

merging of lanes.

| S—

Figure 45. Model performance comparison on Why QA task: Top: Dashcam footage showing a traffic scenario with lane changing inci-
dents. Middle: Models are asked about the primary reason for the incident, with ground truth (gray box) identifying improper lane changing
and insufficient vehicle distance as key factors. Bottom: Model responses show varying levels of analytical accuracy and specificity: Dol-
phin offers an oversimplified and irrelevant response (’Because the light is green’), while Tarsier-34B provides a vague description without
specific reasoning. IXC-2.5 attempts causal analysis but misidentifies the vehicles involved, and Gemini-1.5 Pro introduces unobserved
elements (pedestrian crossing). GPT-4o0 demonstrates appropriate caution by acknowledging the difficulty in determining exact causes
without clearer incident details. This example highlights the challenges in balancing between definitive causal analysis and appropriate
uncertainty when visual evidence is ambiguous. Refer back to Appendix C.3.



@accidentes_ @accidentes_1

What are the potential reasons behind the driver's ()
actions? ]

GT Answer: The driver's actions suggest distraction due to phone use
and possibly experiencing distress or a panic attack.

The driver is attempting to get a better view of the road ahead.

Dolphin

There could be several potential reasons behind the driver's actions:\n\n1. Avoiding obstacles: The driver might have
encountered a road obstacle, such as a debris in the roadway or a sudden change in road conditions, causing them to
swerve off the road to avoid a collision.\n2. Evading traffic: The driver may have seen another vehicle approaching from
the same direction and decided to swerve off the road to avoid a head-on collision.\n3. Weather conditions: The driver
could have been affected by adverse weather conditions, such as heavy rain or snow, which can cause limited visibility
and slippery roads, leading to the need for sudden evasive maneuvers.\n4. Mechanical failure: The driver might have
experienced a mechanical failure, such as a blown tire or a steering malfunction, which forced them to swerve off the
road to maintain control of the vehicle.\n5. Distracted driving: The driver could have been momentarily distracted, such as
by a mobile phone or a sudden movement, causing them to lose control of the vehicle and swerve off the road.\n\nThese
are just a few potential reasons, and the exact cause may not be clear from the video alone. It is important to note that
the driver's actions suggest they were attempting to prevent a more severe accident by swerving off the road.

Tarsier-34B

There could be several reasons behind the driver's actions. One possibility is that the driver was engaged in a
@ conversation on the phone and was momentarily distracted, leading to the collision. Another reason could be that the
driver was not paying attention to the road due to other activities, such as eating or adjusting the car's interior. It is also
xc-z5 possible that the driver was not familiar with the road or the area, causing them to lose control of the vehicle. Lastly,
mechanical failure or a sudden obstacle on the road could have contributed to the driver's loss of control.

The video shows a truck driver talking on his cell phone while driving. He is not paying attention to the road and crashes
into a car.\n\nThere are several potential reasons for the driver's actions:\n\n* **Distraction:** The driver was clearly
distracted by his cell phone conversation. This is a common cause of accidents, as it takes a driver's attention away from
the road.\n* **Fatigue:** The driver may have been fatigued, which can impair judgment and reaction time. The presence
of a bed in the cab suggests the driver may have been driving for a long time.\n* **mpairment:** The driver may have
been impaired by drugs or alcohol, although there is no direct evidence of this in the video.\n* **Overconfidence:** The
driver may have been overconfident in his ability to multitask and drive safely while talking on the phone.\n* **Lack of
experience:** The driver may have been inexperienced or poorly trained, leading to poor decision-making.\n* **External
factors:** There may have been external factors, such as poor visibility or road conditions, that contributed to the accident.
However, the driver's inattention seems to be the primary cause.\n\nlt is important to note that driving while distracted is
dangerous and illegal in many places. Drivers should always focus on the road and avoid any activities that could take
their attention away from driving.

GEMINI-1.5 pro

Based on the frames from the video, several potential reasons could explain the driver's actions:\n\n1. **Distraction**: The
driver appears to be using a phone, which could have distracted him from focusing on the road.\n\n2. **Visibility Issues**:
The foggy conditions shown in the video might have reduced visibility, making it difficult for the driver to see obstacles or
changes in the road.\n\n3. **Speed**: The speed indicated in the frames suggests the driver might have been going too fast
for the conditions, reducing reaction time.\n\n4. **Fatigue**: If the driver was tired, it could have impaired his ability to react
GPT-40 quickly and make sound decisions.\n\n5. **Inexperience or Misjudgment**: The driver might have misjudged the road
conditions or the distance to the toll booth.\n\nThese factors, individually or combined, could have contributed to the

incident depicted in the video.

Figure 46. Model performance comparison on Why QA task: Top: Split-screen dashcam footage showing both driver behavior (phone
use) and road view leading to an incident. Middle: Models are asked about potential reasons behind the driver’s actions, with ground
truth (gray box) identifying distraction from phone use and possible panic/distress. Bottom: Model responses demonstrate varying depths
of causal analysis: Dolphin provides an oversimplified response about road view, while Gemini-1.5 Pro offers a comprehensive multi-
factor analysis incorporating both observed behaviors (phone distraction) and possible underlying causes. IXC-2.5 stays focused on direct
observables, while GPT-4V extensively analyzes multiple scenarios but maintains grounding in the visible evidence (phone conversation).
This example shows how models balance between observable evidence (phone use) and inferring potential psychological states, with
varying success in maintaining relevance to the visual content. Refer back to Appendix C.3.




. . . I
What type of road event is depicted in the video? -

GT Answer: The key road event captured is an unsafe driving behavior and an
animal-related incident due a wildlife encounter involving an elephant and a van
on a rural road.

The video shows an elephant crossing the road in front of the car. This is an unusual and unexpected event,
9 as it is not common for an elephant to cross a road in the middle of traffic. The driver must react quickly and

safely to avoid a collision with the elephant.
Dolphin

An elephant walking on a road causes a traffic accident when it collides with a parked van, resulting in the
van being damaged and a group of people gathering around the scene.

Tarsier-34B

The road event depicted in the video falls under the category of \"animal-related incidents.\" Specifically, it
shows an elephant crossing the road, which is an unusual and potentially dangerous situation for both the
elephant and the vehicles on the road. The presence of the elephant on the road could lead to traffic
disruptions and requires careful handling to ensure the safety of all parties involved
IXC-2.5
The video depicts an animal-related incident. A large elephant blocks a road and pushes a van off the road.
The people in the van exit the vehicle and run away. The elephant then walks into the trees.

GEMINI-1.5
pro

The video depicts an animal-related incident. An elephant is seen interacting with a van on a road. The elephant

approaches the van, nudges it, and causes the occupants to exit the vehicle. The situation appears to be tense
‘ but not immediately aggressive. This type of incident highlights the potential hazards of wildlife encounters on
roads, emphasizing the need for caution and awareness in areas where animals may be present.

Low Score NI Hish Score

GPT-40

Figure 47. Model performance comparison on Description QA task: Top: Video frames showing an encounter between an elephant
and a van on a rural road. Middle: Models are asked to describe the type of road event, with ground truth (gray box) identifying it as both
unsafe driving behavior and an animal-related wildlife encounter. Bottom: Model responses show varying accuracy in event categorization
and detail: Tarsier-3LB incorrectly describes a collision, while IXC-2.5 (green circle) provides a well-balanced response that correctly
categorizes the event as ’animal-related incident’ while acknowledging the safety implications for all parties. Gemini-1.5 Pro and GPT-40
offer accurate but differently focused descriptions, with Gemini emphasizing the physical interaction and GPT-40 highlighting the broader
safety context. This example demonstrates models’ varying abilities to balance between event classification, factual description, and safety
implications in unusual road scenarios. Refer back to Appendix C.3.



Can you describe the actions of the entities involved in the road @

event? o

GT Answer: The motorcyclist attempted to overtake the auto rickshaw on a
curve. The auto rickshaw swerved to the left. The black car was driving in the
middle of the road leading to a near miss incident with motorcyclist. Further
motorcyclist crashes into the white car.

@ The car is driving forward.

Dolphin
A truck is driving on a curvy road. A car overtakes the truck on the left side. A motorcycle follows behind the
car. The truck loses control and veers off the road. The motorcycle rider falls off the motorcycle and lands

on the road. The truck continues moving, passing by the motorcycle and car.
Tarsier-34B

The entities involved in the road event are the vehicles and the pedestrians. The vehicles, which include cars

and a truck, are in motion along the winding road. One of the cars, a white one, appears to have been
involved in a collision with the truck, as evidenced by its damaged front end and the truck's overturned

position. Pedestrians can be seen near the vehicles, possibly assessing the situation or waiting to provide
assistance. Their actions suggest they are responding to the accident, which has disrupted the normal flow of
traffic on this mountainous road.

IXC-2.5

A three-wheeled vehicle, also known as an auto-rickshaw, is driving around a curve on a two-lane road. A
black SUV is approaching from the opposite direction. The auto-rickshaw crosses the center line and the SUV
brakes to avoid a collision. A motorcycle is following the SUV and also brakes. A dump truck is following the
GEMINI-L5 | Motorcycle and swerves to avoid hitting the motorcycle. The dump truck tips over onto its side, blocking the
pro road.

The frames depict a sequence of events on a winding road:\n\n1. A green auto-rickshaw is navigating a sharp
turn.\n2. A white car follows the auto-rickshaw around the bend.\n3. A motorcycle and another vehicle are also
seen on the road.\n4. The white car appears to lose control and flips over, landing on its roof.\n5. People from
‘ nearby vehicles rush to assist.\n6. A large truck approaches the scene, stopping near the overturned car.\n7.
GPT-40 Bystanders gather around the car, likely to help the occupants.\n\nThe sequence shows a traffic incident
involving multiple vehicles, with a focus on the white car's accident and the subsequent response from other
road users.

Figure 48. Model performance comparison on Description QA task: Top: Video frames show a collision between a car and a bike on
a curvy road. Middle: Models are asked to describe the actions of the entities involved in the road event, with ground truth (gray box)
identifying it near-miss incident that further led to the collision. Bottom: Model responses show varying accuracy in event categorization
and detail: All the models fail to answer this question due to incorrect identifications. GPT-4o fails to identify the motorcycle that was
initially overtaking the auto that crashed a car. Tarsier-34B incorrectly identifies overtaking between the car and the truck. Refer back to
Appendix C.3.



. ) . A
What type of road event is depicted in the video? o

GT Answer: The key road event captured in the video is a traffic violation
involving a vehicle driving the wrong way on a one-way street to enter a
convenience store.

The video shows a car driving down a city street at night. The road event depicted in this video is that the car
is driving down the street. This can be inferred from the fact that the street is empty, indicating that there are
no other vehicles or pedestrians present. The car's movement along the street suggests that it is in motion and
traveling along the road.

Dolphin

The video depicts a night-time drive through a city with various buildings and parked cars. The vehicle
navigates through the streets, passing by different intersections and street corners. There are no direct
interactions with other vehicles or pedestrians, but the driver needs to be aware of the surroundings and
follow traffic rules to ensure safe driving practices.

Tarsier-34B

The road event depicted in the video appears to be a near-miss incident. This is inferred from the sudden
appearance of the white car in the driver's lane, which could have resulted in a collision if the driver had not
IXC-2.5 reacted in time. The driver's quick maneuver to avoid the white car suggests that they were able to avert a

potential accident. There is no indication of any rash or dangerous driving behavior, nor is there any evidence
of road rage or aggressive maneuvers. The video does not provide any information about infrastructure issues
or animal-related incidents. Therefore, the most appropriate category for this road event is a near-miss
incident.

The video depicts a safe driving practice. The driver is navigating a narrow street at night, maintaining a safe
GEMINI-1.5 speed, and adhering to traffic rules. The driver stops at an intersection before proceeding. There are no
pro apparent violations, dangerous maneuvers, or incidents.

The frames depict a scenario of safe driving practices. The vehicle is navigating through a well-lit urban area at
night, following the road markings and signs. There is a moment where another vehicle is seen making a turn,

‘ but it appears to be a controlled and normal maneuver. The driver maintains a steady speed and adheres to
traffic rules, indicating a routine and safe driving situation.

Figure 49. Model performance comparison on Description QA task: Top: Video frames show a traffic violation involving. Middle:
Models are asked to describe the type of road event depicted in the video, with ground truth (gray box) identifying it as a vehicle driving
the wrong way on a one-way street. Bottom: All models fail to recognize the violation. Refer back to Appendix C.3.
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What is the central theme of the road safety video? a

GT Answer: The key road event captured in the video is related to awareness of
road safety, specifically focusing on the visibility of pedestrians or motorcyclists
at night and its impact on road accidents.

The video is about a man riding a motorcycle in traffic. The theme of this video is that the man is riding in traffic,
specifically in the middle lane. This indicates that the traffic is moving at a steady speed.

Dolphin

The central theme of the road safety video is the importance of safe driving practices, particularly at night, and the
use of reflective vests for increased visibility.

Tarsier-34,8

The central theme of the road safety video is to highlight the importance of visibility in traffic. It emphasizes the need

for motorcyclists to wear high-visibility clothing or gear to ensure they are seen by other road users, especially in

low-light conditions. The video shows a motorcyclist riding on a highway at night, wearing dark clothing, which
e makes him almost invisible to other drivers. The video also features a man in a police uniform discussing the

importance of visibility in traffic. He explains that motorcyclists should wear brightly colored clothing or use
reflective materials to increase their visibility on the road. The video aims to educate viewers about the potential
dangers of poor visibility in traffic and the measures that can be taken to mitigate these risks.

IXC-2.5

The central theme of the video is safe driving practices, specifically pedestrian and cyclist visibility at night.

The video shows a pedestrian walking across a road at night wearing dark clothing. The pedestrian is difficult

to see, and a car nearly hits them. The police officer in the video explains that wearing dark clothing at night

can lead to accidents. He advises pedestrians and cyclists to wear light-colored or reflective clothing at night
GEMINI-1.5 pro to improve their visibility to drivers. He also recommends wearing reflective jackets.

footage of a near-miss incident where a pedestrian crosses a road at night, highlighting the dangers of low visibility.
It also features an educational segment with a police officer discussing the importance of wearing visible clothing for
safety. A graphic is shown to demonstrate how different colors affect visibility in traffic, emphasizing the need for
pedestrians and cyclists to wear bright or reflective clothing to enhance safety.

‘ The central theme of the video is road safety, focusing on pedestrian safety and visibility in traffic. The video includes

GPT-40

Figure 50. Model performance comparison on Description QA task: Top: Video frames showing a road safety awareness video aimed
towards pedestrians or motorcyclists at night. Middle: Models are asked to describe the theme of the video, with ground truth (gray box)
indicating that it is a safety awareness video. Bottom: Model responses show varying accuracy in event categorization and detail: All the
models except Dolphin successfully capture the global context or theme of the video. Refer back to Appendix C.3.



Can you describe the actions of the road entities involved in the
event?

GT Answer: A cyclist is waiting in the middle of the road, motorists are moving
from all directions, and pedestrians are navigating the unsafe infrastructure.

The frames from the video show a road scene with several entities:\n\n1. **Blue Bus**: The bus is moving
straight along the road under the elevated structure. It maintains a consistent position in the lane, indicating it
is traveling in a straight path.\n\n2. **Motorcyclists**: There are several motorcyclists visible in the frames.

They appear to be moving in the same direction as the bus, with some overtaking it on the right side.\n\n3.
**QOther Vehicles**: There are a few other vehicles, including a yellow truck, visible in the background. They
GPT-40 seem to be moving in the same direction as the bus and motorcycles.\n\n4. **Pedestrians and Bicyclists**:

There are no clear indications of pedestrians or bicyclists crossing the road in these frames.\n\nOverall, the
road entities are moving in an orderly fashion, with the bus and motorcycles traveling in the same direction
under the elevated structure.

How does the lack of proper infrastructure affect different road
users at this junction?

GT Answer: Cyclists are forced to wait in the middle of the road, motorists move
from all directions without guidance, and pedestrians struggle to navigate
safely. The absence of proper infrastructure increases the risk of accidents for all
road users.

The frames from the video show a busy junction with various road users, including buses, motorcycles, and
pedestrians. The lack of proper infrastructure can affect them in several ways:\n\n1. **Safety Risks**: Without
clear lane markings or traffic signals, there is a higher risk of accidents. Motorcyclists and pedestrians are
‘ particularly vulnerable\n\n2. **Traffic Congestion**: The absence of designated lanes or traffic management
can lead to congestion, as vehicles may not follow a structured flow.\n\n3. **Pedestrian Challenges**:
Pedestrians may find it difficult to navigate safely without crosswalks or pedestrian signals, increasing the
risk of accidents.\n\n4. **Inefficient Traffic Flow**: Without proper infrastructure, vehicles may not move
efficiently, leading to delays and increased travel time.\n\n5. **Increased Stress**: Drivers and riders may
experience higher stress levels due to the chaotic and unpredictable nature of the traffic\n\nlmproving
infrastructure with clear signage, lane markings, and pedestrian pathways can enhance safety and efficiency

GPT-40

Figure 51. The image shows a qualitative analysis of the performance of GPT-40 Video LLM for two types of questions - a generic question
about the actions of the road entities, and a specific question about how the lack of proper infrastructure affects different road users. The
ground truth (GT) answers are provided, and the predicted answers by the model are shown using icons - a red circle indicates the model’s
prediction does not align well with the ground truth, while a green icon indicates the model performs well. GPT-40 seems to be performing
well in specific questions than generic one. This performance gap could be because generic questions require the model to infer the context
while specific questions directly reference the event and entities, making it easier for models to answer them.



Can you describe the actions of the road entities involved in the o

event? i

GT Answer: A cyclist is waiting in the middle of the road, motorists are moving
from all directions, and pedestrians are navigating the unsafe infrastructure.

Sure! Here's a description of the actions of the road entities in the video:\n\n* **Camera Vehicle:** The vehicle
with the dashcam remains stationary throughout the video, likely at an intersection or stoplight.\n* **Bus:** A
blue bus is seen driving straight ahead in the center of the road.\n* **Trucks:** Two trucks, one yellow and
one white, are seen driving in the same direction as the bus, behind it.\n* **Motorcycles/Scooters:** Several
motorcycles and scooters are seen driving in various directions, some passing the camera vehicle, some going
straight, and some turning.\n* **Bicycles:** Two bicyclists are seen riding on the right side of the road, going
in the same direction as the bus and trucks.\n* **Auto-rickshaw:** An auto-rickshaw is briefly seen on the
right side of the road, near the end of the video.\n* **Pedestrian:** One pedestrian is seen walking on the left
sidewalk near the beginning of the video.\n\n\nlt appears to be a typical traffic scene at an intersection, with
various vehicles and a few pedestrians navigating the road.

GEMINI-1.5 pro

How does the lack of proper infrastructure affect different road o
users at this junction? i

GT Answer: Cyclists are forced to wait in the middle of the road, motorists move
from all directions without guidance, and pedestrians struggle to navigate
safely. The absence of proper infrastructure increases the risk of accidents for all
road users.

The lack of proper infrastructure at this junction affects different road users in various ways:\n\n*
**Pedestrians:** There are no designated crosswalks or pedestrian signals, forcing pedestrians to navigate
the intersection amidst moving traffic, increasing the risk of accidents. The uneven and broken pavement
further adds to the difficulty and danger for pedestrians.\n* **Cyclists:** Cyclists also lack dedicated lanes or
paths, forcing them to share the road with larger vehicles, including buses and trucks. This increases their
vulnerability to collisions, especially given the lack of clear traffic signals or right-of-way rules\n*

GEMINI-15 pro **Motorcyclists:** Similar to cyclists, motorcyclists face the same dangers of sharing the road with larger
vehicles without dedicated lanes. The uneven road surface and lack of clear traffic management also pose
risks to their safety.\n* **Drivers of larger vehicles (buses, trucks):** The lack of proper lane markings and
traffic signals can lead to confusion and potential conflicts between larger vehicles, especially during turns or
lane changes. The presence of other road users, such as pedestrians, cyclists, and motorcyclists, further
complicates navigation and increases the risk of accidents.\n* **Drivers of smaller vehicles (cars, auto-
rickshaws):** Drivers of smaller vehicles also face challenges due to the lack of clear traffic management and
the presence of various road users sharing the same space. The uneven road surface and potential for
congestion can lead to delays and increase the risk of minor collisions.\n\nOverall, the lack of proper
infrastructure at this junction creates a chaotic and unsafe environment for all road users, increasing the risk
of accidents and hindering smooth traffic flow. The absence of designated lanes, crosswalks, traffic signals,
and proper pavement contributes to the overall hazardous conditions.\n

Figure 52. A similar phenomena between the gap between generic and specific QAs is reflected in Gemini, as seen in the previous example.
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Can you describe the actions of the road entities involved in the o
event? i

GT Answer: A cyclist is waiting in the middle of the road, motorists are moving
from all directions, and pedestrians are navigating the unsafe infrastructure.

The blue auto-rickshaw is turning left at an intersection without signaling, which results in a near collision
with the vehicle from which the video is shot. The motorcyclist is proceeding straight, passing by the auto-
rickshaw and the vehicle.

Tarsier-348

How does the lack of proper infrastructure affect different road @
users at this junction? i

GT Answer: Cyclists are forced to wait in the middle of the road, motorists move
from all directions without guidance, and pedestrians struggle to navigate
safely. The absence of proper infrastructure increases the risk of accidents for all
road users.

The lack of proper infrastructure at this junction affects road users in several ways. The absence of traffic

signals or traffic management systems leads to a chaotic and uncontrolled flow of vehicles and pedestrians.

Motorcyclists and auto-rickshaws are seen weaving through the traffic, often disregarding traffic rules, which

increases the risk of accidents. Pedestrians have to navigate through the traffic without any designated

crossings, making it dangerous for them. Additionally, the lack of proper road maintenance and traffic

Tarsier-348 calming measures can result in uneven road surfaces and potholes, causing further discomfort and safety
risks for all road users. The presence of a metro track over the road also indicates that public transportation
infrastructure is not effectively integrated into the overall transportation planning for the area, which can
exacerbate traffic congestion and accessibility issues for commuters.

Figure 53. A similar phenomena indicating the gap between generic and specific QAs is reflected in Tarsier, similar to what was observed
in the Gemini and GPT-40 in previous examples.



Can you describe the actions of the road entities involved in the [ )

event? i

GT Answer: A cyclist is waiting in the middle of the road, motorists are moving
from all directions, and pedestrians are navigating the unsafe infrastructure.

Based on the image, it appears that the car from which the photo was taken is stationary or moving slowly,

as there is no significant motion blur. The motorcycle is in motion, as indicated by the position of the rider and
the orientation of the bike. The bus is also in motion, traveling in the opposite direction of the motorcycle. The
1xc-25 pedestrians seem to be going about their business, with some walking on the sidewalk and others possibly

waiting to cross the street.

Specific Q

How does the lack of proper infrastructure affect different road @
users at this junction? i

GT Answer: Cyclists are forced to wait in the middle of the road, motorists move
from all directions without guidance, and pedestrians struggle to navigate
safely. The absence of proper infrastructure increases the risk of accidents for all

road users.
The lack of proper infrastructure at this junction affects different road users in several ways. For pedestrians,
@ the absence of sidewalks or pedestrian crossings makes it dangerous to navigate the area on foot, as they are
— forced to walk on the road, increasing the risk of accidents with moving vehicles. For cyclists, the lack of

dedicated bike lanes can lead to conflicts with motor vehicles, as seen in the video where the motorcyclist
had to swerve to avoid a collision with a car. This can result in dangerous maneuvers and a higher likelihood
of accidents. For motorists, the lack of clear traffic markings and signals can lead to confusion and difficulty in
navigating the junction, increasing the risk of collisions. Overall, the lack of proper infrastructure at this
junction creates a hazardous environment for all road users, leading to increased risks of accidents and
injuries.

Low Score N I +igh Score

Figure 54. The phenomena of the model performing better in specific QAs than their generic counterparts persist in IXC as well.
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Figure 55. Geographical location (country of origin) distribution
of video tags. Tags with fewer than five videos are omitted from

the radar plot for clarity and to reduce clutter.
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Figure 56. Road Event Video Tags distribution. Tags with fewer
than five videos are omitted from the radar plot for clarity and to

reduce clutter.
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Figure 57. Traffic Violation Video Tags distribution. Tags with
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and to reduce clutter.
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Figure 58. Road Entity Action Video Tags distribution. Tags with
fewer than 57 videos are omitted from the radar plot for clarity and

to reduce clutter.
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