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{

 'title': 'Direct imaging of extrasolar planets: overview of ground and space programs’,

  'pages': 8, 

 'abstract': ‘With the ever-growing number of exoplanets detected, the issue of characterization is becoming more and more...’,

  'sections’: [

  {'title': 'Context', 'page': '1-2', 'Text': 'The study of extrasolar planets has become in a decade an exciting field in modern …’}, 

  {'title': 'Problematic and solutions', 'page': '2-3', 'Text': 'The problematic issue is well known: planets are many: planets are fainter...’}, 

  {'title': 'Planned projects', 'page': '3-5’, 

  'section’: [

   {'title': 'Planet finders" on 8-m class telescopes (2011)', 'page': '3-4', 'Text': 'Ground based 8-m class telescopes are now equipped...’}, 

   {'title': 'JWST (2014)', 'page': '4-5', 'Text': 'The James Webb Space Telescope is an observatory that allows diffraction...’}, 

   {'title': 'Extremely Large Telescopes (>2017)', 'page': '5', 'Text': 'The ELTs instruments for extrasolar planet direct imaging is more...’}

  ]},

  {'title': 'Future projects', 'page': '5-7', 'Text': 'In contrary to section sec: , the following projects are not yet approved neither...’}, 

 {'title': 'Tentative conclusions', 'page': '7-8', 'Text': 'From the above, it is instructive to put on a timeline the different planned projects...’} 

]

}

DocOwl 2:Parse the structure of this paper with the json format. (https://arxiv.org/pdf/0910.4339)

DocOwl 2:

What is the name of the company? Answer the 

question with detailed explanation.

ITC Limited. 

In accordance with the image 10, ITC Limited is the name of the company mentioned in the 

text. The text mentions the company's various brands and products multiple times and also 

talks about the supply chain infrastructure that ITC has created to ensure the availability and 

freshness of its products. The company's name is also mentioned in the header of the document.

(a) The efficiency and performance comparison. (b) Detailed explanation with evidence.

(c) Overall structure parsing for a document.

Figure 1: (a) mPLUG-DocOwl2 achieves state-of-the-art Multi-page Document Understanding performance with
faster inference speed and less GPU memory; (b-c) mPLUG-DocOwl2 is able to provide a detailed explanation
containing the evidence page as well as the overall structure parsing of the document.

Abstract
Multimodel Large Language Models(MLLMs)001
have achieved promising OCR-free Docu-002
ment Understanding performance by increasing003
the supported resolution of document images.004
However, this comes at the cost of generating005
thousands of visual tokens for a single docu-006
ment image, leading to excessive GPU mem-007
ory and slower inference times, particularly in008
multi-page document comprehension. In this009
work, to address these challenges, we propose010
a High-resolution DocCompressor module to011
compress each high-resolution document im-012
age into 324 tokens, guided by low-resolution013
global visual features. With this compres-014

sion module, to strengthen multi-page docu- 015
ment comprehension ability and balance both 016
token efficiency and question-answering per- 017
formance, we develop the DocOwl2 under a 018
three-stage training framework: Single-image 019
Pretraining, Multi-image Continue-pretraining, 020
and Multi-task Finetuning. DocOwl2 sets a 021
new state-of-the-art across multi-page docu- 022
ment understanding benchmarks and reduces 023
first token latency by more than 50%. Com- 024
pared to single-image MLLMs trained on sim- 025
ilar data, our DocOwl2 achieves comparable 026
single-page understanding performance with 027
less than 20% of the visual tokens. Our codes, 028
models, and data will be publicly available. 029
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1 Introduction030

Understanding a multi-page document or news031

video is common in human daily life. To tackle032

such scenarios, Multimodal Large Language Mod-033

els (MLLMs) (Ye et al., 2023c,d, 2024; Bai et al.,034

2023; Liu et al., 2023) should be equipped with035

the ability to understand multiple images with rich036

visually-situated text information. Different from037

natural images mainly comprising of objects, com-038

prehending document images asks for a more fine-039

grained perception to recognize all texts. By en-040

coding high-resolution document images with thou-041

sands of tokens, state-of-the-art Multimodal LLMs042

(Ye et al., 2023b; Hu et al., 2024; Chen et al., 2024;043

Dong et al., 2024a,b) achieves promising OCR-044

free document understanding performance, e.g., In-045

ternVL 2 (Chen et al., 2024) costs a average of 3k046

visual tokens for a A4-sized document page. How-047

ever, as shown in Fig. 1(a), such long visual tokens048

not only result in long inference time but also oc-049

cupy too much GPU memory, making it difficult to050

understand a complete document or video.051

In this work, we argue that visual tokens of doc-052

ument images can be further compressed while053

maintaining both layout and most textual informa-054

tion. Existing compressing architecture in MLLMs055

are hard to balance information retention and to-056

ken efficiency during document image encoding.057

As shown in Fig. 2(a), independently compressing058

each crop of a document image (Li et al., 2024b; Hu059

et al., 2024) could reduce visual tokens of each sub-060

image but still results in a long sequence of visual061

tokens after concatenating all sub-images. Lever-062

aging learnable queries (Bai et al., 2023; Li et al.,063

2023a; Ye et al., 2023c) or selected tokens (Liu064

et al., 2024) as compressing guidance could pro-065

duce an identical length of tokens for any resolu-066

tion but overlook the overall layout information,067

as shown in Fig. 2(b). Layout-aware guidance is068

important for compressing visual features of docu-069

ment images because texts within a layout region070

are semantic-coherent and easier to summarize. For071

example, in a two-column paper, texts belonging072

to the ‘Related Work’ section are difficult to sum-073

marize with texts on the same line but belonging to074

the ‘Method’ section.075

In this work, as shown in Fig. 2(c), we pro-076

pose a layout-aware compressing architecture077

High-resolution DocCompressor based on cross-078

attention. Considering that a global low-resolution079

image can well capture the overall layout informa-080

tion, we utilize visual features of a global low- 081

resolution image as the compressing guidance 082

(query). Each visual feature in the global feature 083

map just captures the layout information of partial 084

regions. Therefore, each query attending to all high- 085

resolution features will not only make information 086

compression more difficult but also increase com- 087

putation complexity. To summarize text informa- 088

tion within a layout region, for each query from the 089

global feature map, a group of high-resolution fea- 090

tures with identical relative positions in the raw im- 091

age is collected as compressing objects, sometimes 092

spanning multiple sub-images. Besides, since the 093

vision-to-text (V2T) module of MLLMs could con- 094

vert visual features into textual feature space, we 095

argue that compressing visual features after the 096

vision-to-text module could better maintain textual 097

semantics in document images. Therefore, based 098

on the architecture of DocOwl 1.5 (Hu et al., 2024), 099

we propose mPLUG-DocOwl2 by placing the High- 100

resolution DocCompressor afther its V2T module: 101

H-Reducer. To take full advantage of the compress- 102

ing method, our model DocOwl2 is trained with a 103

three-stage framework: Single-image Pretraining, 104

Multi-image Continue-Pretraining, and Multi-task 105

Finetuning to support both single-image and multi- 106

image/frame understanding. 107

Our contributions in this work are three-fold: 108

• We propose a novel layout-aware compressing ar- 109

chitecture to greatly reduce visual tokens of high- 110

resolution document images. 111

• We design a three-stage training framework to em- 112

power DocOwl2 with both single-page and multi- 113

page document understanding abilities. 114

• DocOwl2 achieves state-of-the-art performance on 115

Multi-page Document understanding benchmarks 116

with < 50% First Token Latency. Compared with 117

state-of-the-art MLLMs with similar model size 118

and training data, DocOwl2 achieves compara- 119

ble performance with < 20% visual tokens on 10 120

single-image document benchmarks. 121

2 Related Work 122

OCR-free Visual Document Understanding. Vi- 123

sual Document Understanding aims to compre- 124

hend images with rich text information, including 125

scans of document pages (Mathew et al., 2021; Tito 126

et al., 2022; Landeghem et al., 2023; Zhang et al., 127

2023; Wei et al., 2023), infographics (Mathew et al., 128

2022), charts (Masry et al., 2022; Kafle et al., 2018; 129
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Figure 2: Illustrations of different compressing methods for OCR-free document understanding.

Methani et al., 2020; Kahou et al., 2018), tables im-130

ages (Pasupat and Liang, 2015; Chen et al., 2020;131

Zhong et al., 2020), webpage screenshots (Tanaka132

et al., 2021; Chen et al., 2021) and natural im-133

ages with scene texts (Singh et al., 2019; Sidorov134

et al., 2020; Hu et al., 2021). Recently, many Mul-135

timodal Large Language Models have been pro-136

posed to perform visual document understanding137

in an OCR-free manner. mPLUG-DocOwl (Ye138

et al., 2023a) and UReader (Ye et al., 2023b) first139

propose to unify different tasks across 5 types of140

document images in the seq-to-seq format. To en-141

code rich text information in high-resolution im-142

ages, UReader (Ye et al., 2023b) proposes a Shape-143

adaptive Cropping Module to cut the raw image144

into multiple low-resolution sub-images and uti-145

lizes an identical low-resolution encoder to encode146

both sub-images and a global image. Monkey (Li147

et al., 2023b) proposes to employ a sliding win-148

dow to partition high-resolution images and a re-149

sampler to reduce redundant information of each150

sub-image. mPLUG-DocOwl1.5 (Hu et al., 2024)151

increases the basic resolution of the low-resolution152

encoder and replaces the Visual Abstractor (Ye153

et al., 2023c) with 1 simple convolution layer to154

better maintain the structure information. Doc-155

Pedia (Feng et al., 2023) directly processes high-156

resolution images in the frequency domain. Co-157

gAgent (Hong et al., 2023) proposes to utilize a158

high-resolution encoder to encode high-resolution159

visual features and a low-resolution encoder to en-160

code low-resolution global features. Series work161

of InternLM-XComposer (Dong et al., 2024b,a)162

and InternVL (Chen et al., 2024) further optimize163

the cropping method or increase the cropping num-164

ber and greatly improves the OCR-free Document165

Understanding performance. These works achieve166

promising performance but suffer from too many167

visual tokens for a high-resolution image (always 168

> 1k tokens for a common A4-sized document 169

page), which hinders the development of OCR- 170

free multi-page document understanding. Recent 171

works explore enhancing the document understand- 172

ing abilities of general-purpose MLLMs. However, 173

they are either resource-intensive (Li et al., 2025) 174

or can not achieve adorable performance (Kim and 175

Seo, 2024). In contrast, we explore a more effi- 176

cient model structure and training paradigm for 177

multi-page document understanding. We believe 178

these efforts can help to build models with more 179

comprehensive capabilities. 180

Visual Feature Compressing. Reducing visual 181

tokens of a single image enables a Multimodal 182

Large Language Model with limited maximum 183

sequence length to leverage more images as con- 184

texts to perform complex multimodal tasks, such 185

as video understanding, embodied interaction, or 186

multi-page document understanding. Some works 187

(Zhang et al., 2024b; Shi et al., 2024; Li et al., 188

2024c) propose to ensemble and compress visual 189

features from multiple vision encoders. For ex- 190

ample, Eagle compresses visual features of 5 vi- 191

sion encoders to identical lengths of visual tokens 192

and then fuses them by channel-level concatena- 193

tion. Besides, there are also explorations to com- 194

press visual features of general images with fewer 195

learnable queries, such as the Resampler (Alayrac 196

et al., 2022; Bai et al., 2023), Abstractor (Ye et al., 197

2023c,d) and Q-former (Li et al., 2023a). Ran- 198

domly initialized learnable queries can ensemble 199

object information in general images but is hard to 200

summarize rich text information in high-resolution 201

document images. As a compromise solution, To- 202

kenPacker (Li et al., 2024b) proposes to compress 203

each sub-image with its downsampled visual fea- 204

tures as the query to perform cross-attention. To- 205
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Multiple High-resolution Document Images

High-resolution Visual Encoding   

High-resolution DocCompressor

\

In the flowchart shown on the slide titled "Introduction to Markov Processes," the two steps that come between "Stop" and "Prepare to stop" are "Prepare 
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Figure 3: The architecture of DocOwl2. Each image is independently encoded by the pipeline of Shape-adaptive
Cropping, High-resolution Visual Encoding and High-resolution DocCompressor.

kenPacker just reduces each sub-image’s visual206

tokens, thus still creates more than 1k visual to-207

kens when processing high-resolution document208

images. TextMonkey (Liu et al., 2024) first filters209

valuable visual tokens and then uses them as guid-210

ance to aggregate all visual tokens. Due to that211

valuable visual tokens are selected by measuring212

the token similarity, visual information of partial213

regions may not be covered and thus not well com-214

pressed during following cross-attention. In this215

work, our High-resolution DocCompressor lever-216

ages visual features from the row-resolution global217

images as the query, the ensembled feature map of218

sub-images as key and value. This not only pro-219

duces a fixed number of visual tokens for images220

of any resolution but also covers all areas during221

compression. Compared to Mini-Gemini (Li et al.,222

2024c) which compresses general visual features,223

there are major two differences. Firstly, we make224

full use of global visual features and sub-image225

features produced by an identical low-resolution226

vision encoder and don’t need to add an extra high-227

resolution encoder. Secondly, for better summariz-228

ing textual information in document images, our229

cross-attention is applied based on visual features230

that have been aligned with textual features of LLM.231

We argue that directly compressing outputs of the232

vision encoder loses semantic information while 233

comprising features aligned with LLM is like sum- 234

marizing texts and can better maintain textual se- 235

mantics in document images. We conduct fair com- 236

parisons to support this hypothesis. 237

3 mPLUG-DocOwl2 238

As shown in Fig. 3, for multiple document images, 239

DocOwl2 leverages a High-resolution Visual En- 240

coding module and a High-resolution DocCompres- 241

sor to encode each image independently. After that, 242

a LLM is utilized for multimodal understanding. 243

3.1 High Resolution Vision Encoding 244

Following UReader (Ye et al., 2023b) and Do- 245

cOwl 1.5 (Hu et al., 2024), DocOwl2 utilizes a 246

parameter-free Shape-adaptive Cropping Module 247

to preprocess high-resolution images. Concretely, 248

it cuts each high-resolution image I into R×C size- 249

fixed sub-images Is = {Isxy}, 1 ≤ x ≤ R, 1 ≤ 250

y ≤ C, where cropping rows R and columns C are 251

flexibly decided based on the raw resolution of I . 252

Besides, to maintain the overall layout information, 253

the raw image is also directly resized to a global 254

image Ig. 255

After the cropping module, a low-resolution 256

transformer-based vision encoder ViT (Dosovitskiy 257

et al., 2021) is utilized to independently extract 258
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vision features of each sub-image and the global259

image as follows:260

V g = ViT(Ig), (1)261

V s
xy = ViT(Isxy), 1 ≤ x ≤ R, 1 ≤ y ≤ C, (2)262

where both V g and V s
xy are visual features with the263

shape of h×w× d, d is the feature dimension and264

w, h are the width and height of the feature map.265

Following DocOwl 1.5, after the ViT, for each266

sub-image or global image, we apply a vision-to-267

text module H-Reducer to ensemble horizontal 4268

features by a convolution layer and align the fea-269

ture dimension with the Large Language Model270

with a fully connected layer. The calculation of271

H-Reducer is represented as follows:272

V̂ = FC(Conv(V )), (3)273

V ∈ {V g, V s
xy}, 1 ≤ x ≤ R, 1 ≤ y ≤ C, (4)274

where the shape of the visual feature map V̂ is275

h× w
4 × d̂, d̂ is the dimension of hidden states of276

the large language model.277

3.2 High-resolution DocCompressor278

A sentence/paragraph/document of text tokens can279

be compressed into fewer summary vectors while280

maintaining most semantics (Cheng et al., 2024;281

Ge et al., 2024; Chevalier et al., 2023). Besides,282

since visual features have been aligned with the283

textual feature space of large language models, the284

visual tokens of document images after the vision-285

to-text module can also be treated as textual tokens286

encoding different parts of textual information in287

the image. Thus, taking into account these two288

points, in this work, we argue that visually situated289

textual information of document images can also290

be further compressed into fewer tokens, especially291

after the vision-to-text alignment.292

Texts from the same layout region are more ap-293

propriate to be fused into fewer tokens. After the294

vision-to-text module H-Reducer, the global visual295

feature V̂ g mainly encodes the overall text layout296

information while visual features of sub-images297

{V̂ s
xy} capture detailed textual information. Be-298

sides, due to both the global image and cropped sub-299

images come from an identical image, there is a300

clear mapping between the visual tokens of V̂ g and301

{V̂ s
xy}. As shown in Fig. 3, each visual token in V̂ g302

can be aligned with R× C visual tokens in {V̂ s
xy}.303

Therefore, we first re-organize feature maps of304

cropping images ({V̂ s
xy}, 1 ≤ x ≤ R, 1 ≤ y ≤ C)305

to a complete feature map V̂ s according to their 306

positions in the raw high-resolution image. Then, 307

for each visual token in the feature map V̂ g of the 308

global image, we collect its corresponding R× C 309

visual tokens from V̂ s as the key and value, the 310

cross-attention layer is calculated as follows: 311

v̄ij = σ(
W qv̂gijW

kv̂sij
T

√
dk

)W vv̂sij + v̂gij , (5) 312

v̂gij ∈ V̂ g, 1 ≤ i ≤ h, 1 ≤ j ≤ w/4, (6) 313

v̂sij = [v̂s
i′j′

] ⊂ V̂ s, (7) 314

(i− 1)R+ 1 ≤ i
′ ≤ iR, (8) 315

(j − 1)C + 1 ≤ j
′ ≤ jC, (9) 316

where v̂gij is a visual token from the global feature 317

map and v̂sij are visual tokens from the re-organized 318

feature map of cropping images. v̂gij and v̂sij corre- 319

spond to the same area in the raw image. W ∗ are 320

learnable matrics. σ refers to softmax. 321

After high-resolution compressing, the com- 322

pressed feature map of each image is organized 323

into a sequence V̄ = [v̄1, v̄2, ..., v̄h×w
4
] for subse- 324

quent understanding of the large language model. 325

3.3 Multi-image Modeling with LLM 326

Through the high-resolution compressing, the num- 327

ber of visual tokens for each high-resolution image 328

is reduced from (R × C + 1) × h × w
4 to h × w

4 . 329

Such efficient vision encoding allows joint under- 330

standing of multiple document images with Large 331

Language Models. To help the LLM better dis- 332

tinguish visual features from different images and 333

understand the ordinal number of images, we add 334

a textual ordinal token ‘<img x>’ before the vi- 335

sual features of each image, where x is the ordinal 336

number. Overall, the decoding of the decoder for 337

multiple images is as follows: 338

Y = LLM([P1; V̄1;P2; V̄2, ..., Pn; V̄n;T ]) (10) 339

where [; ] means the concatenation operation, n is 340

the number of images, Px, 1 ≤ x ≤ n is the textual 341

embedding of the ordinal token ‘<img x>’, V̄x is 342

the visual features for each image, T is the textual 343

instruction and Y is the predicted answer. 344

3.4 Model Training 345

DocOwl2 is trained with three stages: Single- 346

image Pre-training, Multi-image Continue Pretrain- 347

ing, and Multi-task Finetuning. 348

At the first stage, to ensure the compressed vi- 349

sual tokens can encode most visual information, 350
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Table 1: Comparison with OCR-free methods on single-image document understanding tasks. ‘TokenV ’ means
the average number of visual tokens of a single image. ‘Bold’ means SOTA performance within the group and
‘Underline’ means achieving 80% SOTA performance among all baselines.

Model Domain Size TokenV Doc Info Deep KLC WTQ Tab Chart Text Text Visual
VQA VQA Form Fact QA VQA Caps MRC

IXC 2.5 General 7B ∼ 5,118 90.9 69.9 71.2 - 53.6 85.2 82.2 78.2 - 307.5
InternVL2 General 8B ∼ 3,133 91.6 74.8 - - - - 83.3 77.4 - -
DocOwl1.5 Document 8B ∼ 1,698 82.2 50.7 68.8 38.7 40.6 80.2 70.2 68.6 131.6 246.4

UReader Document 7B ∼841 65.4 42.2 49.5 32.8 29.4 67.6 59.3 57.6 118.4 221.7
TextMonkey Document 9B 768 73.0 28.6 59.7 37.8 31.9 - 66.9 65.9 - -
TokenPacker Document 13B ∼ 467 58.0 - - - - - - - - -
QwenVL General 9B 256 65.1 35.4 - - - - 65.7 63.8 - -
DocOwl2 Document 8B 324 80.7 46.4 66.8 37.5 36.5 78.2 70.0 66.7 131.8 217.4

especially visually situated texts, we first perform351

Unifed Structure Learning as DocOwl 1.5, which352

covers the learning of struct-aware document pars-353

ing, table parsing, chart parsing and natural image354

parsing of a single image.355

After Single-image Pretraining, to empower our356

model with the ability to correlate multiple images,357

we further perform Multi-image Continue Pretraing358

with a struct-aware multi-page document parsing359

dataset MP-DocStruct1M. We design two symmet-360

rical tasks of multi-image understanding: Multi-361

page Text Parsing and Multi-page Text Lookup.362

Given successive page images in a document, the363

Multi-page Text Parsing instructs the model to364

parse texts of specified one or two pages, such365

as ‘Recognize texts in image 2 and image366

10.’. As for the Multi-page Text Lookup task, with367

texts from 1-2 pages as input, the model is required368

to predict the concrete ordinal number of images369

containing these texts, for example, ‘Looking for370

the image with text <doc> ...</doc> and371

<doc> ...</doc>’. Besides multi-image tasks,372

during this stage, we also randomly chose partial373

training samples from the first stage to avoid the374

catastrophic forgetting of structure parsing across375

different types of images.376

Finally, we ensemble both single-page and multi-377

page instruction tuning datasets of document un-378

derstanding to perform multi-task tuning. The task379

format includes concise question answering and380

detailed explanations.381

The detailed introduction of training datasets of382

DocOwl2 can be found in Appendix A.1. More383

training details are introduced in Appendix A.2.384

4 Experiments385

4.1 Main Results386

We compare DocOwl2 with state-of-the-art387

MLLMs on 10 single-image document understand-388

Table 2: Comparison of performance and inference
speed on DocVQA. ‘FTL(s)’ refers to the First Token
Latency (seconds). ‘IL(s)’ refers to Instance Latency.

Model Size TokenV FTL(s)↓ IL(s)↓ ANLS↑
InternVL 2 8B ∼ 3,198 0.94 2.46 91.6
IXC 2.5 7B ∼7,395 3.73 7.57 90.9
DocOwl 1.5 8B ∼1,806 0.58 1.84 82.2

Idefics2 8B 64 0.21 0.62 67.3
Idefics2 8B 320 0.89 2.15 74.0
TextMonkey 9B 768 0.58 1.74 73.0
DocOwl2 8B 324 0.26 0.66 80.7

ing benchmarks, 2 Multi-page document Under- 389

standing benchmarks, and 1 text-rich video under- 390

standing benchmark. Both question-answering per- 391

formance and the First Token Latency (seconds) are 392

considered to show the effectiveness of our model. 393

Single-image Document Understanding Com- 394

pared with MLLMs (Ye et al., 2023b; Liu et al., 395

2024; Li et al., 2024b; Bai et al., 2023) with < 1k 396

visual tokens, our DocOwl2 achieves better or com- 397

parable performance on 10 benchmarks. Espe- 398

cially, with fewer visual tokens, our model out- 399

performs both TextMonkey (Liu et al., 2024) and 400

TokenPacker (Li et al., 2024b) which also aim to 401

compress visual tokens, showing that our layout- 402

aware architecture High-resolution DocCompres- 403

sor is better at summarizing and maintaining tex- 404

tual information in high-resolution document im- 405

ages. Besides, compared with state-of-the-art 406

MLLMs (Dong et al., 2024b; Chen et al., 2024; 407

Hu et al., 2024) with > 1k visual tokens, Do- 408

cOwl2 achieves > 80% performance on 7/10 409

benchmarks while with < 20% visual tokens. 410

A more comprehensive comparison with existing 411

OCR-free models can be found in Appendix B.1. 412

Furthermore, we compare the First Token La- 413

tency (seconds) on the most frequently compared 414

dataset DocVQA (Mathew et al., 2021). As shown 415

in Table 2, the far greater number of visual tokens 416

enable InternVL 2 (Chen et al., 2024) and IXC 417

2.5 (Dong et al., 2024b) to achieve better perfor- 418
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Table 3: The OCR-free performance comparison on multi-page/video document understanding benchmarks. ‘FTL(s)’
refers to the First Token Latency. ‘TokenV ’ means the average number of visual tokens of a single page/frame.
LLaVA-Next-Interleave-7B∗: fine-tuned with the same data of DocOwl2 for held-in evaluation.

Model TokenV MP-DocVQA DUDE NewsVideoQA
FTL(s)↓ ANLS↑ FTL(s)↓ ANLS↑ FTL(s)↓ ANLS↑

LongVA-7B ∼2,029 2.13 60.80 2.26 38.37 4.29 50.61
Idefics3-8B ∼838 2.26 67.15 2.29 38.65 6.39 60.16
LLaVA-Next-Interleave-7B 729 1.56 44.87 1.47 28.03 4.35 56.66
LLaVA-Next-Interleave-7B∗ 729 1.56 49.99 1.47 39.02 4.35 62.38
DocOwl2-8B 324 0.95 69.42 0.94 46.77 1.17 64.09

Table 4: Ablation study about the architecture of the compressor on single-image document benchmarks. ‘Imgbase’
refers to the basic resolution of the global image and each sub-image.

Imgbase Crop Compressor DocVQA WTQ ChartQA
Name Compressing Layer Position TokenV

r1 448 9 Resampler learnable query - after H-Reducer 256 69.0 29.4 66.6
r2 448 9 CAbstractor Adaptive Mean - after H-Reducer 256 73.0 32.6 67.6
r3 448 9 DocCompressor Group Att 2 after H-Reducer 256 76.1 35.1 69.2

r4 448 9 DocCompressor Group Att 2 after ViT 256 75.7 33.3 68.7
r5 448 9 DocCompressor Complete Att 2 after H-Reducer 256 74.4 33.7 68.2
r6 448 9 DocCompressor Group Mean - after H-Reducer 256 74.6 31.9 68.2

r7 448 9 DocCompressor Group Att 1 after H-Reducer 256 76.4 34.2 69.2
r8 448 9 DocCompressor Group Att 4 after H-Reducer 256 75.9 35.8 70.1

r9 448 12 DocCompressor Group Att 2 after H-Reducer 256 76.8 35.6 69.5
r10 504 12 DocCompressor Group Att 2 after H-Reducer 324 78.7 36.7 69.4

mance but also result in higher inference time. Con-419

sidering the model architecture and training data,420

it’s most fair to compare DocOwl2 with DocOwl421

1.5. After adding the High-resolution DocCompres-422

sor, with similar training data of OCR learning, Do-423

cOwl2 achieves 98% performance of DocOwl 1.5424

while reducing 50% First Token Latency with just425

20% visual tokens, validating the effectiveness of426

our compressor for compressing visually-situated427

text information. Similar comparisons on more428

benchmarks can be found in Appendix B.1.429

Multi-page/Video Document Understanding In430

such benchmarks, we choose recently proposed431

Multimodal LLMs (Zhang et al., 2024a; Laurençon432

et al., 2024; Li et al., 2024a) with multi-page OCR-433

free document understanding abilities and can be434

fed into more than 10 images under a single A100-435

80G as baselines. As shown in Table 3, with436

fewer visual tokens for a single image/frame, Do-437

cOwl2 achieves better question-answering perfor-438

mance and much less First Token Latency, vali-439

dating the good balance of DocOwl2 between the440

OCR-free document understanding performance441

and token efficiency.442

4.2 Ablation Study443

Compressor Architecture. We compare different444

compressing architectures with an identical train-445

ing pipeline of Single-image Pretraing and Single-446

image Document Understanding Finetuning, keep-447

ing both training data and setting consistent. 448

As shown in Table 4, compared with CAb- 449

stractor (Cha et al., 2023), the Resampler (Bai 450

et al., 2023) achieves worse document understand- 451

ing performance (r2 vs r1). This shows that due 452

to no prior knowledge, such as spatial relation- 453

ship, is leveraged as compressing guidance, uti- 454

lizing queries learned from scratch to compress 455

rich visually-situated text information is more chal- 456

lenging than simple adaptive mean pooling. Our 457

High-resolution DocCompressor outperforms CAb- 458

stractor (r3 vs r2), validating that leveraging global 459

visual features as layout-aware guidance can better 460

distinguish the information density of each fine- 461

grained visual feature and therefore maintain more 462

visually-situated text information. 463

Instead of placing the compressor after the 464

vision-to-text module H-Reducer, we also try insert- 465

ing it between the vision encoder and the vision-to- 466

text module. Such a setting results in performance 467

decreases across three datasets (r4 vs r3), validating 468

our hypothesis that compressing features after the 469

vision-to-text module is like summarizing textual 470

features and can maintain more textual semantics 471

while compressing visual features after the visual 472

encoder loses more visually situated text informa- 473

tion. Besides, without aligning each query token 474

in the global feature map with R× C fine-grained 475

visual tokens from the re-organized feature map 476

to perform attention within a group as Eq. (9), we 477
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Table 5: Ablation study about the training stages of DocOwl2. ‘Page Num’ and ‘Evidence Page’ refer to the number
of input page images and the page ordinal number with the ground-truth answer.

Pretraining SFT
DocVQA

MP-DocVQA
Single Multi Single Multi Page Num Evidence Page OverallImage Image Image Image 1 2-10 >10 1 2-10 >10

r1 ✓ ✓ 78.7 81.3 55.0 5.8 67.7 45.9 6.2 54.2
r2 ✓ ✓ 75.2 78.7 65.2 34.6 74.3 54.9 40.9 63.8
r3 ✓ ✓ ✓ 74.2 78.9 65.7 37.9 74.2 56.8 43.4 64.7
r4 ✓ ✓ ✓ ✓ 80.7 83.3 70.2 42.5 78.6 60.9 53.6 69.4

try utilizing each query token to attend all visual478

tokens of sub-images. Such complete attention not479

only brings higher computational complexity but480

also causes performance decreases (r5 vs r3), show-481

ing that the positional correspondence between the482

global visual map and the re-organized fine-grained483

visual map is a reliable prior knowledge for com-484

pressing visual features efficiently. Furthermore,485

directly performing mean pooling on each group of486

R× C fine-grained visual features underperforms487

utilizing global visual features as the query (r6 vs488

r3), proving the importance of reliable guidance489

during compressing.490

Compared with 2 layers of cross-attention, de-491

creasing cross-attention layers bring a slight per-492

formance increase on DocVQA (Mathew et al.,493

2021) but more performance decrease on WikiTa-494

blesQA (WTQ) (Pasupat and Liang, 2015) (r7 vs495

r3). Further increasing to 4 layers doesn’t signifi-496

cantly improve performance (r8 vs r3). This shows497

that compressing high-resolution visual features498

doesn’t require a deep neural network. Finally, in-499

creasing the maximum number of crops and the500

base resolution of the global image or each sub-501

image are two main strategies to increase the sup-502

ported input resolution. Our experiments show that503

increasing the cropping number (r9 vs r3) or basic504

resolution (r10 vs r9) benefits the document under-505

standing performance. Increasing basic resolution506

brings more improvement because of more visual507

tokens after compressing.508

Three-stage Training. DocOwl2 is trained with509

three stages: Single-image Pretraining, Multi-510

image Continue-pretraining, and Multi-task Fine-511

tuning. Table 5 shows the influence of each stage512

for OCR-free single-page and multi-page document513

understanding. With the Single-image Pretrain-514

ing and Single-image finetuning (r1), the model515

achieves promising performance on single-page516

benchmark DocVQA and documents from MP-517

DocVQA with only 1 page. Although only trained518

with 1 image as the input, the model can also519

achieve around 50% accuracy when fed into 2-10520

page images. However, the model struggles to 521

understand documents with more than 10 pages, 522

which greatly exceeds the number of input im- 523

ages during training and brings great difficulty 524

in correlating images and finding answers. Per- 525

forming Multi-image Fintuing could greatly im- 526

prove the model’s ability to understand multiple 527

images (r2 vs r1). Furthermore, adding the Multi- 528

image Continue-pretraining could also improve the 529

question-answering performance on downstream 530

datasets, especially for documents with more than 531

10 pages (r3 vs r2). This demonstrates that parsing 532

texts of the specified page or judging which pages 533

contain specified texts among multi-page docu- 534

ments is a basic ability for multi-page document 535

understanding. Finally, by ensembling both single- 536

image and multi-image instruction tuning sets (r4), 537

DocOwl2 achieves the best performance on both 538

single-page and multi-page document benchmarks, 539

showing the cross-improvement between single- 540

image and multi-image comprehension. 541

Qualitative results of multi-page text parsing, 542

text lookup, question answering with detailed ex- 543

planations can be found in Appendix B.5. 544

5 Conclusion 545

We propose DocOwl2, a Multimodal LLM for effi- 546

cient OCR-free Multi-page Document Understand- 547

ing. The novel architecture High-resolution Doc- 548

Compressor compresses each high-resolution docu- 549

ment image into 324 tokens through cross-attention 550

with the global visual feature as guidance, and re- 551

organized features of cropped images as keys and 552

values. A carefully designed three-stage training 553

framework empowers the model with multi-page 554

understanding ability and maintains single-page 555

performance after compressing visual tokens. With 556

fewer visual tokens, DocOwl2 outperforms exist- 557

ing compressing methods on single-page document 558

understanding benchmarks, and achieves OCR-free 559

state-of-the-art performance on two multi-page doc- 560

ument understanding benchmarks and 1 text-rich 561

video understanding benchmark. 562
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6 Limitation563

In this work, we propose a compressing architec-564

ture High-resolution DocCompressor for reducing565

visual tokens of high-resolution document images.566

Due to the compressor being placed between the567

vision-to-text module and the LLM, extra training568

for compressing visual tokens and re-aligning with569

LLM is indispensable. A more efficient method570

of compressing visual tokens and reduce training571

costs for re-aligning with LLMs can better leverage572

existing MLLMs, which is left as future work.573

7 Ethics Statement574

Initialized from a general Multimodal Large Lan-575

guage Model trained with massive web data, Do-576

cOwl2 may also suffer from issues of LLMs such577

as toxic language and bias (Bender et al., 2021).578

However, the three-stage training in this work fo-579

cuses on parsing texts or questioning answering for580

publicly available document images. This intro-581

duces few biases relevant to ethical issues.582
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A Model Training899

A.1 Training Data900

We utilize DocStruct4M (Hu et al., 2024) as the901

training data of the first stage.902

In the second stage, we construct training sam-903

ples of Multi-page Text Parsing and Multi-page904

Text Lookup based on partial documents from two905

datasets of PixParse12.906

As for the third Multi-task Tuning stage, we907

leverage DocDownstream-1.0 (Hu et al., 2024) and908

DocReason25K (Hu et al., 2024) as single-image909

datasets. DocDownstream-1.0 is an ensembled910

dataset comprising of DocVQA (Mathew et al.,911

2021), InfoVQA (Mathew et al., 2022), Deep-912

Form (Svetlichnaya, 2020), KLC (Stanislawek913

et al., 2021), WTQ (Pasupat and Liang, 2015),914

TabFact (Chen et al., 2020), ChartQA (Masry915

et al., 2022), TextVQA (Singh et al., 2019),916

TextCaps (Sidorov et al., 2020) and Vi-917

sualMRC (Tanaka et al., 2021). DocReason25K918

is a question-answering dataset with detailed ex-919

planations. As for multi-image understanding, we920

ensemble 2 document datasets, MP-DocVQA (Tito921

et al., 2022) and DUDE (Landeghem et al., 2023),922

and 1 news video dataset NewsVideoQA (Jahagir-923

dar et al., 2023) as concise question-answering924

datasets. MP-DocVQA contains 46k question-925

answering pairs on 60k page images scanned from926

6k industry documents with rich tables, diagrams,927

pictures, and both handwritten and printed texts.928

DUDE covers more domains of documents,929

including medical, legal, technical, financial, etc.930

It contains 41k question-answering pairs on 5k931

documents. NewsVideoQA collects news videos932

with rich visually-situated texts from diverse933

English news channels around the world, such as934

BBC, CNN, etc. It contains 8k question-answering935

pairs framed on 3k videos. Besides, to trigger936

the ability of detailed explanations with evidence937

1https://huggingface.co/datasets/pixparse/
idl-wds

2https://huggingface.co/datasets/pixparse/
pdfa-eng-wds

pages, we built MP-DocReason51K based on 938

DocReason25K. Concretely, for each single-image 939

sample from DocReason25K, we construct two 940

multi-image samples with noisy images randomly 941

chosen from the same or different categories. After 942

randomly inserting the evidence image into noisy 943

images, we add an extra evidence description 944

(e.g., ‘According to the 5th image,’) into 945

the raw detailed explanation to get the target of 946

multi-image samples. Most question-answering 947

samples just focus on 1-2 pages of a document, to 948

further strengthen the ability of a comprehensive 949

understanding of a document, we leverage a small 950

part of annotations from DocGenome (Xia et al., 951

2024) to construct text sequences in the JSON 952

format, which represents the hierarchical structure 953

of a scientific paper and partial detailed texts. 954

Table 6 shows the detailed statistic of training 955

data at each stage. 956

A.2 Implementation Details 957

The maximum number of crops is set to 12. The 958

resolution of each sub-image or the global image 959

is 504x504. The High-resolution DocCompres- 960

sor comprises of 2 layers of cross attention. Ini- 961

tialized from mPLUG-Owl2 (Ye et al., 2023d), 962

the vision encoder (ViT/L-14 (Dosovitskiy et al., 963

2021)), H-Reducer and High-resolution DocCom- 964

pressor are trained during the Sinlge-image Pre- 965

training. Besides, the main parameters of the Large 966

Language Model (Touvron et al., 2023) are frozen 967

while a Modality Adaptive Module (MAM) (Ye 968

et al., 2023d) used to distinguish visual and tex- 969

tual features in the LLM is tuned. The first 970

stage takes 12k steps on 32 A100 GPUs for 84 971

hours with a batch size of 1,024 and a learning 972

rate of 1e-4. During the Multi-image Continue- 973

pretraining, the vision encoder is further frozen 974

and the H-Reducer, High-resolution DocCompres- 975

sor and MAM is tuned. The second stage takes 976

2.4k steps on 32 A100 GPUs in 130 hours with 977

a batch size of 1,024 and the learning rate set as 978

2e-5. At the final Multi-task Finetuning stage, all 979

parameters except the vision encoder are optimized. 980

The batch size, training step, and learning rate at 981

this stage are set as 256, 9k, 2e-5 respectively. This 982

training stage takes 125 hours to converge with 32 983

A100 GPUs. 984
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Table 6: Detailed statistic of training datasets of DocOwl2.

Training Stage Input Image Dataset Num
Single-image Pretraining Single DocStruct4M 4,036,402

Multi-image Continue Pretraining Single DocStruct4M 501,781
Multiple MP-DocStruct1M 1,113,259

Multi-task Finetuning

Single

DocVQA, InfoVQA, DeepForm,
KLC, WTQ, TabFact, ChartQA,
TextVQA, TextCaps, VisualMRC

552,315

DocReason25K 25,877

Multiple

MP-DocVQA 70,154
DUDE 35,438

NewsVideoQA 8,619
MP-DocReason51K 51,754

DocGenome12K 12,010

(a) Performance (b) Average Number of Visual Tokens

Figure 4: The comparison of our DocOwl2 with state-of-the-art Multimodal Large Language Models on (a) OCR-
free performance and (b) the average number of visual tokens on 10 Visual Document Understanding benchmarks.

B Experiments985

B.1 Single-image Document Understanding986

We divide baselines into three groups: (a) models987

without Large Language Models as decoders (Kim988

et al., 2022; Lee et al., 2023), (b) Multimodal989

LLMs (Hong et al., 2023; Dong et al., 2024b;990

Chen et al., 2024; Li et al., 2024b; Hu et al., 2024;991

Feng et al., 2023; Li et al., 2023b) with an aver-992

age number of visual tokens over 1k for a single993

document image and (c) Multimodal LLMs (Ye994

et al., 2023a,b; Liu et al., 2024; Li et al., 2024b;995

Bai et al., 2023) with an average number of visual996

tokens less than 1k. As shown in Table 8, although997

specifically fine-tuned on each downstream dataset,998

Donut (Kim et al., 2022) or PixsStruct (Lee et al.,999

2023) are not as good as Multimodal LLMs, show-1000

ing the potential of MLLMs for generalized OCR-1001

free document understanding. Among models with1002

<1k visual tokens, DocOwl2 achieves state-of-the-1003

art performance. Compared with MLLMs with1004

>1k visual tokens, DocOwl2 achieves > 80% per- 1005

formance on 7 benchmarks while with < 20% vi- 1006

sual tokens. Fig. 4 visualizes the comparison with 1007

SOTA in terms of question-answering performance 1008

and the number of visual tokens. 1009

Table 9 further shows the performance and in- 1010

ference speed comparison on the 3 most frequently 1011

compared benchmarks, representing document, 1012

chart, and natural images. 1013

B.2 DocCompressor with different models 1014

Our proposed DocCompressor is theoretically com- 1015

patible with most MLLMs that have a vision-to-text 1016

module. To verify this, we insert DocCompressor 1017

into the LLaVA-Next-Interleave between its vision- 1018

to-text MLP and LLM. We finetune both the orig- 1019

inal model and model with DocCompressor with 1020

the same data of DocOwl2 and evaluate across both 1021

single-page and multi-page document understand- 1022

ing benchmarks. As shown in Table 10, LLaVA- 1023

Next-Interleave (w/ doccompressor) achieves com- 1024
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parable performance with LLaVA-Next-Interleave1025

with less visual tokens. It validates that our com-1026

pression module can be applied with a different1027

backbone model.1028

B.3 DocCompressor versus Mini-Gemini1029

Though Mini-Gemini (Li et al., 2024c) also ex-1030

plore to mixing low and high-resolution features1031

via cross-attention, there are two major difference1032

between DocCompressor and Mini-Gemini. First,1033

DocCompressor uses a single vision encoder com-1034

bined with image cropping to encode high resolu-1035

tion images, and Mini-Gemini relies on an addi-1036

tional high resolution encoder. Second, our Doc-1037

Compressor merges high-resolution information1038

after the vision-to-text module, and Mini-Gemini1039

does it before. To show the advantages of our1040

framework, we train both structure with the same1041

training recipe to make a fair comparison. As1042

shown in Table 7, our DocCompressor outperforms1043

Mini-Gemini on all document understanding bench-1044

marks, which verifies the effectiveness of the de-1045

sign of our DocCompressor.1046

Table 7: Comparison between Mini-Gemini and Doc-
Compressor over document understanding benchmarks.

Structure DocVQA WTQ ChartQA InfoVQA DeepForm KLC

Mini-Gemini 75.7 33.3 68.7 41.6 58.4 37.0
DocCompressor 76.1 35.1 69.2 41.7 59.5 37.5

B.4 Text Capacity Analysis of the Visual1047

Embedding1048

To analyze the text capacity of the visual embed-1049

ding, we further synthesize several A4-sized docu-1050

ment images with different font sizes and numbers1051

of characters to examine the parsing performance1052

of DocOwl2 with 324 visual tokens. Concretely,1053

we create an A4-sized document page with the res-1054

olution of 595 × 842 through the PyMuPDF and1055

fill it with font sizes from 10 to 20 of English texts1056

collected from a Wikipedia to synthesize multi-1057

ple document pages. The number of characters1058

ranges from 1,540 to 6,104. We let DocOwl2 parse1059

the word inside these images and evaluate the re-1060

sult by ANLS score. Fig. 5 shows that DocOwl21061

could almost perfectly parse a document with a1062

document less than 5,000 characters. We shows a1063

decline ANLS score when the character numbers1064

exceeds 5,000, but it still maintain an ANLS score1065

of 92.56% given font size of 10, which contains1066

6,104 characters or 1,502 tokens inside a A4-sized1067

page. This result demonstrated that our model has 1068

strong text capacity with only 324 visual tokens. 1069
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Figure 5: Parsing performance on A4-sized document
image.

B.5 Qualitative Results 1070

As shown in Fig. 6, after the Multi-image Con- 1071

tinue Pretraining stage, DocOwl2 is able to locate 1072

the corresponding image of the given texts accu- 1073

rately. Besides, although representing each high- 1074

resolution image with just 324 tokens, DocOwl2 is 1075

still capable of parsing detailed texts of specified 1076

two images, validating the promising OCR-free 1077

multi-page document understanding performance 1078

of DocOwl2 . It also demonstrates our proposal 1079

that 324 tokens are enough to encode detailed text 1080

information in common A4-sized document pages 1081

and the effectiveness of our High-resolution Doc- 1082

Compressor. 1083

After the Multi-task Finetuning, given multiple 1084

images and a question, DocOwl2 can give a simple 1085

answer first and then provide a detailed explanation 1086

with the evidence, as shown in Fig. 7. DocOwl2 can 1087

comprehend not only page images rendered from 1088

PDF files (Fig. 7(c)) but also scan images of a doc- 1089

ument (Fig. 7(a-b)). When a question is unanswer- 1090

able, DocOwl2 can also tell and give corresponding 1091

reasons (Fig. 7(c)). 1092

Besides multi-page documents, DocOwl2 is also 1093

capable of understanding text-rich videos. As 1094

shown in Fig. 8, among similar frames within a 1095

video, DocOwl2 can distinguish fine-grained tex- 1096

tual differences, locate relevant frames, and give 1097

accurate answers. 1098
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Table 8: Comparison with OCR-free methods on single-image document understanding tasks. The ‘∗’ refers to
models without LLMs and separately fine-tuned on each downstream task. ‘TokenV ’ means the average number
of visual tokens of a single image. ‘Bold’ means SOTA performance within the group and ‘Underline’ means
achieving 80% SOTA performance among all baselines.

Model Size TokenV Doc Info Deep KLC WTQ Tab Chart Text Text Visual
VQA VQA Form Fact QA VQA Caps MRC

Donut∗ <1B 4,800 67.5 11.6 61.6 30.0 18.8 54.6 41.8 43.5 74.4 93.91
Pix2Struct∗base <1B 2,048 72.1 38.2 - - - - 56.0 - 88.0 -
Pix2Struct∗large 1B 2,048 76.6 40.0 - - - - 58.6 - 95.5 -

To
ke

nV
≥

1
k

CogAgent 17B 6,656 81.6 44.5 - - - - 68.4 76.1 - -
IXC 2.5 7B ∼ 5,118 90.9 69.9 71.2 - 53.6 85.2 82.2 78.2 - 307.5
InternVL 2 8B ∼ 3,133 91.6 74.8 - - - - 83.3 77.4
TokenPacker 13B ∼ 1,833 70.0 - - - - - - - - -
DocOwl 1.5 8B ∼ 1,698 82.2 50.7 68.8 38.7 40.6 80.2 70.2 68.6 131.6 246.4
DocPeida 7B 1,600 47.1 15.2 - - - - 46.9 60.2 - -
Monkey 9B 1,280 66.5 36.1 40.6 32.8 25.3 - - 64.3 93.2 -

To
ke

nV
<

1
k DocOwl 7B ∼ 841 62.2 38.2 42.6 30.3 26.9 60.2 57.4 52.6 111.9 188.8

UReader 7B ∼841 65.4 42.2 49.5 32.8 29.4 67.6 59.3 57.6 118.4 221.7
TextMonkey 9B 768 73.0 28.6 59.7 37.8 31.9 - 66.9 65.9 - -
TokenPacker 13B ∼ 467 58.0 - - - - - - - - -
QwenVL 9B 256 65.1 35.4 - - - - 65.7 63.8 - -
Vary 7B 256 76.3 - - - - - 66.1 - - -
DocOwl2 8B 324 80.7 46.4 66.8 37.5 36.5 78.2 70.0 66.7 131.8 217.4

Table 9: Comparison with OCR-free Multimodal Large Language Models on single-image document understanding
benchmarks. ‘FTL(s)’ refers to the First Token Latency (seconds)

Model Size DocVQA ChartQA TextVQA
TokenV FTL(s)↓ ANLS↑ TokenV FTL(s)↓ ANLS↑ TokenV FTL(s)↓ ANLS↑

InternVL 2 8B ∼ 3,198 0.94 91.6 ∼ 1,827 0.56 83.3 ∼2,864 1.01 77.4
IXC 2.5 7B ∼7,395 3.73 90.9 ∼1,971 1.05 82.2 ∼2,075 1.11 78.2
DocOwl 1.5 8B ∼1,806 0.58 82.2 ∼1,713 0.53 70.2 ∼1,664 0.56 68.6

TextMonkey 9B 768 0.58 73.0 768 0.51 66.9 768 0.50 65.9
DocOwl2 8B 324 0.26 80.7 324 0.21 70.0 324 0.23 66.7

Table 10: Ablation study on DocCompressor with LLaVA-Next-Interleaves. ‘FTL(s)’ refers to the First Token
Latency (seconds). ‘R.Acc’ refers to Relaxed Accuracy. ‘DC’ refers to DocCompressor.

Model DocVQA ChartQA MP-DocVQA DUDE NewsVideoQA

TokenV ANLS↑ TokenV R.Acc↑ TokenV ANLS↑ TokenV ANLS↑ TokenV ANLS↑

LLaVA-Next-Interleaves-7B ∼3,061 76.0 ∼1,677 69.5 729 50.0 729 39.0 729 62.4
LLaVA-Next-Interleaves-7B w/ DC 729 73.8 729 73.2 729 54.2 729 41.7 729 64.7
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Extract words from the 14th picture and 17th picture.

<doc 14> Page 14.       Georgia Garden Railway Society       Sep 2020

Atlanta Senior Life: Big Fun with Little Trains

 The Atlanta Senior Life newspaper carried an article in its July 2020 Vol. 

5 No. 7 edition featured a couple of couples from the 

GGRS. …

Later in the article, another GGRS pair, Russ and Leslie Ann Bundy 

were also interviewed. Maybe we can pick up a couple of new members 

from this coverage. The Atlanta Senior Life is available online at at 

atlantaseniorlife.com or on facebook.com/atlantaseniorlife . 

2020 Piedmont Pilgrimage -- An Online Tour of the Atlanta Area’s Great 

Model Railroads

By Russ Bundy 

The Piedmont Pilgrimage is sponsored each year by the Piedmont 

Division …

the 18th annual pilgrimage, 2020 is proving to be quite a challenging 

year. 

Social distancing to minimize chances of contracting the COVID - 19 

virus has affected a lot of activities, including the Piedmont Pilgrimage. 

Continued page 10 </doc 14>

 <doc 17> Page 17     Georgia Garden Railway Society       Sep 2020

 The sound module is operated with less than 5 

volts. Some use three ‘button cells’ for a total of about 

4.5 volts. Buttons do not last very long. AAA cells also do not have to 

replace periodically. 

The modules also operate on a single Li-Ion rechargeable 

cell (voltage nominal current modules). These modules use 

very few milliamps so I used a 240 AmpHour 

(mAh) Li-Ion battery purchased on AliExpress. It 

rarely require recharge. It is shown in Figure 2. 

…

With some soldering I replaced the pushbutton switches provided with 

the sound Magnet Trigger modules with magnetic switches. The 

magnetic switch was hot-glued to existing structure on the bottom of the 

flat car as shown in Figure 4. </doc 17>

DocOwl 2:

Identify the image that features text <doc> (vii) the provisions of this Agreement governing 

payments with respect to Certificates and related notices, including Sections 2.4, 3.1 and 

3.2

… 

SECTION 10.1. Termination of Intercreditor Agreement. Following payment of Final 

Distributions with respect to each Class of Certificates 

and the payment in full of all Liquidity Obligations to the Liquidity Providers and provided 

that there shall then be no other amounts due to the 

Certificateholders, the Trustees, the Liquidity Providers and the 

53 </doc> ?

<img 7>

DocOwl 2:

(a)

(b)

Figure 6: Qualitative results of the Multi-page Text Lookup (a) and Multi-page Text Parsing (b) given by Do-
cOwl2 after the Multi-image Continue Pretraining.

16



What is the "required filing frequency"? 

Answer the question with detailed explanation?

Required filing frequency is once per month. 

In accordance with the 7th image, the text 

states that the filing requirement for the 

NYS Income Tax withholdings is once per 

month. This means that taxpayers must file 

their tax returns once a month to report their 

income and pay any applicable taxes.

DocOwl 2:

Mention any 2 Expected principle source of payments? 

Answer the question with ' 'detailed explanation.

Self pay and Workmen's compensation. 

As shown in the 18th image, the text states that the expected principal source of payment for the hospital ID numbered 

1014 is self pay and workmen's compensation. This means that the patient will be responsible for paying for their own 

medical expenses and will also receive payment from Workers' Compensation for any work-related injuries they may 

have sustained while working in the hospital.

DocOwl 2:

Is there more than 5 tables in chapter 18 of page 2? 

Answer the question with detailed explanation There is no information about chapter 

18 of page 2 in the given texts. 

According to the second image, the 

texts only provide information about 

the U.S. Senate Committee on Banking, 

the Ranking Members, and the Senators 

who cosponsored the Secure and Fair 

Enforcement (SAFE) Banking Act in 

the 117th Congress. There is no 

mention of chapter 18 of page 2 or any 

information related to it. Therefore, the 

answer to the question is that there is no 

information provided about the number 

of tables in chapter 18 of page 2 in the 

given texts. 

DocOwl 2:

(a)

(b)

(c)

Figure 7: Qualitative results of the Multi-page Question Answering with detailed explanation.
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Which year birthday is NFT celebrating? Answer the question with detailed explanation. 

Stan Lee's 99th birthday. 

According to the 16th image, the text in the image mentions "NFT to 

celebrate Stan Lee's 99th birthday", indicating that the NFT collection 

is being celebrated on Stan Lee's birthday. Therefore, Stan Lee's 99th 

birthday is the year being referred to in this context.

DocOwl 2:

States and Centre.

 In accordance with the image 3, the text mentions that the air 

crisis is a centre-stage issue and states have a responsibility to 

respond to it. Therefore, it can be inferred that the Supreme 

Court is responding to the crisis by directing states and the 

Centre to take appropriate actions. 

Who are being responded in supreme court? Answer the question with detailed explanation. 

DocOwl 2:

(a)

(b)

No physical coins or bills in cryptocurrency.

As shown in the image 4, the text clearly states that 

there are no physical coins or bills in cryptocurrency. 

This means that the digital currency only exists in the 

form of electronic coins or tokens, and there is no 

physical currency associated with it.

Are there physical coins or bills in cryptocurrency? Answer the question with detailed explanation. 

DocOwl 2:

(c)

Figure 8: Qualitative results of the Text-rich Video Understanding.
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