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Abstract001

Test-time scaling large language models002
(LLMs), such as DeepSeek-R1 and OpenAI’s003
o1, enhances reasoning by extending inference-004
time chain-of-thought traces. However, their005
legal reasoning capabilities remain underex-006
plored. We conduct the first systematic evalua-007
tion of 10 LLMs — including both reasoning008
and general-purpose models — across 17 Chi-009
nese and English legal benchmarks covering010
statutory and case-law traditions. To bridge the011
domain gap, we curate a legal reasoning dataset012
and train Legal-R1-14B, an open-source legal013
specialist model. Legal-R1-14B outperforms014
both o1-preview and DeepSeek-R1 on several015
benchmarks, establishing a new baseline for016
legal reasoning. Error analysis reveals ongoing017
challenges such as outdated legal knowledge,018
reasoning failures, and factual hallucinations,019
highlighting key directions for future work in020
legal-domain LLMs.021

1 Introduction022

Large language models (LLMs) have recently023

achieved near-human performance on an increas-024

ingly diverse set of benchmarks and application025

domains (Meta, 2024; Team, 2024; Openai, 2024a;026

team, 2025; Anthropic, 2025).027

Across several flagship LLM model families,028

dedicated reasoning variants, such as OpenAI’s029

o1 (Openai, 2024b) and DeepSeek-R1 (DeepSeek-030

AI, 2025) incorporate an explicit internal delibera-031

tion phase before producing a final answer. Funda-032

mentally, these models extend the chain-of-thought033

(CoT) generated at inference time, thereby allocat-034

ing increased computational resources per query.035

The recent open-sourcing of DeepSeek-R1 fur-036

ther establishes an end-to-end paradigm for training037

reasoning-centric LLMs. Specifically, DeepSeek-038

AI (2025) proposes a four-stage pipeline: (i) cold-039

start pretraining, (ii) reasoning-oriented reinforce-040

ment learning (RL), (iii) rejection sampling-based041
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Figure 1: Overview of Work. This figure presents the
ten models to be evaluated, along with some types of
testing tasks and the sources of evaluation data.

supervised fine-tuning, and (iv) scenario-wide RL. 042

This blueprint has inspired a new wave of test-time 043

computation-intensive models, including QWQ- 044

32B-Preview (Qwen Team, 2024) and GLM-zero- 045

preview 1, which similarly extend reasoning traces, 046

trading off computational cost for improved infer- 047

ence accuracy. 048

Contemporaneous work explores inference-time 049

search strategies and training signals, such as Pro- 050

cess Reward Models (Lightman et al., 2023; Ue- 051

sato et al., 2022; Wang et al., 2024), self-corrective 052

RL schemes (Kumar et al., 2024), and Monte 053

Carlo Tree Search (MCTS) and beam search vari- 054

ants (Feng et al., 2024; Trinh et al., 2024). While 055

these approaches have not yet matched the reported 056

performance of o1 (Openai, 2024b) and DeepSeek- 057

R1, they nonetheless offer valuable insights for 058

advancing the capabilities of reasoning-focused 059

LLMs. 060

While the reasoning capabilities of LLMs have 061

improved substantially in recent years, it would be 062

premature to assume that such progress necessarily 063

translates into strong performance on legal tasks. 064

1https://bigmodel.cn/dev/api/normal-model/
glm-zero-preview
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Figure 2: Overall Performance of LLMs on Chinese and English Legal Tasks. This figure illustrates the overall
performance of several representative LLMs across legal tasks in both Chinese and English contexts. Among them,
inference models such as DeepSeek-R1 and o1-preview demonstrate a clear performance advantage over traditional
LLMs. Our proposed baseline, Legal-R1-14B, also achieves competitive results, performing comparably to many
strong proprietary and open-source models.

Legal reasoning imposes two simultaneous and de-065

manding requirements: (i) the accurate synthesis of066

relevant statutes and case knowledge, and (ii) the067

rigorous application of this knowledge to novel and068

often complex fact patterns. Consequently, it re-069

mains uncertain whether models that perform well070

on general-purpose reasoning benchmarks can sat-071

isfy the domain-specific demands of legal reason-072

ing. Although prior research has examined GPT-4’s073

performance on selected legal tasks — such as le-074

gal text annotation (Savelka and Ashley, 2023), fac-075

tual explanation of legislative terminology (Savelka076

et al., 2023), and thematic analysis in empirical le-077

gal studies (Drápal et al., 2023) — these efforts078

have largely focused on narrow applications and079

models that are not specifically designed for reason-080

ing. To date, no study has systematically evaluated081

the legal reasoning abilities of LLMs across legal082

tasks encompassing both statutory and case law083

systems.084

To address this gap, we (i) present the first sys-085

tematic evaluation of 17 legal reasoning bench-086

marks — seven in English and ten in Chinese —087

covering both test-time scaled and general-purpose088

LLMs; and (ii) construct a bilingual legal reason-089

ing dataset using rejection sampling. Using this 090

dataset, we progressively fine-tune DeepSeek-R1- 091

Distill-Qwen-14B via supervised learning, result- 092

ing in Legal-R1-14B, a domain-specific model with 093

enhanced performance on legal tasks. Finally, we 094

conduct an error analysis on representative Chi- 095

nese and English benchmarks, identifying key chal- 096

lenges and future directions for improving legal 097

reasoning in LLMs. 098

Our contributions can be summarized as follows: 099

1. Among the evaluated models, DeepSeek-R1 100

demonstrates superior performance in Chi- 101

nese legal reasoning tasks, with OpenAI’s o1- 102

preview model as a close contender. In En- 103

glish settings, both models perform similarly, 104

achieving top results across several bench- 105

marks. Nevertheless, even the strongest mod- 106

els continue to struggle with advanced rea- 107

soning tasks, such as those involving judicial 108

ethics and complex tax calculations. 109

2. We introduce Legal-R1-14B, developed 110

through a progressive supervised fine-tuning 111

strategy. It outperforms baseline models on 112

the majority of Chinese and English legal 113
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tasks and exceeds DeepSeek-R1 on key bench-114

marks such as LC and IAPE, establishing a115

new standard for legal reasoning.116

3. Our error analysis on representative Chinese117

and English legal tasks reveals key weak-118

nesses, including outdated knowledge, lim-119

ited legal understanding, and factual hallu-120

cinations. These results point to important121

directions for enhancing legal reasoning in122

LLMs.123

2 Related Work124

2.1 Legal Reasoning Benchmarks125

Understanding the capabilities of LLMs in legal126

tasks, particularly legal reasoning, is a key focus of127

research (Blair-Stanek et al., 2023; Trozze et al.,128

2024), especially in tasks such as legal document129

generation (Iu and Wong, 2023), question answer-130

ing (Hu et al., 2025), and judgment prediction131

(Gan et al., 2021, 2022; Jiang and Yang, 2023; Wei132

et al., 2025). To facilitate legal reasoning evalua-133

tion, researchers have developed a diverse range of134

legal benchmarks, including LAR-ECHR (Chlapa-135

nis et al., 2024) and IL-TUR (Joshi et al., 2024).136

In addition, comprehensive benchmark suites such137

as LegalBench (Guha et al., 2023) for common-138

law tasks, LawBench (Fei et al., 2024) for civil-139

law evaluation, LexEval (Li et al., 2024a) for Chi-140

nese legal texts with ethical considerations, and141

Laiw (Dai et al., 2025), which emphasizes practice-142

oriented criteria, have been introduced.143

However, legal systems differ across jurisdic-144

tions. Therefore, we construct a set of legal reason-145

ing datasets covering both Chinese and U.S. legal146

systems to comprehensively evaluate the legal rea-147

soning capabilities of current LLMs.148

2.2 Test-Time Scaling149

TTS has emerged as a powerful technique to boost150

the reasoning capabilities of LLMs during infer-151

ence, without altering their underlying parameters152

or architecture. This paradigm has been adopted153

by several prominent models, including OpenAI’s154

o1 series (Openai, 2024b), Alibaba’s QwQ-32B-155

Preview (Qwen Team, 2024), Zhipu AI’s GLM-156

zero-preview, and DeepSeek-R1 (DeepSeek-AI,157

2025). Several methods have been proposed to158

enable LLMs to leverage test-time scaling for en-159

hanced reasoning. Verifier optimization, for in-160

stance, through process reward models (Lightman161

et al., 2023; Uesato et al., 2022; Wang et al., 2024),162

facilitates the incremental evaluation of reasoning 163

steps, thereby boosting performance on complex 164

tasks. Methods like STaR(Zelikman et al., 2022) 165

and ReST (Singh et al., 2024) refine proposal dis- 166

tributions by fine-tuning models to generate more 167

accurate answers without adding extra tokens. Self- 168

critique techniques (Bai et al., 2022; Du et al., 169

2023; Madaan et al., 2023; Saunders et al., 2022) 170

allow the model to iteratively refine its outputs. 171

Search algorithms like Beam Search and Monte 172

Carlo Tree Search(Feng et al., 2024; Trinh et al., 173

2024) further enhance exploration and solution ac- 174

curacy. Despite their promise, the effectiveness 175

of TTS-enhanced LLMs in legal tasks remains un- 176

derexplored. This paper investigates whether their 177

improved reasoning capabilities can transfer to the 178

legal domain. 179

3 Evaluation Setting 180

3.1 Legal Reasoning Tasks 181

To comprehensively evaluate the legal reasoning ca- 182

pabilities of LLMs, we compile a benchmark com- 183

prising ten Chinese legal reasoning tasks rooted 184

in the civil law tradition and seven English legal 185

reasoning tasks based on the common law system. 186

Chinese tasks include: Legal Calculation (LC), 187

Legal Multi-hop Reasoning (LMHR), Legal Judg- 188

ment Prediction (LJP), Multi-Defendant Legal 189

Judgment Prediction (MDLJP), Multi-Defendant 190

Charge Prediction (MDCP), Multi-segment Legal 191

Reading Comprehension (MSLRC), Controversial 192

Focus Extraction (CFE), Interactive Argument-Pair 193

Extraction (IAPE), Article Recitation (AR), and 194

Judicial Examination (JE). 195

English tasks consist of: Legal Reasoning 196

Causality (LRC), Citation Prediction Classifica- 197

tion (CPC), NYS Judicial Ethics (NYSJE), Sara 198

Numeric (Sara_N), Sara Entailment (Sara_E), 199

Supreme Court Assessment of Legal Reasoning 200

(Scalr), and Legal Argument Reasoning (LAR). 201

Detailed descriptions of the datasets and tasks 202

are provided in Appendix A. 203

3.2 LLMs used for Evaluation 204

We evaluate two categories of LLMs from vari- 205

ous providers: general-purpose models and models 206

enhanced with test-time scaling. 207

Table 1 summarizes the LLMs used in this study. 208

For general-purpose LLMs, we employ OpenAI’s 209

GPT-4o, DeepSeek’s DeepSeek-V3, Meta’s Llama- 210

3.1-405B, and Alibaba’s Qwen2.5-72B-Instruct. 211
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Table 1: LLMs used for legal reasoning evaluation

Category Model Name Source

General LLMs

GPT-4o OpenAI
Llama-3.1-405B Meta
Qwen2.5-72B-Instruct Alibaba
Deepseek-V3 DeepSeek

Test Time
Scaling LLMs

DeepSeek-R1 DeepSeek
OpenAI-o1-preview OpenAI
OpenAI-o1-mini OpenAI
GLM-zero-preview Zhipu
QwQ-32B-Preview Alibaba
DeepSeek-R1-Distill-Qwen-14B DeepSeek
Legal-R1-14B Ours

For test-time scaling LLMs, we utilize DeepSeek’s212

DeepSeek-R1, OpenAI’s o1-preview and o1-mini,213

Zhipu’s GLM-zero-preview, and Alibaba’s QwQ-214

32B-Preview.215

In addition, the base model of our Legal-R1-14B216

is DeepSeek-R1-Distill-Qwen-14B. The DeepSeek-217

R1-Distill-Qwen-14B model itself is fine-tuned218

from Alibaba’s Qwen2.5-14B using 800,000 high-219

quality samples generated by DeepSeek-R1.220

4 Legal-R1-14B221

To transfer the reasoning capabilities of DeepSeek-222

R1 to the legal domain, we construct a high-quality223

legal reasoning dataset via rejection sampling224

guided by DeepSeek-R1. Based on this dataset,225

we fine-tune the DeepSeek-R1-Distill-Qwen-14B,226

yielding a domain-specific legal reasoning model,227

Legal-R1-14B, with improved performance on le-228

gal tasks.229

4.1 Reasoning Dataset Construction230

4.1.1 Data Source231

We collect the legal reasoning dataset covering both232

Chinese and U.S. legal contexts. For the Chinese233

law dataset, we curate a set of representative le-234

gal reasoning tasks, including legal calculation, le-235

gal multi-hop reasoning, interactive argument-pair236

extraction, legal judgment prediction, and multi-237

defendant legal judgment prediction. For the U.S.238

law dataset, we incorporate 143 tasks from Legal-239

Bench, excluding the English legal reasoning tasks240

listed in Table 6. The selected LegalBench tasks241

span six key categories of legal reasoning: (1) issue242

spotting, (2) rule recall, (3) rule application, (4) rule243

conclusion, (5) interpretation, and (6) rhetorical un-244

derstanding. Together, these tasks comprehensively245

capture the essential dimensions of legal reasoning246

and provide a robust data foundation for adapting247

the model to both Chinese and U.S. legal domains. 248

4.1.2 Rejection Sampling 249

In the rejection sampling process, we first trans- 250

form the legal reasoning dataset into a triple P = 251

(i, x, y), where i denotes the task description, x 252

is the question, and y is the ground truth answer. 253

For each question x, we use DeepSeek-R1 to gen- 254

erate multiple reasoning paths c and correspond- 255

ing responses r according to the task description 256

i. The generated response r is then compared with 257

the ground truth y. If r matches y, the associated 258

reasoning path c is retained. To control sampling 259

cost, each question-answer pair is allowed up to 260

three generation attempts. If none of the gener- 261

ated responses match the ground truth, the data 262

is discarded. In cases where a match is found, 263

the original triple is transformed into a quadruple 264

P = (i, x, c, y), where c represents the reasoning 265

process. Finally, a total of 96,533 training samples, 266

encompassing eight different tasks, are obtained 267

using the aforementioned method. 268

This approach enables the construction of a high- 269

quality legal reasoning dataset with faithful reason- 270

ing traces aligned to gold-standard answers, provid- 271

ing a strong foundation for training Legal-R1-14B. 272

4.2 Training 273

During training, we employ a progressive super- 274

vised fine-tuning strategy based on DeepSeek-R1- 275

Distill-Qwen-14B to obtain the Legal-R1-14B. Ini- 276

tially, the model is fine-tuned on two core Chinese 277

legal reasoning tasks, specifically legal judgment 278

prediction and multi-defendant legal judgment pre- 279

diction. These foundational tasks are selected due 280

to their critical role in underpinning more complex 281

legal reasoning processes. The completion of this 282

process results in an intermediate model, denoted 283

as Mcore. Subsequently, Mcore undergoes further 284

fine-tuning on a comprehensive set of remaining 285

legal tasks, integrating both Chinese and English 286

legal reasoning datasets. 287

5 Experimentation 288

5.1 Experimental Setups 289

During training, we use 8 NVIDIA A800 GPUs. 290

The learning rate is set to 1.0 × 10−5, the cutoff 291

length to 4096, and bf16 precision is employed. 292

The model is trained for 3 epochs. 293

For evaluation, LLMs’ responses are retrieved 294

via API requests. Tailored prompts are designed for 295
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Table 2: Performance comparison in Chinese legal task. The best performance is highlighted in bold, while the
second-best is underlined.

Model LC↑ LMHR↑ CAIL2018↑ CMDL↑ MultiLJP↑ MUD↑ MSLRC↑ CFE↑ IAPE↑ AR↑ JE↑
General LLMs

GPT-4o 59.40% 38.00% 65.00% 61.08% 61.79% 82.30% 82.33% 34.71% 65.99% 26.71% 41.33%
Llama3.1-405B 84.91% 35.86% 67.23% 49.26% 57.02% 84.94% 88.22% 34.25% 56.44% 20.03% 42.00%

Qwen2.5-72B-Instruct 80.34% 54.50% 76.50% 64.39% 61.41% 89.22% 84.97% 39.17% 60.50% 35.71% 50.67%
DeepSeek-V3 88.03% 45.00% 77.03% 63.94% 61.97% 87.67% 84.43% 40.00% 58.88% 36.05% 53.67%

Test Time Scaling LLMs
DeepSeek-R1 90.54% 71.67% 78.00% 68.48% 67.15% 91.71% 88.23% 42.80% 57.79% 55.91% 75.00%

o1-preview 90.13% 46.39% 76.63% 66.71% 63.05% 90.76% 74.07% 45.43% 66.83% 22.77% 55.03%
o1-mini 86.32% 27.00% 59.63% 42.59% 39.47% 84.02% 85.33% 39.78% 52.84% 12.62% 25.93%

GLM-zero-preview 72.22% 48.50% 71.98% 55.27% 55.82% 85.85% 78.56% 28.93% 57.00% 35.41% 48.67%
QwQ-32B-Preview 78.97% 56.00% 73.98% 60.70% 67.04% 87.04% 83.82% 27.75% 56.5% 34.93% 62.00%

DeepSeek-R1-Distill-Qwen-14B 91.03% 39.00% 72.03% 50.00% 56.50% 87.19% 87.03% 37.36% 57.00% 20.49% 48.67%
Ours 91.38% 48.98% 77.60% 51.98% 61.70% 90.02% 87.85% 38.08% 58.50% 20.95% 51.05%

each task to ensure a clear structure in the expected296

outputs. API request parameters are also adjusted297

according to the specific LLMs used. Detailed task298

prompts are provided in Appendix B.299

5.2 Experimental Results300

Tables 2 and 4 compare the performance of LLMs301

with and without TTS in the context of Chinese302

and U.S. law.303

5.2.1 Chinese Legal Task Results304

As shown in Table 2, on the one hand, DeepSeek-305

R1 demonstrates strong performance across most306

Chinese legal reasoning tasks. However, all LLMs307

struggle with the CFE task, which requires com-308

plex reasoning to understand legal cases and infer309

the correct issue from a set of disputes. Similarly,310

the legal judgment prediction task becomes signifi-311

cantly more challenging when dealing with cases312

involving multiple defendants, as opposed to single-313

defendant cases. In contrast, the multi-defendant314

charge prediction task is relatively straightforward,315

with DeepSeek-R1 achieving the highest accu-316

racy of 91.71%. On the other hand, our trained317

model shows consistent improvements over the318

baseline model (DeepSeek-R1-Distill-Qwen-14B),319

particularly on Chinese tasks. Notably, significant320

gains are observed on LMHR (+9.98%), CAIL2018321

(+5.57%), and MDLJP (+5.2%). Although the over-322

all performance still lags behind R1, our model out-323

performs it on certain tasks, such as LC and IAPE,324

indicating the effectiveness of our training strategy325

in specific scenarios.326

Furthermore, we specifically examine the results327

of the LJP subtask to highlight model performance328

on this critical legal task. Based on Table 3, the329

variation in performance across the three subtasks330

— charge prediction, article prediction, and sen-331

tence prediction — highlights the models’ differ-332

ing capabilities in handling various forms of legal 333

reasoning. 334

Charge prediction is generally a more straight- 335

forward task, often relying on explicit action verbs 336

or key factual descriptions. As a relatively explicit 337

task, it allows LLMs to make accurate predictions 338

based on surface-level semantics and contextual 339

cues. Consequently, both DeepSeek-R1 and Legal- 340

R1-14B exhibit strong performance on this task, 341

achieving F1 scores exceeding 80% across various 342

datasets. 343

Article prediction is more challenging, as it re- 344

quires the model not only to understand the act 345

itself but also to match it with the appropriate legal 346

provisions and their underlying logic. Since the 347

same behavior may correspond to different legal 348

articles depending on context, this task demands 349

stronger analogical reasoning and structural com- 350

prehension from the model. 351

Sentence prediction is inherently less deter- 352

ministic, as it involves a range of subjective fac- 353

tors, such as voluntary surrender, expressions of 354

remorse, repeat offenses, and various mitigating or 355

aggravating circumstances. As a hybrid task that 356

combines elements of classification and regression, 357

it poses greater challenges for LLMs, which often 358

struggle with the nuanced judgments required for 359

accurate sentencing estimation. As a result, both 360

DeepSeek-R1 and Legal-R1-14B exhibit compara- 361

tively lower performance on this task. 362

5.2.2 English Legal Task Results 363

As shown in Table 4, the LLMs generally exhibit 364

stronger performance on English reasoning tasks 365

compared to their performance on Chinese ones. 366

Among the models, DeepSeek-R1 demonstrates 367

performance comparable to o1-preview, with each 368

model achieving the highest score on three occa- 369

sions. Certain tasks, such as LRC and Sara_E, 370
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Table 3: Evaluation Results on the CAIL2018, CMDL,
and MultiLJP Datasets. Subscripts cp, ap, and sp denote
Charge, Article, and Sentence Prediction. Best results
are in bold, second-best are underlined.

Model Task Metric Score

GPT-4o
CAIL2018 F1cp / F1ap / Accsp 90.67 / 77.44 / 37.33

CMDL F1cp / F1ap / Accsp 85.57 / 81.38 / 27.50
MultiLJP F1cp / F1ap / Accsp 84.72 / 90.45 / 23.10

Llama3.1-405B
CAIL2018 F1cp / F1ap / Accsp 86.00 / 83.00 / 41.33

CMDL F1cp / F1ap / Accsp 77.86 / 58.47 / 20.91
MultiLJP F1cp / F1ap / Accsp 74.13 / 81.40 / 25.90

DeepSeek-R1
CAIL2018 F1cp / F1ap / Accsp 95.00 / 95.67 / 52.00

CMDL F1cp / F1ap / Accsp 92.32 / 91.19 / 33.58
MultiLJP F1cp / F1ap / Accsp 85.46 / 92.15 / 34.65

o1-preview
CAIL2018 F1cp / F1ap / Accsp 94.33 / 96.67 / 48.33

CMDL F1cp / F1ap / Accsp 91.00 / 91.29 / 30.07
MultiLJP F1cp / F1ap / Accsp 84.11 / 89.14 / 27.68

Legal-R1-14B
CAIL2018 F1cp / F1ap / Accsp 94.33 / 96.33 / 51.00

CMDL F1cp / F1ap / Accsp 85.59 / 76.84 / 8.12
MultiLJP F1cp / F1ap / Accsp 83.91 / 88.68 / 24.80

appear to be relatively straightforward for LLMs,371

with o1-preview attaining accuracy rates of 96.36%372

and 91.18%, respectively. In contrast, the NYSJE373

task presents a greater challenge, with the highest374

recorded accuracy being only 80.48%. Moreover,375

most LLMs struggle with the Sara_N task, with the376

notable exception of DeepSeek-R1.377

Our trained model shows overall improvements378

across the majority of tasks, except for LAR, where379

its performance slightly declines compared to the380

baseline. The improvements are more modest and381

consistently observed in English tasks than in Chi-382

nese ones. Specifically, we observe a 1.82% in-383

crease in performance on the LRC task and a 1.49%384

improvement on NYSJE. While our model gener-385

ally underperforms compared to DeepSeek-R1 on386

most English tasks, it achieves results that are com-387

petitive with R1 on the LRC task.388

5.3 Error Analysis389

To better understand the limitations of DeepSeek-390

R1 and Legal-R1-14B, we conduct an error analy-391

sis on several representative tasks. For the Chinese392

tasks (IAPE, CFE, LJP, and AR), 30 error cases are393

randomly sampled for each task and analyzed by394

PhD students in law. For the English tasks (CPC395

and NYSJE), all incorrect cases are reviewed by396

law PhD students to identify common error types.397

Examples of flawed reasoning processes are pro-398

vided in Appendix C.399

5.3.1 IAPE task400

As shown in Figure 3, both DeepSeek-R1 and our401

proposed baseline model, Legal-R1, exhibit two402

primary types of errors in the IAPE task: Incon- 403

sistent Subjects and Indirect or Weak Rebuttals. 404

Specifically, DeepSeek-R1 demonstrates 93.0% of 405

its errors as Inconsistent Subjects and 7.0% as Indi- 406

rect or Weak Rebuttals, while Legal-R1-14B shows 407

66.7% and 33.3% in these categories, respectively. 408

1. Inconsistent Subjects: This error occurs 409

when the subject chosen in the model’s rebuttal 410

is inconsistent with the subject presented in the 411

plaintiff’s argument. These discrepancies often 412

stem from the model’s failure to grasp the core of 413

the plaintiff’s reasoning, which is typically caused 414

by interference from complex legal background 415

information. 416

2. Indirect or Weak Rebuttals: In such cases, 417

although the model identifies the correct subject, 418

the rebuttal it produces is suboptimal, either be- 419

cause it lacks argumentative force or fails to di- 420

rectly engage with the core issues highlighted in 421

the ground truth. This issue largely stems from the 422

model’s inability to determine when to conclude its 423

reasoning. As a result, it may over-extend the in- 424

ference process and miss the critical point at which 425

a direct and impactful interaction with the plain- 426

tiff’s claim should occur, opting instead for more 427

tangential or secondary arguments. 428

5.3.2 CFE Task 429

In the CFE task, we categorize errors into four 430

levels based on the degree of deviation from the 431

correct focus: complete deviation, major deviation, 432

moderate deviation, and minor deviation. As illus- 433

trated in Figure 3, DeepSeek-R1 exhibits 67.0% 434

of its errors as complete deviations, 10.0% as ma- 435

jor deviations, 10.0% as moderate deviations, and 436

13.0% as minor deviations. In comparison, Legal- 437

R1-14B shows 60.0% complete deviations, 3.3% 438

major deviations, 30.0% moderate deviations, and 439

6.7% minor deviations. 440

By analyzing the model’s reasoning processes 441

in these error cases, we identify a key underlying 442

issue. Models that are not specifically trained in 443

the legal domain often lack the necessary legal 444

knowledge to accurately identify the core points 445

of controversy. Although strong general-domain 446

reasoning abilities lead to better performance in the 447

CEF task compared to models with limited infer- 448

ence capabilities, they are still insufficient when 449

the controversy involves specialized legal concepts 450

such as duty of care or burden of proof. 451
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Table 4: Performance comparison in English legal task. The best performance is highlighted in bold, while the
second-best is underlined.

Model LRC↑ CPC↑ NYSJE↑ Sara_N↓ Sara_E↑ Scalr↑ LAR↑
General LLMs

GPT-4o 83.64% 82.41% 80.48% 1.21 87.87% 84.30% 81.73%
Llama3.1-405B 90.91% 61.11% 70.89% 7.72 80.88% 69.59% 83.84%

Qwen2-72B-Instruct 87.27% 82.41% 70.89% 4.81 85.29% 77.19% 77.89%
DeepSeek-V3 90.91% 77.78% 75.00% 2.31 83.09% 77.19% 85.00%

Test Time Scaling LLMs
DeepSeek-R1 92.73% 78.70% 77.05% 0.25 91.79% 85.28% 88.60%

o1-preview 96.36% 86.11% 79.79% 1.09 91.18% 86.98% 86.24%
o1-mini 87.27% 61.11% 66.78% 1.38 89.34% 73.53% 66.50%

GLM-zero-preview 83.64% 57.41% 65.41% 7.79 90.77% 70.76% 78.50%
QwQ-32B-Preview 78.18% 59.26% 64.73% 3.30 71.32% 73.41% 81.00%

DeepSeek-R1-Distill-Qwen-14B 90.91% 61.11% 56.51% 13.55 85.29% 75.44% 72.50%
Ours 92.73% 62.04% 58.00% 12.50 86.40% 76.61% 72.00%

5.3.3 LJP Task452

In this task, we analyze sentence prediction perfor-453

mance across three datasets: CAIL2018, CMDL,454

and MultiLJP. Errors are categorized into two types:455

overestimation and underestimation of sentence456

length.457

By examining the reasoning processes of458

DeepSeek-R1 and Legal-R1, we identify the fol-459

lowing primary causes of these errors:460

1. Cumulative effects of hallucinations dur-461

ing reasoning: When the model makes an early462

misjudgment regarding factual details or legal ap-463

plicability, subsequent steps tend to propagate this464

error. For instance, if a model incorrectly classi-465

fies an offense as "operating a casino" instead of466

"illegal gambling" due to flawed reasoning, this ini-467

tial mistake may lead to a significantly inaccurate468

sentence prediction.469

2. Outdated or repealed legal provisions in470

training data: LLMs are typically trained on pub-471

licly available legal texts and internet sources. If472

the training data is not regularly updated, mod-473

els may rely on legal provisions that have been474

amended or invalidated, resulting in erroneous pre-475

dictions.476

3. Overreliance on case similarity while over-477

looking critical differences: The models often478

analogize from previously encountered similar479

cases. While such analogical reasoning can be480

useful, it may lead to incorrect predictions when481

key factual or legal distinctions between the current482

case and prior examples are ignored.483

5.3.4 AR Task484

In the Article Recitation (AR) task, we identify485

four main types of errors: article misidentifica-486

tion, where the model incorrectly substitutes con- 487

tent from one legal article for another; content 488

fabrication, where the language model generates 489

entirely fictional articles not present in the legal cor- 490

pus; omission of key provisions, where essential 491

parts of a legal article are left out; and outdated 492

references, where the model cites outdated ver- 493

sions of legal articles that have since been amended 494

or revised. 495

As illustrated in Figure 3, DeepSeek-R1 demon- 496

strates a high proportion of article misidentification 497

(73.0%), followed by content fabrication (17.0%), 498

omission of key provisions (7.0%), and outdated 499

references (3.0%). In contrast, Legal-R1-14B ex- 500

hibits a different error distribution, with content 501

fabrication accounting for the majority (70.0%), 502

followed by article misidentification (20.0%), omis- 503

sion of key provisions (6.7%), and outdated refer- 504

ences (3.3%). 505

For DeepSeek-R1, its high rate of article 506

misidentification may come from its multilingual 507

training. Since it learns Chinese law alongside 508

Anglo-American case law, it can easily confuse 509

legal systems, leading to incorrect citations. For 510

Legal-R1-14B, the tendency to fabricate citations 511

likely comes from its training data. Judicial doc- 512

uments usually include only the final legal provi- 513

sions used by the court, not those considered and 514

rejected. This causes the model to learn a rigid link 515

between facts and a single statute. When it encoun- 516

ters new situations, it fills the gap by generating 517

fake but reasonable-sounding laws. 518

5.3.5 NYSJE Task 519

As shown in Figure 3, false positives and false 520

negatives account for nearly half of the incorrect 521
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Figure 3: Error types across typical legal tasks.

cases. We further analyze the underlying causes.522

We observe once again that factual hallucina-523

tions occur in the ethical guidelines generated by524

DeepSeek-R1. When lacking sufficient informa-525

tion to answer a question, DeepSeek-R1 tends526

to make unfounded assumptions — for example,527

adding contextual details that are not mentioned528

in the question. This behavior is neither rigorous529

nor reliable when it comes to answering legal ques-530

tions.531

For Legal-R1, most errors are attributable to the532

absence of task-specific information necessary for533

accurate responses. This may be due to limitations534

in the coverage of its domain-specific training data.535

5.3.6 CPC Task536

As shown in Figure 3, both DeepSeek-R1 and537

Legal-R1-14B exhibit confusion between "yes" and538

"no" responses in this task, without a significant539

skew toward either type of misclassification. We540

further analyze the reasons behind this:541

1. Citation Factual Inaccuracies: We find that542

there are factual hallucinations about the content543

of citation during the thinking process of LLMs.544

In addition, when the model is unclear about the545

details of the case, hallucinations will also occur,546

resulting in incorrect judgments.547

2. Misunderstanding the Citation: In this548

task, correctly understanding the citation is crucial549

for providing an accurate answer. Although LLMs550

have access to the full case details, a deviation 551

in understanding the case also leads to the wrong 552

conclusion. 553

6 Conclusion 554

This study comprehensively evaluates ten LLMs — 555

including DeepSeek-R1 and o1-preview — across 556

17 Chinese and English legal reasoning bench- 557

marks, and introduces Legal-R1-14B, an open- 558

source model tailored for legal reasoning. Our 559

experiments confirm that TTS enhances overall rea- 560

soning performance: DeepSeek-R1 remains a top 561

performer on both Chinese and English tasks, while 562

Legal-R1-14B, trained on a legal reasoning dataset, 563

matches or even surpasses the two TTS models 564

on several key benchmarks. However, error anal- 565

ysis reveals persistent challenges shared by both 566

general-purpose and domain-specific models, such 567

as outdated or missing legal knowledge and factual 568

hallucinations. Expanding high-quality, up-to-date, 569

multilingual chain-of-thought legal datasets, incor- 570

porating retrieval or external knowledge bases for 571

fact verification, and exploring more robust rea- 572

soning architectures will be essential to improving 573

the reliability and practicality of LLMs in legal 574

reasoning. 575
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Limitations576

Although our benchmark encompasses a variety of577

legal reasoning tasks in both Chinese and English,578

it may not fully capture the breadth and complex-579

ity of legal reasoning encountered in real-world580

practice. Certain tasks, such as issue identification581

and ethical judgment, involve a degree of subjectiv-582

ity, where even domain experts may differ in their583

evaluations. In such cases, existing automatic eval-584

uation metrics may fall short of accurately reflect-585

ing the quality of legal reasoning in model outputs.586

Furthermore, while our baseline models achieve en-587

couraging results, there remains substantial room588

for improvement. We believe future work can build589

on this foundation by broadening task coverage,590

developing more nuanced evaluation methodolo-591

gies, and enhancing model performance in complex592

legal scenarios.593
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A Appendix A820

A.1 Chinese Legal Tasks821

Legal Calculation: The legal calculation task in-822

volves answering multiple-choice questions that823

require legal computations. For each question, the824

model must select the single correct option from A,825

B, C, or D. This task is evaluated on the LC dataset826

derived from LexEval (Li et al., 2024b), a com-827

prehensive Chinese legal benchmark for assessing828

LLMs, using accuracy as the evaluation metric.829

Legal Multi-hop Reasoning: This task assesses830

the legal knowledge and reasoning capabilities831

of LLMs. The input consists of multiple-choice832

questions related to legal matters, and the model’s833

output is the correct answer(s) from the provided834

options, which may include one or more correct835

choices. The LMHR dataset, sourced from Lex-836

Eval, is used for this task, with accuracy as the837

evaluation metric.838

Legal Judgment Prediction: This task focuses839

on legal judgment prediction for single-defendant840

cases based on the CAIL2018 dataset. The input841

includes a detailed description of case facts and842

defendant information, while the output provides843

judgment results for three subtasks: charge pre-844

diction, article prediction, and sentence prediction.845

The evaluation employs the same metrics as those846

used in CAIL2024 2, with the calculations detailed 847

as follows: 848

For a given case c with n defendants, consider a 849

defendant d who is charged with m1 crimes. If the 850

model predicts m2 crimes for this defendant, with 851

m3 of them being correct, the precision (P ), recall 852

(R), and F1 score (F1) for the charge and article 853

prediction subtasks for this defendant are defined 854

as follows: 855

P c
d =

m3

m2
, Rc

d =
m3

m1
, F1cd =

2 · P c
d ·Rc

d

P c
d +Rc

d

(1) 856

The P, R, and F1 Score for this case are calculated 857

as follows: 858

Pc =

∑n
i=1 P

c
i

n
(2) 859

860

Rc =

∑n
i=1R

c
i

n
(3) 861

862

F1c =

∑n
i=1 F1ci
n

(4) 863

For the entire dataset, these metrics are weighted 864

by wc = log2 n: 865

P =

∑
wcPc∑
wc

, R =

∑
wcRc∑
wc

, F1 =

∑
wcF1c∑
wc

(5) 866

The metric of sentence prediction for case c is 867

evaluated using the accuracy metric. For a given 868

case c with n defendants, if k defendants have cor- 869

rectly predicted sentences, then: 870

Accc =
k

n
(6) 871

The sentence accuracy for the entire dataset is: 872

Acc =

∑
wcAccc∑
wc

, wc = log2 n (7) 873

Finally, the overall F1 score, combining the met- 874

rics for the three subtasks, is calculated as: 875

F1 = 0.3× F1cp + 0.3× F1ap + 0.4× Accsp (8) 876

Here, F1cp and F1ap denote the F1 scores for charge 877

and article prediction, respectively, and Accsp rep- 878

resents the sentence prediction accuracy. 879

Multi-Defendant Legal Judgment Prediction: 880

This task focuses on predicting legal judgments 881

in cases involving multiple defendants. The task 882

utilizes two datasets: CMDL from Huang et al. 883

2https://github.com/china-ai-law-
challenge/CAIL2024/tree/main/drdz
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Table 5: Chinese Legal Tasks

Task Dataset Source Metric Test Size
Legal Calculation(LC) LC LexEval Acc 234

Legal Multi-hop Reasoning(LMHR) LMHR LexEval Acc 200
Legal Judgment Prediction(LJP) CAIL2018 CAIL2018 F1 300

Multi-Defendant Legal Judgment Prediction(MDLJP) CMDL Huang et al. (2024) F1 300
Multi-Defendant Legal Judgment Prediction(MDLJP) MultiLJP Lyu et al. (2023) F1 300

Multi-Defendant Charge Prediction(MDCP) MUD Wei et al. (2024) F1 175
Multi-segment Legal Reading Comprehension(MSLRC) MSLRC CAIL2021 F1 200

Controversial Focus Extraction(CFE) CFE LAIC2021 F1 200
Interactive Argument-Pair Extraction(IAPE) ArgMine CAIL2023 Acc 200

Article Recitation(AR) AR LawBench Rouge-L 200
Judicial Examination(JE) JE JEC-QA Acc 300

(2024) and MultiLJP from Lyu et al. (2023), and884

employs the same evaluation metrics as used in the885

LJP task.886

Multi-Defendant Charge Prediction: This task887

focuses on predicting charges for multiple defen-888

dants. Given the case facts as input, the goal is to889

determine the charges committed by each defen-890

dant. The dataset used is MUD from Wei et al.891

(2024), and the evaluation metric is analogous to892

that of the charge prediction subtask in the LJP893

task.894

Multi-segment Legal Reading Comprehen-895

sion: This task involves multi-segment questions,896

where the answers are derived by extracting and897

combining multiple segments from the legal text.898

The dataset employed is MSLRC from CAIL2021.899

To evaluate LLMs performance on this task, we de-900

signed a metric tailored to its characteristics. Here,901

both the ground truth G = {g1, g2, . . . , gn} and902

the model output E = {e1, e2, . . . , em} are lists903

of legal elements that answer the question within904

its legal context. A pre-trained language model905

is used to automatically assess the semantic simi-906

larity between the elements in G and E. Finally,907

the F1 score is computed as the evaluation metric,908

calculated as follows:909

P =
N

m
,R =

N

n
,F1 =

2PR

P +R
(9)910

where N represents the number of correctly pre-911

dicted legal elements in E, m is the total number of912

elements in the output E, and n is the total number913

of elements in the ground truth G.914

Controversial Focus Extraction: This task en-915

tails identifying dispute issues based on the claims916

and defenses from both the plaintiff and defendant.917

The output is a list of controversial focus indices918

extracted from the case facts. LLMs performance919

is assessed using the F1 score, calculated similarly920

to the MSLRC task. However, rather than relying 921

on a pre-trained language model for semantic inter- 922

pretation, we directly verify whether the predicted 923

indices match the ground truth indices. 924

Interactive Argument-Pair Extraction: This 925

task aims to extract interaction argument pairs by 926

identifying the defense counter-argument that cor- 927

responds to a given plaintiff’s argument. The input 928

comprises the plaintiff’s argument along with five 929

candidate defense arguments, and the output is the 930

selected counter-argument. Performance is mea- 931

sured using accuracy. 932

Article Recitation: This task assesses LLMs’ 933

ability to recall legal knowledge by prompting them 934

to recite the content of legal articles based on their 935

reference numbers. It examines their proficiency 936

in memorizing key legal concepts, terminology, 937

and provisions. The dataset is sourced from the 938

comprehensive LawBench evaluation benchmark 939

Fei et al. (2024), and Rouge-L is employed as the 940

evaluation metric. 941

Judicial Examination: This task requires LLMs 942

to output the final answers to the questions from 943

JEC-QA (Zhong et al., 2019), which is the largest 944

question answering dataset in the legal domain, 945

collected from the National Judicial Examination 946

of China. We randomly test the 300 cases from 947

the concept comprehension questions and scenario 948

analysis questions, which require the ability of log- 949

ical reasoning. The performance of LLMs is mea- 950

sured using accuracy. 951

A.2 English Legal Tasks 952

The English legal reasoning tasks are mainly 953

sourced from LegalBench (Guha et al., 2023), a 954

collaboratively constructed legal reasoning bench- 955

mark consisting of 162 tasks covering six different 956

types of legal reasoning. Besides, we also add a 957

new legal argument reasoning task proposed by 958
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Table 6: English Legal Tasks

Task and Dataset Source Metric Test Size
Legal Reasoning Causality(LRC) LegalBench Acc 55

Citation Prediction Classification(CPC) LegalBench Acc 108
NYS Judicial Ethics(NYSJE) LegalBench Acc 292

Sara Numeric(Sara_N) LegalBench Mse 96
Sara Entailment(Sara_E) LegalBench Acc 272

Supreme Court Assessment of Legal Reasoning(Scalr) LegalBench Acc 172
Legal Argument Reasoning(LAR) Chlapanis et al. (2024) Acc 200

Chlapanis et al. (2024). The tasks are listed as959

follows:960

Legal Reasoning Causality: This task aims to961

classify whether an excerpt from a district court962

opinion relies on statistical evidence in its reason-963

ing.964

Citation Prediction Classification: The task965

requires determining whether a given case citation966

supports a legal statement, based on the provided967

legal statement and citation.968

NYS Judicial Ethics: In this task, LLMs are969

required to determine whether a question violates970

judicial ethics in the New York State Unified Court971

System. The dataset consists of real ethical sce-972

narios, reformulated into questions to evaluate the973

models’ understanding of ethical rules and their974

application in different judicial contexts.975

Sara Numeric: In this task, the LLMs should976

determine how much tax an individual owes given977

a statute and accompanying facts. The dataset in978

this task is from the StAtutory Reasoning Assess-979

ment(SARA), it contains a set of statutes and sum-980

maries of facts paired with a numerical question.981

Additionally, we use Mean Squared Error (MSE)982

as the evaluation metric for this task. To reduce the983

impact of extreme values, we calculate the MSE af-984

ter applying the logarithmic transformation (log1p)985

to the true and predicted values.986

Sara Entailment: In this task, given a statute, a987

fact, and an assertion, LLMs are required to deter-988

mine if the assertion is "entailed" by the fact and989

statute. The dataset in this task is also from SARA,990

which tests the ability to reason about summaries991

of facts and statutes, in the context of US federal992

tax law.993

Supreme Court Assessment of Legal Reason-994

ing: In this task, the model must select, from a set995

of candidates, the holding statement that best an-996

swers a specific legal question. Each question rep-997

resents an issue reviewed in a particular Supreme998

Court case, and the model must identify the holding999

Figure 4: The prompt for LC dataset.

statement that most accurately addresses it. This 1000

task is designed to assess legal reasoning by em- 1001

phasizing the understanding of legal language over 1002

rote memorization of legal knowledge. 1003

Legal Argument Reasoning: This task in- 1004

volves selecting the appropriate subsequent state- 1005

ment from multiple choices within a sequence of 1006

legal arguments presented during Court proceed- 1007

ings, based on the case facts. The input consists of 1008

a case description, a specific argument related to 1009

the case, and several potential candidate arguments. 1010

The objective is to determine which candidate ar- 1011

gument logically continues the given argument. 1012

B Appendix B 1013

In this section, we present the instructions provided 1014

to LLMs for evaluating legal tasks in both Chinese 1015

and English. For details, see Figures 4–23. 1016

C Appendix C 1017

This section presents examples of flawed reasoning 1018

processes observed in several representative tasks. 1019
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Figure 5: The prompt for LMHR dataset.

C.1 IAPE task1020

Table 7 illustrates typical flawed reasoning identi-1021

fied in the IAPE task.1022

C.2 CFE task1023

Table 8 illustrates typical flawed reasoning identi-1024

fied in the CFE task.1025

C.3 LJP task1026

Table 9 illustrates typical flawed reasoning identi-1027

fied in the LJP task.1028

C.4 AR task1029

Table 10 illustrates typical flawed reasoning identi-1030

fied in the AR task.1031

C.5 CPC task1032

Table 11 illustrates typical flawed reasoning identi-1033

fied in the CPC task.1034

C.6 NYSJE task1035

Table 12 illustrates typical flawed reasoning identi-1036

fied in the NYSJE task.1037

Figure 6: The prompt for CAIL2018 dataset.
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Table 7: Examples of flawed reasoning in the IAPE task.

Type Example
Missing Plaintiff’s Core Argument I need to identify which defense argument directly responds to or

interacts with the plaintiff’s compensation claim. The plaintiff is
seeking joint compensation, so I need to look for any defense that
directly addresses the liability for compensation or the amount.
bc_5 Insurance Company has made it clear that it will assume
responsibility within the scope of compulsory insurance, which
directly corresponds to the compensation amount and falls within
the scope of the insurance company’s liability. (The core subject
is compensation.)

Flawed and Excessive Reasoning Dispute over Liability Allocation: The plaintiff asserts through
evidence that Sha should bear full responsibility, whereas bc_2
proposes that Deng xx should bear secondary responsibility. If
Deng xx’s responsibility holds true, the scope of Sha’s responsibil-
ity will inevitably be curtailed (e.g., primary responsibility rather
than full responsibility), directly affecting whether he constitutes
a traffic accident crime (since this crime typically requires the
perpetrator to bear major or full responsibility). Confrontation
on Conviction and Sentencing: The plaintiff demands a heavier
punishment for Sha, while bc_2 argues that Deng xx should not
be deemed criminal and should be given a lighter punishment
based on circumstances such as surrender and compensation. If
Deng xx’s responsibility is acknowledged, it might undermine
the foundation for Sha’s conviction and subsequently weaken the
rationality of imposing a more severe punishment. Therefore,
bc_2 is the sole argument that forms a substantial interaction with
the plaintiff. By introducing the responsibility sharing of another
defendant, it directly challenges the plaintiff’s core assertion re-
garding Sha’s full responsibility and the establishment of criminal
liability. (A lengthy overthinking reasoning process)

Table 8: Examples of flawed reasoning in the CFE task.

Type Example
Lacking Sufficient Legal Knowledge Additionally, the division of vehicles and real estate in property

division may involve "real estate division" 118, but index 45 has
already covered the overall property division. Moreover, the de-
fendant’s request for an equal division of common property also
falls within the scope of property division. There may also be
"determination of property nature" 44, but there is no mention of a
dispute over the nature of the property in the case, only the issue
of division.

Struggling to Understand Disputed Issues The second part is the issue of advance payment for medical ex-
penses, amounting to 7,900 yuan, which needs to be dealt with
in this case. This involves the determination of medical expenses,
which falls under "medical and nursing expense determination,"
corresponding to index 14. However, it might also involve the
determination of compensation items or amounts. Looking more
closely at the dictionary, there are "compensation item determina-
tion" (6) and "loss compensation amount determination" (7), but
since medical expenses are specific medical and nursing costs, the
more direct reference is index 14, "medical and nursing expense
determination."

Confusing Disputed Issues The core dispute in the case facts lies in the appellant’s claim
that the loan in question is a fictitious debt and believes that even
if the loan is real, it belongs to PER’s personal debt rather than
the joint debt of the couple. The appellee, on the other hand,
claims that the loan is real and valid. According to the dispute
focus dictionary, "determination of joint debt of husband and wife"
(index 54) directly corresponds to the dispute between the two
parties over whether the debt belongs to the joint debt during the
marriage relationship, which is the most fitting dispute focus. (The
ground truth is Joint Debt Claim of Husband and Wife / Common
Debt during the Existence of Marriage Relationship. )
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Table 9: Examples of flawed reasoning in the LJP task.

Type Example
Confusing the Crimes Based on provided charge categories, possible charges include con-

tract fraud and fraud. The defendants obtained vehicles through a
leasing agreement, then fabricated IOUs and sold the vehicles with
the intent to illegally possess them, which meets the constituent el-
ements of contract fraud. Contract fraud involves deceiving parties
to obtain property during the signing or performance of contracts.
Here, fraudulent acts were committed during the leasing process.
Therefore, the charge should be contract fraud, corresponding to
Article 224 of the Criminal Law.

Outdated Legal Provision Next, determine the sentence. According to Article 303 of the
Criminal Law, the crime of operating a gambling establishment
generally carries a sentence of up to 3 years of imprisonment, crim-
inal detention, or controlled release, plus fines; for severe cases, 3
to 10 years. In this case, their illegal gains exceed 50,000 yuan,
constituting a "relatively large amount" but likely not qualifying
as a "severe circumstance".

Based on Similar Case Judgment However, considering compensation and victim reconciliation, the
sentence may be moderately reduced. In practice, the combined
sentence might range from 1 year and 6 months to 2 years. Based
on similar precedent cases, the sentence could be set at 1 year and
6 months of fixed-term imprisonment.

Table 10: Examples of flawed reasoning in the AR task.

Error Types Example
Confusion between Articles Ground Truth: Article 17 of the Law on the Protection of

Women’s Rights and Interests: The relevant departments should
listen to and adopt criticisms or feasible suggestions regarding the
safeguarding of women’s rights and interests.Prediction:Article
15 of the Law on the Protection of Women’s Rights and Inter-
ests: The state actively cultivates and selects female cadres, with
emphasis on cultivating and selecting female cadres from ethnic
minorities.

Content Fabrication Ground Truth: Article 51 of the Veterans Security Law: Veter-
ans who meet the conditions for preferential housing arrangement
shall be provided with a combination of market purchase and cen-
tralized construction by the military and local governments, which
shall be planned and implemented scientifically by the people’s
government of the resettlement area. Prediction: If the unit that
receives and resettles demobilized military personnel violates the
provisions of these regulations and falls under one of the following
circumstances, the competent department of veterans’ affairs of
the local people’s government shall order it to make corrections
within a time limit.

Outdated References Ground Truth(Revised on February 24, 2017): Article 20 of
the Red Cross Society Law: The Red Cross shall, in accordance
with the law, accept donations of funds and materials from natural
persons, legal persons, and other organizations, and issue public
welfare donation receipts that are uniformly supervised (printed)
by the financial department to the donors. Prediction(Amended
on August 27, 2009): The sources and uses of the Red Cross
funds shall be reported to the Red Cross Council every year and be
subject to inspection and supervision by the People’s Government.
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Table 11: Examples of flawed reasoning in the CPC task.

Type Example
Citation Factual Inaccuracies Assuming that Lovern v. Edwards does discuss the reasonable jury

standard in the context of summary judgment, the answer would be
Yes. If not, then No. Since the user is asking for a Yes/No answer,
I need to be certain. Without access to the full case details, I might
rely on the common knowledge that Lovern v. Edwards is cited
for summary judgment standards, which include the reasonable
jury test. Therefore, the answer is likely Yes.

Misunderstanding the Citation The citation to Gunn v. Minton does not directly support the text.
While Gunn addresses federal question jurisdiction, it focuses on
whether a state-law claim "arises under" federal law when it impli-
cates a substantial federal issue—not whether federal law creating
the cause of action establishes jurisdiction. The text reflects the
general rule from cases like Merrell Dow Pharmaceuticals Inc. v.
Thompson, not Gunn.

Table 12: Examples of flawed reasoning in the NYSJE task.

Type Example
Ethical Guidelines Factual Hallucinations First, I need to recall the judicial ethics rules. Judges are supposed

to follow the law, right? Even if they disagree with a law, they
have to uphold it unless it’s been declared unconstitutional by a
higher court. So if a judge believes a statute is unconstitutional,
can they just ignore it? Probably not.

Adding Irrelevant Details But wait, sometimes there’s a rule that judges shouldn’t appear
before other judges in the same county if it could create an appear-
ance of favoritism. However, if both are part-time and their courts
are separate, maybe it’s okay. The key is whether the Committee
has a specific opinion on this.
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Figure 7: The Chinese prompt for CAIL2018 dataset.

Figure 8: The prompt for CMDL dataset.
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Figure 9: The Chinese prompt for CMDL dataset.

Figure 10: The prompt for MultiLJP dataset.
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Figure 11: The prompt for MUD dataset.

Figure 12: The prompt for MSLRC dataset.

Figure 13: The prompt for CFE dataset.
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Figure 14: The prompt for IAPE dataset.

Figure 15: The prompt for AR dataset.

Figure 16: The prompt for JE dataset.

Figure 17: The prompt for LRC dataset.

Figure 18: The prompt for CPC dataset.
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Figure 19: The prompt for NYSJE dataset.

Figure 20: The prompt for SARA_N dataset.

Figure 21: The prompt for SARA_E dataset.

Figure 22: The prompt for Scalr dataset.

Figure 23: The prompt for LAR dataset.
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