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Abstract

Test-time scaling large language models
(LLMs), such as DeepSeek-R1 and OpenAlI’s
ol, enhances reasoning by extending inference-
time chain-of-thought traces. However, their
legal reasoning capabilities remain underex-
plored. We conduct the first systematic evalua-
tion of 10 LLMs — including both reasoning
and general-purpose models — across 17 Chi-
nese and English legal benchmarks covering
statutory and case-law traditions. To bridge the
domain gap, we curate a legal reasoning dataset
and train Legal-R1-14B, an open-source legal
specialist model. Legal-R1-14B outperforms
both ol-preview and DeepSeek-R1 on several
benchmarks, establishing a new baseline for
legal reasoning. Error analysis reveals ongoing
challenges such as outdated legal knowledge,
reasoning failures, and factual hallucinations,
highlighting key directions for future work in
legal-domain LLMs.

1 Introduction

Large language models (LLMs) have recently
achieved near-human performance on an increas-
ingly diverse set of benchmarks and application
domains (Meta, 2024; Team, 2024; Openai, 2024a;
team, 2025; Anthropic, 2025).

Across several flagship LLM model families,
dedicated reasoning variants, such as OpenAl’s
ol (Openai, 2024b) and DeepSeek-R1 (DeepSeek-
Al, 2025) incorporate an explicit internal delibera-
tion phase before producing a final answer. Funda-
mentally, these models extend the chain-of-thought
(CoT) generated at inference time, thereby allocat-
ing increased computational resources per query.

The recent open-sourcing of DeepSeek-R1 fur-
ther establishes an end-to-end paradigm for training
reasoning-centric LLMs. Specifically, DeepSeek-
Al (2025) proposes a four-stage pipeline: (i) cold-
start pretraining, (ii) reasoning-oriented reinforce-
ment learning (RL), (iii) rejection sampling-based

Test Time Sacling LLMs

@ DeepSeek-R1 @ ol-preview
© GLM-zero-preview @) ol-mini
% QWQ-32B-preview

General LLMs

© GPT-40 §% Qwen2.5-72B-Instruct

Legal Evaluation
Dataset
11 Civil Laws Tasks
7 Common Laws Tasks

Evalu-
aci } Type of Legal Task

0Q Llama3.1-405B (¥ DeepSeck-V3 ol S P
Q, re @ NYSE BYee
A Y
Finetuning | | e
Data source
Rejecion
>>>>> pling _1‘_ CAIL V4 LawBench
52 %/)
= LegalBench LexEval
.

Figure 1: Overview of Work. This figure presents the
ten models to be evaluated, along with some types of
testing tasks and the sources of evaluation data.

supervised fine-tuning, and (iv) scenario-wide RL.
This blueprint has inspired a new wave of test-time
computation-intensive models, including QWQ-
32B-Preview (Qwen Team, 2024) and GLM-zero-
preview !, which similarly extend reasoning traces,
trading off computational cost for improved infer-
ence accuracy.

Contemporaneous work explores inference-time
search strategies and training signals, such as Pro-
cess Reward Models (Lightman et al., 2023; Ue-
sato et al., 2022; Wang et al., 2024), self-corrective
RL schemes (Kumar et al., 2024), and Monte
Carlo Tree Search (MCTS) and beam search vari-
ants (Feng et al., 2024; Trinh et al., 2024). While
these approaches have not yet matched the reported
performance of ol (Openai, 2024b) and DeepSeek-
R1, they nonetheless offer valuable insights for
advancing the capabilities of reasoning-focused
LLM:s.

While the reasoning capabilities of LLMs have
improved substantially in recent years, it would be
premature to assume that such progress necessarily
translates into strong performance on legal tasks.

1https://bigmodel.cn/dev/api/normal—model/
glm-zero-preview
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Figure 2: Overall Performance of LLMs on Chinese and English Legal Tasks. This figure illustrates the overall
performance of several representative LLMs across legal tasks in both Chinese and English contexts. Among them,
inference models such as DeepSeek-R1 and ol-preview demonstrate a clear performance advantage over traditional
LLMs. Our proposed baseline, Legal-R1-14B, also achieves competitive results, performing comparably to many

strong proprietary and open-source models.

Legal reasoning imposes two simultaneous and de-
manding requirements: (i) the accurate synthesis of
relevant statutes and case knowledge, and (ii) the
rigorous application of this knowledge to novel and
often complex fact patterns. Consequently, it re-
mains uncertain whether models that perform well
on general-purpose reasoning benchmarks can sat-
isfy the domain-specific demands of legal reason-
ing. Although prior research has examined GPT-4’s
performance on selected legal tasks — such as le-
gal text annotation (Savelka and Ashley, 2023), fac-
tual explanation of legislative terminology (Savelka
et al., 2023), and thematic analysis in empirical le-
gal studies (Drapal et al., 2023) — these efforts
have largely focused on narrow applications and
models that are not specifically designed for reason-
ing. To date, no study has systematically evaluated
the legal reasoning abilities of LLMs across legal
tasks encompassing both statutory and case law
systems.

To address this gap, we (i) present the first sys-
tematic evaluation of 17 legal reasoning bench-
marks — seven in English and ten in Chinese —
covering both test-time scaled and general-purpose
LLMs; and (ii) construct a bilingual legal reason-

ing dataset using rejection sampling. Using this
dataset, we progressively fine-tune DeepSeek-R1-
Distill-Qwen-14B via supervised learning, result-
ing in Legal-R1-14B, a domain-specific model with
enhanced performance on legal tasks. Finally, we
conduct an error analysis on representative Chi-
nese and English benchmarks, identifying key chal-
lenges and future directions for improving legal
reasoning in LLMs.

Our contributions can be summarized as follows:

1. Among the evaluated models, DeepSeek-R1
demonstrates superior performance in Chi-
nese legal reasoning tasks, with OpenAl’s o1-
preview model as a close contender. In En-
glish settings, both models perform similarly,
achieving top results across several bench-
marks. Nevertheless, even the strongest mod-
els continue to struggle with advanced rea-
soning tasks, such as those involving judicial
ethics and complex tax calculations.

2. We introduce Legal-R1-14B, developed
through a progressive supervised fine-tuning
strategy. It outperforms baseline models on
the majority of Chinese and English legal



tasks and exceeds DeepSeek-R1 on key bench-
marks such as LC and IAPE, establishing a
new standard for legal reasoning.

3. Our error analysis on representative Chinese
and English legal tasks reveals key weak-
nesses, including outdated knowledge, lim-
ited legal understanding, and factual hallu-
cinations. These results point to important
directions for enhancing legal reasoning in
LLMs.

2 Related Work

2.1 Legal Reasoning Benchmarks

Understanding the capabilities of LLMs in legal
tasks, particularly legal reasoning, is a key focus of
research (Blair-Stanek et al., 2023; Trozze et al.,
2024), especially in tasks such as legal document
generation (Iu and Wong, 2023), question answer-
ing (Hu et al., 2025), and judgment prediction
(Gan et al., 2021, 2022; Jiang and Yang, 2023; Wei
et al., 2025). To facilitate legal reasoning evalua-
tion, researchers have developed a diverse range of
legal benchmarks, including LAR-ECHR (Chlapa-
nis et al., 2024) and IL-TUR (Joshi et al., 2024).
In addition, comprehensive benchmark suites such
as LegalBench (Guha et al., 2023) for common-
law tasks, LawBench (Fei et al., 2024) for civil-
law evaluation, LexEval (Li et al., 2024a) for Chi-
nese legal texts with ethical considerations, and
Laiw (Dai et al., 2025), which emphasizes practice-
oriented criteria, have been introduced.

However, legal systems differ across jurisdic-
tions. Therefore, we construct a set of legal reason-
ing datasets covering both Chinese and U.S. legal
systems to comprehensively evaluate the legal rea-
soning capabilities of current LLMs.

2.2 Test-Time Scaling

TTS has emerged as a powerful technique to boost
the reasoning capabilities of LLMs during infer-
ence, without altering their underlying parameters
or architecture. This paradigm has been adopted
by several prominent models, including OpenAl’s
ol series (Openai, 2024b), Alibaba’s QwQ-32B-
Preview (Qwen Team, 2024), Zhipu AI’'s GLM-
zero-preview, and DeepSeek-R1 (DeepSeek-Al,
2025). Several methods have been proposed to
enable LLMs to leverage test-time scaling for en-
hanced reasoning. Verifier optimization, for in-
stance, through process reward models (Lightman
et al., 2023; Uesato et al., 2022; Wang et al., 2024),

facilitates the incremental evaluation of reasoning
steps, thereby boosting performance on complex
tasks. Methods like STaR(Zelikman et al., 2022)
and ReST (Singh et al., 2024) refine proposal dis-
tributions by fine-tuning models to generate more
accurate answers without adding extra tokens. Self-
critique techniques (Bai et al., 2022; Du et al.,
2023; Madaan et al., 2023; Saunders et al., 2022)
allow the model to iteratively refine its outputs.
Search algorithms like Beam Search and Monte
Carlo Tree Search(Feng et al., 2024; Trinh et al.,
2024) further enhance exploration and solution ac-
curacy. Despite their promise, the effectiveness
of TTS-enhanced LLM:s in legal tasks remains un-
derexplored. This paper investigates whether their
improved reasoning capabilities can transfer to the
legal domain.

3 Evaluation Setting
3.1 Legal Reasoning Tasks

To comprehensively evaluate the legal reasoning ca-
pabilities of LLMs, we compile a benchmark com-
prising ten Chinese legal reasoning tasks rooted
in the civil law tradition and seven English legal
reasoning tasks based on the common law system.

Chinese tasks include: Legal Calculation (LC),
Legal Multi-hop Reasoning (LMHR), Legal Judg-
ment Prediction (LJP), Multi-Defendant Legal
Judgment Prediction (MDLJP), Multi-Defendant
Charge Prediction (MDCP), Multi-segment Legal
Reading Comprehension (MSLRC), Controversial
Focus Extraction (CFE), Interactive Argument-Pair
Extraction (IAPE), Article Recitation (AR), and
Judicial Examination (JE).

English tasks consist of: Legal Reasoning
Causality (LRC), Citation Prediction Classifica-
tion (CPC), NYS Judicial Ethics (NYSJE), Sara
Numeric (Sara_N), Sara Entailment (Sara_E),
Supreme Court Assessment of Legal Reasoning
(Scalr), and Legal Argument Reasoning (LAR).

Detailed descriptions of the datasets and tasks
are provided in Appendix A.

3.2 LLMs used for Evaluation

We evaluate two categories of LLMs from vari-
ous providers: general-purpose models and models
enhanced with test-time scaling.

Table 1 summarizes the LLMs used in this study.
For general-purpose LLMs, we employ OpenAl’s
GPT-40, DeepSeek’s DeepSeek-V3, Meta’s Llama-
3.1-405B, and Alibaba’s Qwen2.5-72B-Instruct.



Table 1: LLMs used for legal reasoning evaluation

Category Model Name Source
GPT-40 OpenAl
Llama-3.1-405B Meta

General LLMs (e n2 5-72B-Instruct Alibaba

Deepseek-V3 DeepSeek

DeepSeek-R1 DeepSeek
OpenAl-ol-preview OpenAl

Test Time OpenAl-ol -mmini Ope‘nAI
Scaline LLMs GLM-zero-preview Zhipu
& QwQ-32B-Preview Alibaba

DeepSeek-R1-Distill-Qwen-14B  DeepSeek
Legal-R1-14B Ours

For test-time scaling LLMs, we utilize DeepSeek’s
DeepSeek-R1, OpenAl’s ol-preview and ol-mini,
Zhipu’s GLM-zero-preview, and Alibaba’s QwQ-
32B-Preview.

In addition, the base model of our Legal-R1-14B
is DeepSeek-R1-Distill-Qwen-14B. The DeepSeek-
R1-Distill-Qwen-14B model itself is fine-tuned
from Alibaba’s Qwen2.5-14B using 800,000 high-
quality samples generated by DeepSeek-R1.

4 Legal-R1-14B

To transfer the reasoning capabilities of DeepSeek-
R1 to the legal domain, we construct a high-quality
legal reasoning dataset via rejection sampling
guided by DeepSeek-R1. Based on this dataset,
we fine-tune the DeepSeek-R1-Distill-Qwen-14B,
yielding a domain-specific legal reasoning model,
Legal-R1-14B, with improved performance on le-
gal tasks.

4.1 Reasoning Dataset Construction
4.1.1 Data Source

We collect the legal reasoning dataset covering both
Chinese and U.S. legal contexts. For the Chinese
law dataset, we curate a set of representative le-
gal reasoning tasks, including legal calculation, le-
gal multi-hop reasoning, interactive argument-pair
extraction, legal judgment prediction, and multi-
defendant legal judgment prediction. For the U.S.
law dataset, we incorporate 143 tasks from Legal-
Bench, excluding the English legal reasoning tasks
listed in Table 6. The selected LegalBench tasks
span six key categories of legal reasoning: (1) issue
spotting, (2) rule recall, (3) rule application, (4) rule
conclusion, (5) interpretation, and (6) rhetorical un-
derstanding. Together, these tasks comprehensively
capture the essential dimensions of legal reasoning
and provide a robust data foundation for adapting

the model to both Chinese and U.S. legal domains.

4.1.2 Rejection Sampling

In the rejection sampling process, we first trans-
form the legal reasoning dataset into a triple P =
(i,z,y), where i denotes the task description, z
is the question, and y is the ground truth answer.
For each question x, we use DeepSeek-R1 to gen-
erate multiple reasoning paths ¢ and correspond-
ing responses r according to the task description
1. The generated response 7 is then compared with
the ground truth y. If r matches y, the associated
reasoning path c is retained. To control sampling
cost, each question-answer pair is allowed up to
three generation attempts. If none of the gener-
ated responses match the ground truth, the data
is discarded. In cases where a match is found,
the original triple is transformed into a quadruple
P = (i,z,c,y), where c represents the reasoning
process. Finally, a total of 96,533 training samples,
encompassing eight different tasks, are obtained
using the aforementioned method.

This approach enables the construction of a high-
quality legal reasoning dataset with faithful reason-
ing traces aligned to gold-standard answers, provid-
ing a strong foundation for training Legal-R1-14B.

4.2 Training

During training, we employ a progressive super-
vised fine-tuning strategy based on DeepSeek-R1-
Distill-Qwen-14B to obtain the Legal-R1-14B. Ini-
tially, the model is fine-tuned on two core Chinese
legal reasoning tasks, specifically legal judgment
prediction and multi-defendant legal judgment pre-
diction. These foundational tasks are selected due
to their critical role in underpinning more complex
legal reasoning processes. The completion of this
process results in an intermediate model, denoted
as M ore. Subsequently, M, undergoes further
fine-tuning on a comprehensive set of remaining
legal tasks, integrating both Chinese and English
legal reasoning datasets.

5 Experimentation

5.1 Experimental Setups

During training, we use 8 NVIDIA A800 GPUs.
The learning rate is set to 1.0 x 1075, the cutoff
length to 4096, and bf16 precision is employed.
The model is trained for 3 epochs.

For evaluation, LLMs’ responses are retrieved
via APl requests. Tailored prompts are designed for



Table 2: Performance comparison in Chinese legal task. The best performance is highlighted in bold, while the

second-best is underlined.

Model LCT LMHRt CAIL2018t CMDLT MultiLJPt MUDt MSLRCtT CFEt IAPEt ARt JET
General LLMs
GPT-40 59.40%  38.00% 65.00% 61.08% 61.79% 82.30%  82.33%  34.71% 6599% 26.71% 41.33%
Llama3.1-405B 8491%  35.86% 67.23% 49.26% 57.02% 84.94%  88.22%  34.25% 56.44% 20.03% 42.00%
Qwen2.5-72B-Instruct 80.34%  54.50% 76.50% 64.39% 61.41% 89.22%  84.97%  39.17% 60.50% 35.71% 50.67%
DeepSeek-V3 88.03%  45.00% 77.03% 63.94% 61.97% 87.67%  84.43%  40.00% 58.88% 36.05% 53.67%
Test Time Scaling LLMs

DeepSeek-R1 90.54%  71.67% 78.00% 68.48% 67.15% 91.71%  88.23%  42.80% 57.79% 5591% 75.00%
ol-preview 90.13%  46.39% 76.63% 66.71% 63.05% 90.76%  74.07%  45.43% 66.83% 22.77% 55.03%
ol-mini 86.32%  27.00% 59.63% 42.59% 39.47% 84.02%  85.33%  39.78% 52.84% 12.62% 25.93%
GLM-zero-preview 72.22%  48.50% 71.98% 55.27% 55.82% 85.85%  78.56%  28.93% 57.00% 3541% 48.67%
QwQ-32B-Preview 7897%  56.00% 73.98% 60.70% 67.04% 87.04%  83.82%  27.75% 56.5% 34.93% 62.00%
DeepSeek-R1-Distill-Qwen-14B  91.03%  39.00% 72.03% 50.00% 56.50% 87.19%  87.03%  37.36% 57.00% 20.49% 48.67%
Ours 91.38%  48.98% 77.60% 51.98% 61.70% 90.02%  87.85%  38.08% 58.50% 20.95% 51.05%

each task to ensure a clear structure in the expected
outputs. API request parameters are also adjusted
according to the specific LLMs used. Detailed task
prompts are provided in Appendix B.

5.2 Experimental Results

Tables 2 and 4 compare the performance of LLMs
with and without TTS in the context of Chinese
and U.S. law.

5.2.1 Chinese Legal Task Results

As shown in Table 2, on the one hand, DeepSeek-
R1 demonstrates strong performance across most
Chinese legal reasoning tasks. However, all LLMs
struggle with the CFE task, which requires com-
plex reasoning to understand legal cases and infer
the correct issue from a set of disputes. Similarly,
the legal judgment prediction task becomes signifi-
cantly more challenging when dealing with cases
involving multiple defendants, as opposed to single-
defendant cases. In contrast, the multi-defendant
charge prediction task is relatively straightforward,
with DeepSeek-R1 achieving the highest accu-
racy of 91.71%. On the other hand, our trained
model shows consistent improvements over the
baseline model (DeepSeek-R1-Distill-Qwen-14B),
particularly on Chinese tasks. Notably, significant
gains are observed on LMHR (+9.98%), CAIL2018
(+5.57%), and MDLJP (+5.2%). Although the over-
all performance still lags behind R1, our model out-
performs it on certain tasks, such as LC and IAPE,
indicating the effectiveness of our training strategy
in specific scenarios.

Furthermore, we specifically examine the results
of the LJP subtask to highlight model performance
on this critical legal task. Based on Table 3, the
variation in performance across the three subtasks
— charge prediction, article prediction, and sen-
tence prediction — highlights the models’ differ-

ing capabilities in handling various forms of legal
reasoning.

Charge prediction is generally a more straight-
forward task, often relying on explicit action verbs
or key factual descriptions. As a relatively explicit
task, it allows LL.Ms to make accurate predictions
based on surface-level semantics and contextual
cues. Consequently, both DeepSeek-R1 and Legal-
R1-14B exhibit strong performance on this task,
achieving F1 scores exceeding 80% across various
datasets.

Article prediction is more challenging, as it re-
quires the model not only to understand the act
itself but also to match it with the appropriate legal
provisions and their underlying logic. Since the
same behavior may correspond to different legal
articles depending on context, this task demands
stronger analogical reasoning and structural com-
prehension from the model.

Sentence prediction is inherently less deter-
ministic, as it involves a range of subjective fac-
tors, such as voluntary surrender, expressions of
remorse, repeat offenses, and various mitigating or
aggravating circumstances. As a hybrid task that
combines elements of classification and regression,
it poses greater challenges for LLLMs, which often
struggle with the nuanced judgments required for
accurate sentencing estimation. As a result, both
DeepSeek-R1 and Legal-R1-14B exhibit compara-
tively lower performance on this task.

5.2.2 English Legal Task Results

As shown in Table 4, the LLMs generally exhibit
stronger performance on English reasoning tasks
compared to their performance on Chinese ones.
Among the models, DeepSeek-R1 demonstrates
performance comparable to ol-preview, with each
model achieving the highest score on three occa-
sions. Certain tasks, such as LRC and Sara_E,



Table 3: Evaluation Results on the CAIL2018, CMDL,
and MultiLJP Datasets. Subscripts cp, ap, and sp denote
Charge, Article, and Sentence Prediction. Best results

are in bold, second-best are underlined.

Model | Task

Metric

Score

CAIL2018
CMDL
MultiLJP

GPT-40

Flep / Flgy I Accy,
Fley / Flgy [ Accy,
Flep / Flgy 1 Accyy

90.67/77.44 /37.33
85.57/81.38/27.50
84.72/90.45/23.10

CAIL2018
CMDL
MultiLJP

Llama3.1-405B

Flep / Flgy [ Accy,
Flep / Flgy 1 Accyy
Fley / Flgy / Accyy

86.00/83.00/41.33
77.86/58.47/20.91
74.13/81.40/25.90

CAIL2018
CMDL
MultiLJP

DeepSeek-R1

Flep / Flgy 1 Accyy
Flep / Flgy 1 Accyy
Fl., / Flgy [ Accy,

95.00/95.67 / 52.00
92.32/91.19/33.58
85.46 /92.15 / 34.65

CAIL2018
CMDL
MultiLJP

ol-preview

Flep / Flgy 1 Accyy
Fl., / Flgy [ Acc,
Flep / Flgp 1 Accy,

94.33/96.67 / 48.33
91.00/91.29/30.07
84.11/89.14/27.68

CAIL2018
CMDL
MultiLJP

Legal-R1-14B

Flgy / Flgy / Accyy
Flg, / Flgp 1 Accy,
Flep / Flgy 1 Accy,

94.33/96.33 / 51.00
85.59/76.84/8.12
83.91/88.68 /24.80

appear to be relatively straightforward for LLMs,
with ol-preview attaining accuracy rates of 96.36%
and 91.18%, respectively. In contrast, the NYSJE
task presents a greater challenge, with the highest
recorded accuracy being only 80.48%. Moreover,
most LLMs struggle with the Sara_N task, with the
notable exception of DeepSeek-R1.

Our trained model shows overall improvements
across the majority of tasks, except for LAR, where
its performance slightly declines compared to the
baseline. The improvements are more modest and
consistently observed in English tasks than in Chi-
nese ones. Specifically, we observe a 1.82% in-
crease in performance on the LRC task and a 1.49%
improvement on NYSJE. While our model gener-
ally underperforms compared to DeepSeek-R1 on
most English tasks, it achieves results that are com-
petitive with R1 on the LRC task.

5.3 Error Analysis

To better understand the limitations of DeepSeek-
R1 and Legal-R1-14B, we conduct an error analy-
sis on several representative tasks. For the Chinese
tasks (IAPE, CFE, LJP, and AR), 30 error cases are
randomly sampled for each task and analyzed by
PhD students in law. For the English tasks (CPC
and NYSJE), all incorrect cases are reviewed by
law PhD students to identify common error types.
Examples of flawed reasoning processes are pro-
vided in Appendix C.

5.3.1 IAPE task

As shown in Figure 3, both DeepSeek-R1 and our
proposed baseline model, Legal-R1, exhibit two

primary types of errors in the IAPE task: Incon-
sistent Subjects and Indirect or Weak Rebuttals.
Specifically, DeepSeek-R1 demonstrates 93.0% of
its errors as Inconsistent Subjects and 7.0% as Indi-
rect or Weak Rebuttals, while Legal-R1-14B shows
66.7% and 33.3% in these categories, respectively.

1. Inconsistent Subjects: This error occurs
when the subject chosen in the model’s rebuttal
is inconsistent with the subject presented in the
plaintiff’s argument. These discrepancies often
stem from the model’s failure to grasp the core of
the plaintiff’s reasoning, which is typically caused
by interference from complex legal background
information.

2. Indirect or Weak Rebuttals: In such cases,
although the model identifies the correct subject,
the rebuttal it produces is suboptimal, either be-
cause it lacks argumentative force or fails to di-
rectly engage with the core issues highlighted in
the ground truth. This issue largely stems from the
model’s inability to determine when to conclude its
reasoning. As a result, it may over-extend the in-
ference process and miss the critical point at which
a direct and impactful interaction with the plain-
tiff’s claim should occur, opting instead for more
tangential or secondary arguments.

5.3.2 CFE Task

In the CFE task, we categorize errors into four
levels based on the degree of deviation from the
correct focus: complete deviation, major deviation,
moderate deviation, and minor deviation. As illus-
trated in Figure 3, DeepSeek-R1 exhibits 67.0%
of its errors as complete deviations, 10.0% as ma-
jor deviations, 10.0% as moderate deviations, and
13.0% as minor deviations. In comparison, Legal-
R1-14B shows 60.0% complete deviations, 3.3%
major deviations, 30.0% moderate deviations, and
6.7% minor deviations.

By analyzing the model’s reasoning processes
in these error cases, we identify a key underlying
issue. Models that are not specifically trained in
the legal domain often lack the necessary legal
knowledge to accurately identify the core points
of controversy. Although strong general-domain
reasoning abilities lead to better performance in the
CEF task compared to models with limited infer-
ence capabilities, they are still insufficient when
the controversy involves specialized legal concepts
such as duty of care or burden of proof.



Table 4: Performance comparison in English legal task. The best performance is highlighted in bold, while the

second-best is underlined.

Model LRC?t CPCt NYSJEt Sara N| Sara E{  Scalrf LAR?
General LLMs
GPT-40 83.64% 82.41%  80.48% 1.21 87.87%  84.30% 81.73%
Llama3.1-405B 9091% 61.11%  70.89% 7.72 80.88%  69.59%  83.84%
Qwen2-72B-Instruct 87.27% 8241%  70.89% 4.81 8529%  77.19%  77.89%
DeepSeek-V3 9091%  77.78%  75.00% 2.31 83.09%  77.19%  85.00%
Test Time Scaling LLMs
DeepSeek-R1 92.73%  78.70%  77.05% 0.25 91.79%  85.28%  88.60%
ol-preview 96.36% 86.11%  79.79% 1.09 91.18% 86.98%  86.24%
ol-mini 87.27% 61.11%  66.78% 1.38 89.34%  73.53%  66.50%
GLM-zero-preview 83.64% 57.41%  65.41% 7.79 90.77%  70.76%  78.50%
QwQ-32B-Preview 78.18%  59.26%  64.73% 3.30 71.32%  73.41%  81.00%
DeepSeek-R1-Distill-Qwen-14B 90.91% 61.11%  56.51% 13.55 8529%  7544%  72.50%
Ours 92.73% 62.04%  58.00% 12.50 86.40%  76.61%  72.00%

5.3.3 LJP Task

In this task, we analyze sentence prediction perfor-
mance across three datasets: CAIL2018, CMDL,
and MultiLJP. Errors are categorized into two types:
overestimation and underestimation of sentence
length.

By examining the reasoning processes of
DeepSeek-R1 and Legal-R1, we identify the fol-
lowing primary causes of these errors:

1. Cumulative effects of hallucinations dur-
ing reasoning: When the model makes an early
misjudgment regarding factual details or legal ap-
plicability, subsequent steps tend to propagate this
error. For instance, if a model incorrectly classi-
fies an offense as "operating a casino" instead of
"illegal gambling" due to flawed reasoning, this ini-
tial mistake may lead to a significantly inaccurate
sentence prediction.

2. Outdated or repealed legal provisions in
training data: LLMs are typically trained on pub-
licly available legal texts and internet sources. If
the training data is not regularly updated, mod-
els may rely on legal provisions that have been
amended or invalidated, resulting in erroneous pre-
dictions.

3. Overreliance on case similarity while over-
looking critical differences: The models often
analogize from previously encountered similar
cases. While such analogical reasoning can be
useful, it may lead to incorrect predictions when
key factual or legal distinctions between the current
case and prior examples are ignored.

5.3.4 AR Task

In the Article Recitation (AR) task, we identify
four main types of errors: article misidentifica-

tion, where the model incorrectly substitutes con-
tent from one legal article for another; content
fabrication, where the language model generates
entirely fictional articles not present in the legal cor-
pus; omission of key provisions, where essential
parts of a legal article are left out; and outdated
references, where the model cites outdated ver-
sions of legal articles that have since been amended
or revised.

As illustrated in Figure 3, DeepSeek-R1 demon-
strates a high proportion of article misidentification
(73.0%), followed by content fabrication (17.0%),
omission of key provisions (7.0%), and outdated
references (3.0%). In contrast, Legal-R1-14B ex-
hibits a different error distribution, with content
fabrication accounting for the majority (70.0%),
followed by article misidentification (20.0%), omis-
sion of key provisions (6.7%), and outdated refer-
ences (3.3%).

For DeepSeek-R1, its high rate of article
misidentification may come from its multilingual
training. Since it learns Chinese law alongside
Anglo-American case law, it can easily confuse
legal systems, leading to incorrect citations. For
Legal-R1-14B, the tendency to fabricate citations
likely comes from its training data. Judicial doc-
uments usually include only the final legal provi-
sions used by the court, not those considered and
rejected. This causes the model to learn a rigid link
between facts and a single statute. When it encoun-
ters new situations, it fills the gap by generating
fake but reasonable-sounding laws.

5.3.5 NYSJE Task

As shown in Figure 3, false positives and false
negatives account for nearly half of the incorrect
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Figure 3: Error types across typical legal tasks.

cases. We further analyze the underlying causes.

We observe once again that factual hallucina-
tions occur in the ethical guidelines generated by
DeepSeek-R1. When lacking sufficient informa-
tion to answer a question, DeepSeek-R1 tends
to make unfounded assumptions — for example,
adding contextual details that are not mentioned
in the question. This behavior is neither rigorous
nor reliable when it comes to answering legal ques-
tions.

For Legal-R1, most errors are attributable to the
absence of task-specific information necessary for
accurate responses. This may be due to limitations
in the coverage of its domain-specific training data.

5.3.6 CPC Task

As shown in Figure 3, both DeepSeek-R1 and
Legal-R1-14B exhibit confusion between "yes" and
"no" responses in this task, without a significant
skew toward either type of misclassification. We
further analyze the reasons behind this:

1. Citation Factual Inaccuracies: We find that
there are factual hallucinations about the content
of citation during the thinking process of LLMs.
In addition, when the model is unclear about the
details of the case, hallucinations will also occur,
resulting in incorrect judgments.

2. Misunderstanding the Citation: In this
task, correctly understanding the citation is crucial
for providing an accurate answer. Although LLMs

have access to the full case details, a deviation
in understanding the case also leads to the wrong
conclusion.

6 Conclusion

This study comprehensively evaluates ten LLMs —
including DeepSeek-R1 and ol-preview — across
17 Chinese and English legal reasoning bench-
marks, and introduces Legal-R1-14B, an open-
source model tailored for legal reasoning. Our
experiments confirm that TTS enhances overall rea-
soning performance: DeepSeek-R1 remains a top
performer on both Chinese and English tasks, while
Legal-R1-14B, trained on a legal reasoning dataset,
matches or even surpasses the two TTS models
on several key benchmarks. However, error anal-
ysis reveals persistent challenges shared by both
general-purpose and domain-specific models, such
as outdated or missing legal knowledge and factual
hallucinations. Expanding high-quality, up-to-date,
multilingual chain-of-thought legal datasets, incor-
porating retrieval or external knowledge bases for
fact verification, and exploring more robust rea-
soning architectures will be essential to improving
the reliability and practicality of LLMs in legal
reasoning.



Limitations

Although our benchmark encompasses a variety of
legal reasoning tasks in both Chinese and English,
it may not fully capture the breadth and complex-
ity of legal reasoning encountered in real-world
practice. Certain tasks, such as issue identification
and ethical judgment, involve a degree of subjectiv-
ity, where even domain experts may differ in their
evaluations. In such cases, existing automatic eval-
uation metrics may fall short of accurately reflect-
ing the quality of legal reasoning in model outputs.
Furthermore, while our baseline models achieve en-
couraging results, there remains substantial room
for improvement. We believe future work can build
on this foundation by broadening task coverage,
developing more nuanced evaluation methodolo-
gies, and enhancing model performance in complex
legal scenarios.
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A Appendix A
A.1 Chinese Legal Tasks

Legal Calculation: The legal calculation task in-
volves answering multiple-choice questions that
require legal computations. For each question, the
model must select the single correct option from A,
B, C, or D. This task is evaluated on the LC dataset
derived from LexEval (Li et al., 2024b), a com-
prehensive Chinese legal benchmark for assessing
LLMs, using accuracy as the evaluation metric.

Legal Multi-hop Reasoning: This task assesses
the legal knowledge and reasoning capabilities
of LLMs. The input consists of multiple-choice
questions related to legal matters, and the model’s
output is the correct answer(s) from the provided
options, which may include one or more correct
choices. The LMHR dataset, sourced from Lex-
Eval, is used for this task, with accuracy as the
evaluation metric.

Legal Judgment Prediction: This task focuses
on legal judgment prediction for single-defendant
cases based on the CAIL2018 dataset. The input
includes a detailed description of case facts and
defendant information, while the output provides
judgment results for three subtasks: charge pre-
diction, article prediction, and sentence prediction.
The evaluation employs the same metrics as those
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used in CAIL2024 2, with the calculations detailed
as follows:

For a given case ¢ with n defendants, consider a
defendant d who is charged with m, crimes. If the
model predicts my crimes for this defendant, with
ms of them being correct, the precision (P), recall
(R), and F1 score (F'1) for the charge and article
prediction subtasks for this defendant are defined
as follows:
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The P, R, and F1 Score for this case are calculated
as follows:
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For the entire dataset, these metrics are weighted
by w. = logy n:
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The metric of sentence prediction for case c is
evaluated using the accuracy metric. For a given
case ¢ with n defendants, if & defendants have cor-
rectly predicted sentences, then:

k
Ace, = — (6)
The sentence accuracy for the entire dataset is:
A
Ace = 2., WeAcce we = logyn 7

> we ,
Finally, the overall F1 score, combining the met-
rics for the three subtasks, is calculated as:

F1 = 0.3 X Flgp + 0.3 X Flyy 4 0.4 x Accyp (8)

Here, F1p and F1,;, denote the F1 scores for charge
and article prediction, respectively, and Accsp rep-
resents the sentence prediction accuracy.
Multi-Defendant Legal Judgment Prediction:
This task focuses on predicting legal judgments
in cases involving multiple defendants. The task
utilizes two datasets: CMDL from Huang et al.

Zhttps://github.com/china-ai-law-
challenge/CAIL2024/tree/main/drdz
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Table 5: Chinese Legal Tasks

Task Dataset Source Metric | Test Size
Legal Calculation(LC) LC LexEval Acc 234
Legal Multi-hop Reasoning(LMHR) LMHR LexEval Acc 200
Legal Judgment Prediction(LJP) CAIL2018 CAIL2018 F1 300
Multi-Defendant Legal Judgment Prediction(MDLJP) CMDL Huang et al. (2024) F1 300
Multi-Defendant Legal Judgment Prediction(MDLJP) MultiLJP Lyu et al. (2023) F1 300
Multi-Defendant Charge Prediction(MDCP) MUD Wei et al. (2024) F1 175
Multi-segment Legal Reading Comprehension(MSLRC) | MSLRC CAIL2021 F1 200
Controversial Focus Extraction(CFE) CFE LAIC2021 F1 200
Interactive Argument-Pair Extraction(IAPE) ArgMine CAIL2023 Acc 200
Article Recitation(AR) AR LawBench Rouge-L 200
Judicial Examination(JE) JE JEC-QA Acc 300

(2024) and MultiLJP from Lyu et al. (2023), and
employs the same evaluation metrics as used in the
LJP task.

Multi-Defendant Charge Prediction: This task
focuses on predicting charges for multiple defen-
dants. Given the case facts as input, the goal is to
determine the charges committed by each defen-
dant. The dataset used is MUD from Wei et al.
(2024), and the evaluation metric is analogous to
that of the charge prediction subtask in the LJP
task.

Multi-segment Legal Reading Comprehen-
sion: This task involves multi-segment questions,
where the answers are derived by extracting and
combining multiple segments from the legal text.
The dataset employed is MSLRC from CAIL2021.
To evaluate LLMs performance on this task, we de-
signed a metric tailored to its characteristics. Here,
both the ground truth G = {g1,92,...,9,} and
the model output E = {ej, ea,...,e,} are lists
of legal elements that answer the question within
its legal context. A pre-trained language model
is used to automatically assess the semantic simi-
larity between the elements in G and E. Finally,
the F1 score is computed as the evaluation metric,
calculated as follows:

N

2P
P="R= "
m

P+ R

Fl= 9)

N

o’
where N represents the number of correctly pre-
dicted legal elements in E, m is the total number of
elements in the output F, and n is the total number
of elements in the ground truth G.

Controversial Focus Extraction: This task en-
tails identifying dispute issues based on the claims
and defenses from both the plaintiff and defendant.
The output is a list of controversial focus indices
extracted from the case facts. LLMs performance
is assessed using the F1 score, calculated similarly
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to the MSLRC task. However, rather than relying
on a pre-trained language model for semantic inter-
pretation, we directly verify whether the predicted
indices match the ground truth indices.

Interactive Argument-Pair Extraction: This
task aims to extract interaction argument pairs by
identifying the defense counter-argument that cor-
responds to a given plaintiff’s argument. The input
comprises the plaintiff’s argument along with five
candidate defense arguments, and the output is the
selected counter-argument. Performance is mea-
sured using accuracy.

Article Recitation: This task assesses LLMs’
ability to recall legal knowledge by prompting them
to recite the content of legal articles based on their
reference numbers. It examines their proficiency
in memorizing key legal concepts, terminology,
and provisions. The dataset is sourced from the
comprehensive LawBench evaluation benchmark
Fei et al. (2024), and Rouge-L is employed as the
evaluation metric.

Judicial Examination: This task requires LLMs
to output the final answers to the questions from
JEC-QA (Zhong et al., 2019), which is the largest
question answering dataset in the legal domain,
collected from the National Judicial Examination
of China. We randomly test the 300 cases from
the concept comprehension questions and scenario
analysis questions, which require the ability of log-
ical reasoning. The performance of LLMs is mea-
sured using accuracy.

A.2 English Legal Tasks

The English legal reasoning tasks are mainly
sourced from LegalBench (Guha et al., 2023), a
collaboratively constructed legal reasoning bench-
mark consisting of 162 tasks covering six different
types of legal reasoning. Besides, we also add a
new legal argument reasoning task proposed by



Table 6: English Legal Tasks

Task and Dataset Source Metric | Test Size
Legal Reasoning Causality(LRC) LegalBench Acc 55
Citation Prediction Classification(CPC) LegalBench Acc 108
NYS Judicial Ethics(NYSJE) LegalBench Acc 292
Sara Numeric(Sara_N) LegalBench Mse 96
Sara Entailment(Sara_E) LegalBench Acc 272
Supreme Court Assessment of Legal Reasoning(Scalr) LegalBench Acc 172
Legal Argument Reasoning(LAR) Chlapanis et al. (2024) Acc 200

Chlapanis et al. (2024). The tasks are listed as
follows:

Legal Reasoning Causality: This task aims to
classify whether an excerpt from a district court
opinion relies on statistical evidence in its reason-
ing.

Citation Prediction Classification: The task
requires determining whether a given case citation
supports a legal statement, based on the provided
legal statement and citation.

NYS Judicial Ethics: In this task, LLMs are
required to determine whether a question violates
judicial ethics in the New York State Unified Court
System. The dataset consists of real ethical sce-
narios, reformulated into questions to evaluate the
models’ understanding of ethical rules and their
application in different judicial contexts.

Sara Numeric: In this task, the LLMs should
determine how much tax an individual owes given
a statute and accompanying facts. The dataset in
this task is from the StAtutory Reasoning Assess-
ment(SARA), it contains a set of statutes and sum-
maries of facts paired with a numerical question.
Additionally, we use Mean Squared Error (MSE)
as the evaluation metric for this task. To reduce the
impact of extreme values, we calculate the MSE af-
ter applying the logarithmic transformation (loglp)
to the true and predicted values.

Sara Entailment: In this task, given a statute, a
fact, and an assertion, LLLMs are required to deter-
mine if the assertion is "entailed" by the fact and
statute. The dataset in this task is also from SARA,
which tests the ability to reason about summaries
of facts and statutes, in the context of US federal
tax law.

Supreme Court Assessment of Legal Reason-
ing: In this task, the model must select, from a set
of candidates, the holding statement that best an-
swers a specific legal question. Each question rep-
resents an issue reviewed in a particular Supreme
Court case, and the model must identify the holding
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Legal Calculation

Please read the following multiple-choice question and provide the correct
option without explaining the reason. Please only provide the letter of the
answer (A, B, C, D).
fid}
{input}
Please strictly follow the format below to provide the prediction result in a
JSON file! The format is as follows:
{!
"id": "{id}",
"answer": "
1
Chinese:
IFBIEELL P RS H LT, A ZEREREIR A 5 R 453 B R 175
(4,B,C.D)
{id}
{input}
WFERE IR T IS4 H TR, Elison IS FCHT H1 24 R AF ! #2040
P
{
"id": "{id}",
"answer": ""

M

Figure 4: The prompt for LC dataset.

statement that most accurately addresses it. This
task is designed to assess legal reasoning by em-
phasizing the understanding of legal language over
rote memorization of legal knowledge.

Legal Argument Reasoning: This task in-
volves selecting the appropriate subsequent state-
ment from multiple choices within a sequence of
legal arguments presented during Court proceed-
ings, based on the case facts. The input consists of
a case description, a specific argument related to
the case, and several potential candidate arguments.
The objective is to determine which candidate ar-
gument logically continues the given argument.

B Appendix B

In this section, we present the instructions provided
to LLMs for evaluating legal tasks in both Chinese
and English. For details, see Figures 4-23.

C Appendix C

This section presents examples of flawed reasoning
processes observed in several representative tasks.



Legal Multi-hop Reasoning

Please read the following multiple-choice question and provide the correct
option(s) without explaining the reason. Please only provide the letter(s) of
the answer (A, B, C, D).

Note: The correct answer(s) may include one or more options.

{id}

{input}

Please strictly follow the format below to provide the prediction result in a
JSON file! The format is as follows:

{

"id": "{id}",

"answer": "

}

Chinese:

TP L I FE TGS H DT, N ERERE SR 15 N 40 RS
(4,B,C.D) .

JEE: IEE R AR — T E T

{id)

{input}

1EEREIE PS4 H TZE R, LITSON B A Chnth 5 B AF ! 15040
T.’

"id": mid)",

Tanswer": "

»

Figure 5: The prompt for LMHR dataset.

C.1 IAPE task

Table 7 illustrates typical flawed reasoning identi-
fied in the IAPE task.

C.2 CFE task

Table 8 illustrates typical flawed reasoning identi-
fied in the CFE task.

C.3 LJPtask

Table 9 illustrates typical flawed reasoning identi-
fied in the LJP task.

C4 AR task

Table 10 illustrates typical flawed reasoning identi-
fied in the AR task.

C.5 CPCtask

Table 11 illustrates typical flawed reasoning identi-
fied in the CPC task.

C.6 NYSJE task

Table 12 illustrates typical flawed reasoning identi-
fied in the NYSIJE task.
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Legal Judgment Prediction(CAIL2018)

##Assume you are a judge. Based on the provided charge, relevant legal
provisions, and case details, make a judgment prediction for the given
defendant.

The list of charges is as follows: [xx]

The list of relevant legal provisions is as follows: [xx]

##tHere’s an example:

id: 307,

The case facts: The People's Procuratorate of Jining District, Ulanqab City,
charges that at approximately 21:10 on February 28, 2018, the defendant Guo
drove a white Dongfeng Nissan brand small ordinary passenger car on the
road after consuming alcohol. When driving to the area of Xingfu Road in
Jining District, Xingfu Square... The criminal facts are clear, and the evidence
is substantial and sufficient; criminal responsibility should be pursued in
accordance with the law. A sentence is now requested according to the law.
Defendant: Guo

Judgments:
"id": 307,
"judgments": {
"charges": ["Dangerous Driving"],
"articles": ["133"],
"penalty": {

"imprisonment": 1,
"death_penalty": false,
"life_imprisonment": false
}
}

s

In this case, "charges" indicates the crimes committed by the defendant, and
"articles" indicates the legal provisions the defendant has violated. The
"penalty" indicates the sentence given to the defendant, represented as key-
value pairs. For example: {"imprisonment": [int], "death_penalty": [bool],
"life_imprisonment": [bool]}. This represents the length of the prison term,
whether the defendant will face the death penalty, or if they will receive a life
sentence. The duration is in months, for example, one year of imprisonment
would be represented as "imprisonment": 12.

##Based on the above example, please make a judgment prediction for the
defendant in the following case. The defendant is only involved in one charge
in the current case:

id: {id}

Case facts: {fact}

Defendant: {defendants}

Judgments:

Please strictly follow the format below to give the prediction result, and
output it as a JSON file! The format example is as follows:

"id": {id},

"judgments": {
"charges": ["xxx"],
"articles": ["xxx"],
"penalty": {

"imprisonment": XXX,
"death_penalty": xxx,
"life_imprisonment": Xxx
}
1
s

}

Figure 6: The prompt for CAIL2018 dataset.




Table 7: Examples of flawed reasoning in the IAPE task.

Type

Example

Missing Plaintiff’s Core Argument

I need to identify which defense argument directly responds to or
interacts with the plaintiff’s compensation claim. The plaintiff is
seeking joint compensation, so I need to look for any defense that
directly addresses the liability for compensation or the amount.
bc_5 Insurance Company has made it clear that it will assume
responsibility within the scope of compulsory insurance, which
directly corresponds to the compensation amount and falls within
the scope of the insurance company’s liability. (The core subject
is compensation.)

Flawed and Excessive Reasoning

Dispute over Liability Allocation: The plaintiff asserts through
evidence that Sha should bear full responsibility, whereas bc_2
proposes that Deng xx should bear secondary responsibility. If
Deng xx’s responsibility holds true, the scope of Sha’s responsibil-
ity will inevitably be curtailed (e.g., primary responsibility rather
than full responsibility), directly affecting whether he constitutes
a traffic accident crime (since this crime typically requires the
perpetrator to bear major or full responsibility). Confrontation
on Conviction and Sentencing: The plaintiff demands a heavier
punishment for Sha, while bc_2 argues that Deng xx should not
be deemed criminal and should be given a lighter punishment
based on circumstances such as surrender and compensation. If
Deng xx’s responsibility is acknowledged, it might undermine
the foundation for Sha’s conviction and subsequently weaken the
rationality of imposing a more severe punishment. Therefore,
be_2 is the sole argument that forms a substantial interaction with
the plaintiff. By introducing the responsibility sharing of another
defendant, it directly challenges the plaintiff’s core assertion re-
garding Sha’s full responsibility and the establishment of criminal
liability. (A lengthy overthinking reasoning process)

Table 8: Examples of flawed reasoning in the CFE task.

Type

Example

Lacking Sufficient Legal Knowledge

Additionally, the division of vehicles and real estate in property
division may involve "real estate division" 118, but index 45 has
already covered the overall property division. Moreover, the de-
fendant’s request for an equal division of common property also
falls within the scope of property division. There may also be
"determination of property nature" 44, but there is no mention of a
dispute over the nature of the property in the case, only the issue
of division.

Struggling to Understand Disputed Issues | The second part is the issue of advance payment for medical ex-

penses, amounting to 7,900 yuan, which needs to be dealt with
in this case. This involves the determination of medical expenses,
which falls under "medical and nursing expense determination,"
corresponding to index 14. However, it might also involve the
determination of compensation items or amounts. Looking more
closely at the dictionary, there are "compensation item determina-
tion" (6) and "loss compensation amount determination” (7), but
since medical expenses are specific medical and nursing costs, the
more direct reference is index 14, "medical and nursing expense
determination.”

Confusing Disputed Issues

The core dispute in the case facts lies in the appellant’s claim
that the loan in question is a fictitious debt and believes that even
if the loan is real, it belongs to PER’s personal debt rather than
the joint debt of the couple. The appellee, on the other hand,
claims that the loan is real and valid. According to the dispute
focus dictionary, "determination of joint debt of husband and wife"
(index 54) directly corresponds to the dispute between the two
parties over whether the debt belongs to the joint debt during the
marriage relationship, which is the most fitting dispute focus. (The
ground truth is Joint Debt Claim of Husband and Wife / Common
Debt during the Existence of Marriage Relationship. )
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Table 9: Examples of flawed reasoning in the LJP task.

Type

Example

Confusing the Crimes

Based on provided charge categories, possible charges include con-
tract fraud and fraud. The defendants obtained vehicles through a
leasing agreement, then fabricated IOUs and sold the vehicles with
the intent to illegally possess them, which meets the constituent el-
ements of contract fraud. Contract fraud involves deceiving parties
to obtain property during the signing or performance of contracts.
Here, fraudulent acts were committed during the leasing process.
Therefore, the charge should be contract fraud, corresponding to
Article 224 of the Criminal Law.

Outdated Legal Provision

Next, determine the sentence. According to Article 303 of the
Criminal Law, the crime of operating a gambling establishment
generally carries a sentence of up to 3 years of imprisonment, crim-
inal detention, or controlled release, plus fines; for severe cases, 3
to 10 years. In this case, their illegal gains exceed 50,000 yuan,
constituting a "relatively large amount” but likely not qualifying
as a "severe circumstance".

Based on Similar Case Judgment | However, considering compensation and victim reconciliation, the

sentence may be moderately reduced. In practice, the combined
sentence might range from 1 year and 6 months to 2 years. Based
on similar precedent cases, the sentence could be set at 1 year and
6 months of fixed-term imprisonment.

Table 10: Examples of flawed reasoning in the AR task.

Error Types

Example

Confusion between Articles

Ground Truth: Article 17 of the Law on the Protection of
Women'’s Rights and Interests: The relevant departments should
listen to and adopt criticisms or feasible suggestions regarding the
safeguarding of women’s rights and interests.Prediction:Article
15 of the Law on the Protection of Women’s Rights and Inter-
ests: The state actively cultivates and selects female cadres, with
emphasis on cultivating and selecting female cadres from ethnic
minorities.

Content Fabrication

Ground Truth: Article 51 of the Veterans Security Law: Veter-
ans who meet the conditions for preferential housing arrangement
shall be provided with a combination of market purchase and cen-
tralized construction by the military and local governments, which
shall be planned and implemented scientifically by the people’s
government of the resettlement area. Prediction: If the unit that
receives and resettles demobilized military personnel violates the
provisions of these regulations and falls under one of the following
circumstances, the competent department of veterans’ affairs of
the local people’s government shall order it to make corrections
within a time limit.

Outdated References

Ground Truth(Revised on February 24, 2017): Article 20 of
the Red Cross Society Law: The Red Cross shall, in accordance
with the law, accept donations of funds and materials from natural
persons, legal persons, and other organizations, and issue public
welfare donation receipts that are uniformly supervised (printed)
by the financial department to the donors. Prediction(Amended
on August 27, 2009): The sources and uses of the Red Cross
funds shall be reported to the Red Cross Council every year and be
subject to inspection and supervision by the People’s Government.
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Table 11: Examples of flawed reasoning in the CPC task.

Type

Example

Citation Factual Inaccuracies

Assuming that Lovern v. Edwards does discuss the reasonable jury
standard in the context of summary judgment, the answer would be
Yes. If not, then No. Since the user is asking for a Yes/No answer,
I need to be certain. Without access to the full case details, I might
rely on the common knowledge that Lovern v. Edwards is cited
for summary judgment standards, which include the reasonable
jury test. Therefore, the answer is likely Yes.

Misunderstanding the Citation

The citation to Gunn v. Minton does not directly support the text.
While Gunn addresses federal question jurisdiction, it focuses on
whether a state-law claim "arises under" federal law when it impli-
cates a substantial federal issue—not whether federal law creating
the cause of action establishes jurisdiction. The text reflects the
general rule from cases like Merrell Dow Pharmaceuticals Inc. v.
Thompson, not Gunn.

Table 12: Examples of flawed reasoning in the NYSJE task.

Type

Example

Ethical Guidelines Factual Hallucinations | First, I need to recall the judicial ethics rules. Judges are supposed

to follow the law, right? Even if they disagree with a law, they
have to uphold it unless it’s been declared unconstitutional by a
higher court. So if a judge believes a statute is unconstitutional,
can they just ignore it? Probably not.

Adding Irrelevant Details

But wait, sometimes there’s a rule that judges shouldn’t appear
before other judges in the same county if it could create an appear-
ance of favoritism. However, if both are part-time and their courts
are separate, maybe it’s okay. The key is whether the Committee
has a specific opinion on this.
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Legal Judgment Prediction(CAIL2018)

#RRAIR R —ZVEE, IEIRERAE IR A . MOOER R B 4
B g A A R PR T

YEEMIRABIFRA: [xx]

RTEREZIIRN: [xx]

N

id: 307,

TR B2 AT T X RASERER1%.20184F2 H 28 H 2187 1053 7,
Bl N SR F5 728 B — 4 €8 2R R P2 RN R S 7 R A B AT
MITWEETXEEBIER 2. LR EIE R SE. R,
J82 24 BA X X8 N St . I iRk b

Pl B

judgments:
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"id": 307,
"judgments": {{
"charges": ["f& & 25 4"],
"articles": ["133"],
"penalty": {{
"imprisonment": 1,
"death_penalty": false,
"life_imprisonment": false

i
1
1, "charges" R a5 FTILMIGE A, articles T i 75 BT AMAL AV %% o
penalty R Rt 5 B H 45 . Fkey-valueXf Fox. R
{{"imprisonment": [int], "death_penalty": [bool], "life_imprisonment":
[booll}}. 4R R: AIFEMR . REIEM . R EITCWIGEM . K[E
KREELLA AL, e GEH —4 9" imprisonment": 12.
HRYE LR G171 XTI R T AR O R . 2 E A
B AL e — AR
id: {id}
T {fact}

#i: {defendants}

judgments:
TR T B R USSR, Dhjson ik 2UM H 45 SR 0 18 3R
Bt
{{
"id": {id},

"judgments": {{
"charges": ["xxx"],
"articles": ["xxx"],
"penalty": {{
"imprisonment": Xxx,
"death_penalty":xxx ,
"life_imprisonment": Xxx

Figure 7: The Chinese prompt for CAIL2018 dataset.
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Multi-Defendant Legal Judgment Prediction(CMDL)

Assume you are a judge. Please make a judgment prediction for the current
case based on the given charges and legal provisions, noting that the case
involves multiple defendants.

The list of charges is as follows: [xx]

The list of relevant legal provisions is as follows: [xx]

Here’s an example:

id: 0,

Case facts: The prosecution charges that at 22:00 on May 12, 2020.......,
defendants Yul and Yu2 signed an "Increase and Release Work Record" with
Shanghai Pudong Shensun Aquaculture Co., Ltd., purchasing fish fry for
release at RMB 500 and 1,000 respectively.

List of all defendants involved in the case: ["Yul", "Yu2"]

"id": 0,
"judgments": [

"name": "Yul",
"charges": ["Illegal Fishing of Aquatic Products"],
"articles": ["340"],
"penalty": {
"surveillance": 0,
"detention": 4,
"imprisonment": 0,
"death_penalty": false,
"life_imprisonment": false

"name": "Yu2",
"charges": ["Illegal Fishing of Aquatic Products"],
"articles": ["340"],
"penalty": {
"surveillance": 0,
"detention": 3,
"imprisonment": 0,
"death_penalty": false,
"life_imprisonment": false
}
}
]
}
where:
"charges" indicates the list of crimes committed by the defendant.
"articles" indicates the list of legal provisions the defendant has violated.
"penalty" represents the sentence, displayed as key-value pairs,
as follows: {"surveillance": [int], "detention": [int], "imprisonment": [int],
"death_penalty": [bool], "life_imprisonment": [bool]}.
where:"surveillance": Duration of surveillance (in months),
"detention": Duration of detention (in months),
"imprisonment": Duration of imprisonment (in months),
"death_penalty": Whether the death penalty is applied (true/false),
"life_imprisonment": Whether a life sentence is applied (true/false).
Time duration is represented in months.
For example, one year of imprisonment would be "imprisonment": 12.
Based on the above example, please make a judgment prediction for the
following case. The case involves multiple defendants:
id: {id}
Case facts: {fact}
List of all defendants involved in the case: {defendants}
Judgments:
Please strictly follow the format below to give the prediction result, and
output it as a JSON file! The format example is as follows:

"id": {id},
"judgments": [

"name": "A",
"charges": ["x crime", "y crime"],
"articles": ["xxx", "yyy"],
"penalty": {
"surveillance": xxx,
"detention": XXX,
"imprisonment": XXX,
"death_penalty": xxx,
"life_imprisonment": Xxx

}

{ "name": "B",
"charges": ["z crime"],
"articles": ["zzz"],
"penalty": {

"surveillance": Xxx.
"detention": XXX,
"imprisonment": XXX,
"death_penalty": xxx,
"life_imprisonment": xxx
}
}

Figure 8: The prompt for CMDL dataset.



Multi-Defendant Legal Judgment Prediction(CMDL)

HHBRE AR R — R TRE, 1 ANGE S R4 ANV 2% T 24 i 0 S 0 ok
T, AR PR

REMTERAIIEN: [xx]

LERNEZHFRN: [xx]

# N — M

id: 0,

FAEE AVRPLCHEEE: 2020955 H 12 H 2200 VF, #i% AMil. M2/ 4
7P R KB AR B P, 4 At TR B AT A0 X T T oA
P S LR S SO ZR AN D Koo, 2 BT AR 50078 1,00078 04
S TR0 -

LR R ABTR W N AR [, 2]

judgments:

"id": 0,
"judgments": [
{t
"name": "M§i1",
"charges": ["IEVEH5 K= M gR"],
"articles": ["340"],
"penalty": {{
"surveillance": 0,
"detention": 4,
"imprisonment": 0,
"death_penalty": false,
"life_imprisonment": false
1
e
{t
"name": "I§j2",
"charges": ["IE AR 157 K b R,
"articles": ["340"],
"penalty": {{
"surveillance": 0,
"detention": 3,
"imprisonment": 0,
"death_penalty": false,
"life_imprisonment": false
i
1
]

N

M, "charges"F a5 AFTILHIFTE E4FIR, articles® i &5 AT
AL TR 155k 513 . penalty Fom bl & NI R EE R . Fikey-value
MR WK

{{"surveillance": [int], "detention": [int], "imprisonment": [int],
"death_penalty": [bool], "life_imprisonment": [bool]} },%> B ~: LRI
R A RIS SRRSO SR IEIGEN . R E L A
B, W WIGER — 4 N imprisonment": 12.

AR LRI, TR T A 2R 4 H R T 4 R -

id:{id}

RS {fact}

R R B AN AR
judgments:

T PR AL T SR e A R, DhjsonfRE st 45 3 1 i Rl an
T

R, AR AT R

{defendants}

"id": {id},
"judgments": [ {{
"name": "A"

HHn ong HHn

"charges": ["xJE", "yqE"],

"articles": ["xxx", "yyy"],

"penalty": {{
"surveillance": xXxx,
"detention": XXX,
"imprisonment": XXX,
"death_penalty":xxx ,
"life_imprisonment": xxx

"name": "B",

"charges": ["zE"],

"articles": ["zzz"],

"penalty":

"penalty": {{
"surveillance": xxx,
"detention": XXX,
"imprisonment": XXX,
"death_penalty":xxx ,
"life_imprisonment": xxx

3
111

H

Figure 9: The Chinese prompt for CMDL dataset.
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Multi-Defendant Legal Judgment Prediction(MultiLJP)

Assume you are a judge. Based on the given charges and legal provisions,
please provide a judgment for multiple defendants in the case, including the
charges, legal provisions, and sentence.

The list of charges and legal provisions is as follows: XXX

id: {id}

Case facts: {fact}

Defendant list: {defendants}

Please strictly follow the format below to give the prediction result, and
ensure the case id is included in the prediction result! The format example is
as follows:

"id": {id},
"judgments": {
"[Defendant A]": {
"accusations": ["xx"],
"laws": [xx],
"term": "detention for xx months | imprisonment for xx months/year"
3
"[Defendant B]": {
"accusations": ["xx"],
"laws": [xx],
"term": "imprisonment for xx months/year | detention for xx months"
1
} s
)
Chinese:
#H#
G RAE—FL T i IRMEENITEE REF A, IR 1 W 77
SR, CIFIEE, R
SEHITEEAERU T : XXX
#H#
id: {id}
FNFHL: fact}
#2551 7: {defendants)
#
/15 % T IS ACE H TET R, Eljson A9E (i 1 24 R FF o (RF T
Hid T T T2 R ! 15 YA T -

{t
"id": {id},
"judgments”: {{
"[HEEA]": {{
"accusations": ["xx"],
"laws": [xx],
"term": " 1] {xx TN | B HIGE xS )
M
"[#EEB]":
"accusations": ["xx"],
"laws": [xx],
“term": "B HITE fex 1T/ i fex T
M
M
M

Figure 10: The prompt for MultiLJP dataset.




Multi-Defendant Charge Prediction

Task Description:

Assume you are a judge. Based on the given charges, make a judgment on the
charges committed by the defendants in the case. If a defendant is involved in
multiple charges, choose the more serious or applicable charge. Note that the
case involves multiple defendants.

The list of charges is as follows: [xx]

Input:

id: {id}

Case facts: {facts}

Defendant list: {defendants}

Output:

Please strictly follow the JSON format below to output the prediction result
and ensure the id is included in the result.

"id": {id},
"judgments": [
It
1
"subject": "Defendant 1",
"charge": "Charge committed by Defendant 1"

).
{
"subject": "Defendant 2",
"charge": "Charge committed by Defendant 2"
}
]
¥
Chinese:
i
15 Y-

B —ZL S T IRMEERTTEE T, X FE I3 2 AL 7 5
WA, WIRBE W RZE TS, WL SEE ™ HE LN — 1 TEH
RUA] s JERFE AR Z 177 e

BENIFEE LT : [xx]

#Hittt
FiA:
id: {id)}
FEFFSE: {facts)
e 5) 7: {defendants}
#Hitt
Fiit:
TSI T SUTSON 19 RS Chi 1 AT, o fRid 7775 T T 45 422 17«
{
"id": {id},
"judgments": [
it
"subject”: "# 771",
"charge": "# 771 T IEHIAE "
M
{{
"subject”: "#E 752",
"charge": " #¢ 752 JIrJUNITEE "
M
]
M}

Figure 11: The prompt for MUD dataset.
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Multi-segment Legal Reading Comprehension

Please answer the elements in the question based on the current case
information and present them in a list format. Each element in the answer
should be in the form of a "string".

Input:

caseid: {caseid}

Fact description: {context}

Question: {question}

Here are a few examples:

Question: What expenses did the plaintiff incur?

Answer: ['Loan of 210,000 yuan', "Lawyer's fee of 4,000 yuan']

Question: When was the civil ruling made, and what is the case acceptance
fee?

Answer: ["January 9, 2012", 10,800 yuan"]

Please strictly follow the format below to give the answer, and ensure the id is
included in the answer. The format is as follows:

"id": "{caseid}",
"answer": []

v

s

Chinese:

R RIGE, B G R R, IR UGN 0 H .
BRI B Z AP LA 1 A B
caseid: {caseid}
FHLLE: {context)
/A& {question}
P LA P T
178 SR T I
answer: ['21 J7 701530, I #4000 7]
T8 JFE RS (T [ HFTE S, R SEPEH R Z Do
answers: ["20124E1 /79 ", "10800.75"]
TR TS AL A%, Lljson IS Y, FEG A 77 F T A%
o1, AT
{t
"id": "{caseid}",
"answer": []

H

Figure 12: The prompt for MSLRC dataset.

Controversial Focus Extraction

Task Description:

Assume you are a judge. Based on the given dispute focal points dictionary,
extract the specified number of dispute focal points from the case facts and
present them in a list of indices, such as [1, 2, 3].

The dispute focal points dictionary is as follows:

Dispute focal points dictionary: {xx}

Case information is as follows:

Case ID: {id}

Case facts: {fact}

Number of dispute focal points: {num}

Output:

Please strictly follow the format below to provide the result in JSON format,
ensuring that the case id is included in the result. The format is as follows:

{

"id": "{id}",

"answer": []
b
Chinese:
FEHUY: R FARA—EEE, EFRIEGERF R T, METF
FESEPHEIRITIE BT Fr XA, T LATYZEN 77 (5 H il w19 T
w[1,2,3]
LENFIRIERTFIHIT - Pl IR F I
RGBT
Ftid: {id)
EIFHEL:  {fact)
FNEER AL (num) 1

i -
BRI T I (28 2 R
TP T 250! 3R P10 T

e

Lijson #9115 A 1 25 R0 I B IRFE 1T Hid

{
”id”: "{ld} "J
"answer": []
M

Figure 13: The prompt for CFE dataset.




Interactive Argument-Pair Extraction

You are a legal expert, and you will perform the task of argument pair
extraction. Given a claimant's argument, you need to identify one answer
from the five defendant’ s candidate arguments that could form an interactive
argument pair with it. The interactive argument could either be consistent or
partially consistent, but in most cases, one argument will be in dispute with
another.

Case information is as follows:

Claimant’s argument: {sc}

Five defendant’s candidate arguments:

1: {bcl}

2: {bc2}

3: {bc3}

4: {bc4}

5: {bc5}

Note: Only provide the number of the argument, which will be one of the
following: 1, 2, 3, 4, or 5. Do not output any other content.

Please strictly follow the format below to provide the result in JSON format.
The format is as follows:

mid": v {idy,
"answer": "

1
s

Chinese:
Wil — 51555 B FF AT IE AT TEHHIE S BIZ20E — T IR A
TR T AHE 7 IR 1 s 7 B LU 2 T T 5 38 s ST 1) — P B2 o 501
R ] EAE — BT 7 — 3G, (AKX ZHNTH T, — i 255
— PR T
# FHRFER:
YR IE 4 {sc}
T FET IR vE A5
1:{bcl}
2:{bc2}
3:{bc3}
4:{bc4}
5:{bc5}
JER: KRG — T IE IS, Bl 1. 22 3. 4. SHHT—T1 &
TN 7!
BRI T ARE G HFTEZE R Llison HIRSCHn 1 23R 1 13 2a PI A
7
i
"id": "{id}",
"answer": ""

M

Figure 14: The prompt for IAPE dataset.

Article Recitation

Based on China's legal and regulatory framework, please answer the
following question by providing only the text of the relevant legal provisions.
{id}
{input}
Please strictly output the prediction result in the following JSON format:
{

"id": " (id} ",

"answer": ""

v
s

Chinese:

T IRIE T BN AT, [FTE LU I, K i EEES A5 2

{id}
{input}
IR F IR0 TR, Lljson 191 (Hith B X! #5041
e
{t
"id": "{id}",

"answer": ""

#

Figure 15: The prompt for AR dataset.
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Judicial Examination

You are a judge and need to answer the question based on the provided legal
background and options. The answer must be a list of one or more options.
Please answer the current question as follows:

id: {id}

statement: {statement}

option_list: {option_list}

Please strictly follow the following format to give the prediction result and
output it in json format! Example format:

"id": " {id}",
"answer": []
}
Chinese:
Wil —F15 i BRI FE PN D Z 1 B AL TR 25 1 s B b A
— P HGE BTG o 5 IR 2 1A H 1
id: {id}
statement: {statement}
option_list: {option_list}
I 1% T IV 4G TR, Elison 1% it 23R 1 #5501
P
{t
"id": "{id}",
"answer": []

M

Figure 16: The prompt for JE dataset.

Legal_Reasoning_Causality

Do the following opinion excerpts rely on statistical evidence? Answer Yes or
No.
Excerpt: {text}
Answer:
Please output the Answer in the following JSON format and ensure that the
'id' is included in the response.
!
"id": " {id}",
"answer": ""
i3
Chinese:
LU RAE RG22
MR (XA

EREL FISON BRIt 55, FETRAWIN o Aid.

{

i iy,
nanswer™ "
M

Figure 17: The prompt for LRC dataset.

Citation_Prediction_Classification

Can the case can be used as a citation for the provided text? Answer Yes or
No.
Text: {text}
Citation: {citation}
Supportive?
Answer:
Please output the Answer in the following JSON format and ensure that the
'id' is included in the response.
!
"id": " {id}",
"answer": ""
1
Chinese:
KO LUER Tt e KA 5 RS 7 [ B AR 77
XA (XA
A {5}
SFG 2
o
IEHHALL T JSON A H i B, FO RN 5 id” .

{
i mfidy,

"answer":

}

Figure 18: The prompt for CPC dataset.




NYS_Judicial_Ethics

Imagine your are the New York State Unified Court System Advisory
Committee on Judicial Ethics. You've received the following question(s).
Answer them as either "Yes" or "No".

Question: {text}

Answer:

Please output the Answer in the following JSON format and ensure that the
'id' is included in the response.

"id": "{id}",
"answer": ""
Y
Chinese:
R FALANLIM G085 R Al Ll TR 25 A 5 IRICE) 77 BT 1
Z e =Rl S
I { AT

B

IF LT JSON #80Chi i 55, HF oA e E “d” .
{

vidrs rfidy,

Tanswer "

}

Figure 19: The prompt for NYSJE dataset.

Sara_Numeric

Answer the following questions.
Please output the answer in the following JSON format and ensure that the 'id'
is included in the response.

"id": "{id}",
"answer": ""
1
Statute: {statute}
Description: {description}
Question: {question}. State the amount first.
Answer:
Chinese:
B LT
TFICHELL T JSON AR HER, FHHREN P E S “id” .

{
"id": nidpn
answer" "

}
TR {TEH
HHk: {(HHE)

T {8} . Bt & B
Kz,
=

Figure 20: The prompt for SARA_N dataset.

Sara_Entailment

Determine whether the following statements are entailed under the statute.
Statute: {statute}

Description: {description}

Statement: {question}

Answer:

Then output the answer in the following format:

"id": "{id}",
"answer": ""Entailment" or "Contradiction
i
please check the output format carefully and make sure the output is in the
correct format.
Chinese:
THIE LA T [ A2 27 T T 3R o
T {H}
ik {158
g

"

BRI LL RS B -

{

i "fidy,

"answer": "WEREI" B T
}

Figure 21: The prompt for SARA_E dataset.
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Scalr

Given the following question presented in a court case, select the most
relevant holding.

Please output the answer in the following JSON format and ensure that the 'id'
is included in the response.

"id": " {id}",
"answer": ""
i
Question: {question}
Choices:
0: {choice 0}
1: {choice_1}
2: {choice_2}
3: {choice 3}
4: {choice_4}
Answer:
Chinese:
BT L F I SEZAFHHE T I ET, G SRR 1T # o
IFHAALL T ISON EAH 5, HIREPR P E S id .

{
id": "fid)}",

"answer": ""

T {question}
0: {choice 0}
1: {choice_1}
2: {choice 2}
3: {choice 3}
4: {choice_4}

=R

Figure 22: The prompt for Scalr dataset.

LAR

You will be provided with the introductory Facts in a European Court of
Human Rights (ECHR) case, an excerpt of arguments from that case and
several possible continuations of these arguments. Your task is to determine
which continuation accurately extends the original argument.

There is the following information:

Facts: {facts}

Preceding arguments: {preceding_arguments}

Continuation options:

A: {choice_1}

B: {choice_2}

C: {choice_3}

D: {choice_4}

Please output the Answer in the following JSON format and ensure that the
'id' is included in the response.

{
"id": " {id}",
"answer": ""
i
Chinese:
B HAFIMAMGE T (ECHR) FFHIGIAFSE . iZF 1) — A it
LUR LA AT REHIFFIE L5 o TR (T 55 A2 W E W1 T2 AAE A ZE P T )47
HFit
LUFRAKIGH:
FSL: (FHG
FTIETHTIE £ { HTIETHTIE £}
A: {HEFF 1)
B: {#H 2}
C: {HEFF 3}
D: {4}
IFIZAELL T JSON B B, FFRAEm 8 &id

{
i mfidy,
namswerts "

/

Figure 23: The prompt for LAR dataset.
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