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Abstract

The Mixture of Experts (MoE) architecture im-
proves large language models (LLMs) by uti-
lizing sparsely activated expert sub-networks
with a routing module, yet it typically demands
high training cost. Previous work introduces
parameter-efficient fine-tuning (PEFT) mod-
ules, e.g., LoRA, to achieve a lightweight MoE
for efficiency. However, they construct static
experts by manually splitting the LoORA param-
eters into fixed groups, which limits flexibil-
ity and dynamism. Furthermore, this manual
partitioning also hinders the effective utiliza-
tion of well-initialized LoRA modules. To
tackl the challenges, we first delve into the
parameter patterns in LoRA modules, reveal-
ing that there exists task-relevant parameters
that are concentrated along the rank dimension.
Based on this, we redesign the construction
of experts and propose the LORACoE (LoRA
Composition of Experts) method. Specifically,
when confronted with a task, it dynamically
builds experts based on rank-level parameter
composition, i.e., experts can flexibly com-
bine rank-level parameters in LoORA module.
Extensive experiments demonstrate that com-
pared to other LoRA-based MoE methods, our
method achieves better task performance across
a broader range of tasks.

1 Introduction

Recent advanvements show that the Mixture of
Experts (MoE) architecture (Fedus et al., 2022;
Jiang et al., 2024; Liu et al., 2024; Pio6ro et al.,
2024; Yu et al., 2024) enhances the performance
of large language models (LLMs) over traditional
dense architectures (Chen et al., 2024a). In MoE,
the model’s parameters are organized into groups
known as "experts". During each forward pass,
these experts are sparsely activated via a routing
mechanism (Fedus et al., 2022; Jiang et al., 2024),
reducing the inference cost of LLMs.

However,
during fine-tuning (Wei et al., 2021; Taori et al.,
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Figure 1: Comparison of construction in LoRA, Lo-
RAMOE, and LoRACOoE (Ours). Our method is based
on a finer-grained partitioning of LoRA parameters, in-
corporating a redesigned expert mechanism that dynam-
ically composite LoORA parameters at output, thereby
achieving improved task performance.

2023), all model parameters (or experts) still need
to be optimized, which makes the training process
inefficient (Jiang et al., 2024; Liu et al., 2024; Piéro
et al., 2024; Yu et al., 2024).

To achieve lightweight, training-efficient MoE,
recent work integrates MoE with Parameter-
Efficient Fine-Tuning (PEFT) techniques (Hu et al.,
2021; Dettmers et al., 2023; Xu et al., 2024), repre-
sented by LoRA-based MoE (Huang et al., 2023;
Zhu et al., 2023; Dou et al., 2024; Feng et al.,
2024b; Li et al., 2024). In LoRA-based MoE, only
the added low-rank adapters are updated during
fine-tuning. However, they manually partition low-
rank adapters into parameter groups based on the
rank dimension to define experts (see Figure 1).
This static construction approach fixes the number
of experts and the parameters assigned to each ex-
pert, limiting the flexibility and dynamism of the



MOoE architecture (Dou et al., 2024; Ning et al.,
2024). Furthermore, such approach also hinders
the effective utilization of well-initialized LoRA
modules (Hayou et al., 2024), thereby increasing
the training cost.

In this work, we rethink the design of experts
in LoRA-based MoE to achieve a lightweight, dy-
namic, and flexible architecture. We begin by an-
alyzing parameter importance (Molchanov et al.,
2019; Zhang et al., 2022, 2024) within LoRA mod-
ules and observe that each parameter holds varying
importance across different tasks. More precisely,
this variation occurs along the rank dimension, i.e.,
for certain tasks, parameters in some ranks are
more crucial than those in other ranks (see Section
2.2). This phenomenon inspires us to re-weight
the outputs of different ranks in the LoRA mod-
ule, allowing for better utilization of task-related
parameters.

Based on this insight, we propose (LoRA
Composition of Experts) that can provides a flexi-
ble and dynamic construction of experts. Instead
of manually partitioning parameters to construct
experts, it defines an expert as a weighted combina-
tion of ranks. To be more specific, when confronted
with a task, the route module predicts the impor-
tance weight of each rank, and an expert is build
upon the rank parameters weighted by these pre-
dictions. We state that this architectural shift from
partitioning to compositional expert construction
provides finer control over LoRA parameters, opti-
mizing their utilization for better performance.

Extensive experiments on commonsense reason-
ing and mathematical tasks, conducted across six
backbone models (Touvron et al., 2023; Zhu et al.,
2024; Yang et al., 2024) and thirteen datasets (Hu
et al., 2023; Mitra et al., 2024) demonstrate that
LoRACOE outperforms both the original LoRA
method and LoRA-based MoE approaches by sig-
nificant margins. Our contributions are summa-
rized as follows: !

1. We reveal the task-specific importance dis-
tribution across the rank dimension within
the original LORA method through parameter-
importance analysis.

2. Based on the findings, we propose a new ex-
pert construction method called LoORACoE
that shifts from static parameter partitioning
to dynamic parameter combination.

'We will release our implementations to the public.

3. We conduct extensive experiments on com-
monsense reasoning and mathematical tasks
across different six models and thirteen
datasets to demonstrate the effectiveness of
our method.

2 Preliminaries and Observations

2.1 Preliminaries

Low-Rank adaptation. Low-Rank Adaptation
(LoRA) (Hu et al., 2021) is a parameter efficient
fine-tuning technique for large pre-trained mod-
els. Traditional fine-tuning approaches update all
model parameters, which can be computationally
expensive. LoRA addresses this by inserting train-
able low-rank matrices into the FFN layers or at-
tention matrices of models to capture the necessary
updates. This approach significantly reduces the
number of trainable parameters, thereby lowering
computational and storage costs.

Concretely, given a pre-trained weight matrix
Wy € R¥™F, LoRA approximates the update to
Wy as the product of two low-rank matrices,and
the updated weights W are calculated through:

W =Wy + BA,

where B € R¥™" and A € R™*F, with r <
min(d, k). During fine-tuning, only the matrices A
and B are updated, while the original weights W)
remain frozen, making the fine-tuning process both
memory and computation-efficient.

Mixture of experts. Mixture of Experts (MoE)
(Jacobs et al., 1991; Shazeer et al., 2017; Lepikhin
et al., 2020) utilizes a sparse parameter activation
pattern, enabling the model to scale the number of
parameters while maintaining a constant computa-
tional cost. MoE architecture divides the param-
eters of the traditional transformer Feed-Forward
Network (FFN) layer into N experts, denoted as
{E;}} |, and designs a corresponding router g. For
a given input z, the output y of the MoE layer is a
weighted sum of outputs from NV experts:

N
y=>_gi(z)Ei(x),
=1

where E;(x) is the output of expert i, and g;(x) is
the routing function’s output. The routing function
varies depending on the specific routing algorithm
design.



Parameter importance. In previous studies on
the capabilities of LLM parameters, researchers
have identified regions within the model parame-
ters that are highly task-relevant (Zhang et al., 2024;
Chen et al., 2024b). This insight motivates us to in-
vestigate similar regions within the LoRA modules.
We adopt a commonly used method from previous
work (Molchanov et al., 2019; Zhang et al., 2022)
on parameter sensitivity analysis to apply to the
LoRA modules.

The assumption in these studies is that remov-
ing a parameter (by setting its value to zero) and
evaluating its impact on the model’s loss function
can reveal its importance. Specifically, given a
dataset D and a set of model parameters 8 =
01,09, ...,04) € R, with 0; representing the j-
th parameter. During training, the objective is to
minimize the loss function L, which depends on
both the dataset D and the model parameters 6.
The importance of the j-th parameter ¢; is denoted
as 1;(#). The importance of a parameter can be
quantified by the error introduced when that param-
eter is removed, which, under the i.i.d. assumption,
can be approximated by calculating the squared
difference in loss before and after removing the
parameter:

7;(0) = |£(D, L(0)) — L(D,0]6; = 0)|. (1)

However, calculating this importance by remov-
ing each parameter and measuring the change
in loss is computationally expensive, particularly
when the model has a large number of parameters.
Therefore, following prior work (Molchanov et al.,
2019; Zhang et al., 2022), we can use the Taylor
expansion formula for £ at §; = 0:

L(D,6) = L(D,0]6; = 0)+

oL 1 0%L

2)
87]-(9] -0)+ 21007

(0 = 002+ -+

After performing the Taylor expansion, calculat-
ing the higher-order terms still remains a resource-
intensive task. Therefore, we approximate the im-
portance scores using only the first-order term of
the Taylor expansion:

oL
00;
2.2 Observation of LoRA Modules

To investigate the properties of the LoRA mod-
ule parameters, we trained LoRA using datasets
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Figure 2: Average variance of the importance of LoRA
module parameters across different dimensions. Here,
rank_avg and d_or_k_avg represent the average vari-
ance calculated in the rank dimension and the input or
output dimensions of the LoORA module, respectively.

from multiple commonsense reasoning and math-
ematical tasks. For the commonsense tasks, we
select 75k samples from the commonsense task
training set of Hu et al. (2023), which includes
eight datasets: BoolQ (Clark et al., 2019), PIQA
(Bisk et al., 2020), SIQA (Sap et al., 2019), Hel-
laSwag (Zellers et al., 2019), WinoGrande (Sak-
aguchi et al., 2021), ARC-c, ARC-¢e (Clark et al.,
2018), and OBQA (Mihaylov et al., 2018). For
the mathematical tasks, we curated 75k samples
from the OrcaMath (Mitra et al., 2024) to form
our math task dataset. We add the LoRA module
to different components of the model, including
the g_proj, k_proj, v_proj of attention modules,
as well as the up_proj and down_proj of FFN
modules. The LoRA modules are then trained us-
ing the constructed training set. After training the
LoRA modules, we employ the method described
in Section 2.2 to compute the parameter importance
scores on the validation set for different tasks, ul-
timately obtaining importance scores for each pa-
rameter in relation to the tasks.

Based on the importance scores obtained from
the aforementioned experiments, we can draw the
following conclusions:

Distribution patterns of task-relevant parame-
ters. We computed the average variance of the
parameters of the LoRA module at different posi-
tions, considering both the rank dimension and the
input or output dimensions of the LoRA module.
The statistical results are illustrated in the Figure 2.
we observe that the variance along the rank dimen-
sion is larger compared to the variance along the
input or output dimensions. Compared to the in-
put or output dimensions, the distribution of LoRA



parameters in the rank dimension is more uneven.
This indicates that parameter importance tends to
be more concentrated along the rank dimension
rather than distributed along the input or output di-
mensions of the LoORA module. This phenomenon
provides insights for the subsequent design of more
effective utilization methods for LoORA parameters
in Section 3.

Task-specific parameter activation patterns.
We analyze the importance score patterns of pa-
rameters across different tasks based on the impor-
tance scores. From the parameter importance score
correlation heatmaps across tasks in Figure 3, we
observe significant positive and negative correla-
tions in parameter importance between different
tasks. For instance, in the BoolQ task, the distinct
answer patterns compared to other question types
lead to a notable divergence in parameter impor-
tance patterns relative to other commonsense tasks.
Similarly, for math-related tasks, the activation pat-
terns tend to show more negative correlations with
commonsense tasks, owing to the differences in
task nature. For other commonsense tasks with
similar answer patterns, the parameter importance
patterns exhibit a high degree of correlation, indi-
cating that the model employs similar parameter
utilization patterns when performing these tasks.

Correlation of parameter importance across
ranks. We analyzed the correlation of parameter
importance score in different LoORA ranks across
all tasks. This analysis aims to illustrate the cor-
relation in importance score patterns of different
parameters within the LoRA module as influenced
by varying inputs. As shown in the Figure 3, the
parameter importance across different ranks ex-
hibits either positive or negative correlations when
performing different tasks. This observation sug-
gests that parameters at different rank levels may
have either synergistic or conflicting relationships.
The original LoORA method, which does not apply
weightings to parameters, may lead to suboptimal
utilization of parameters.

Based on these observations, which reveal a task-
specific concentration of parameter importance at
the rank level, we can assume that the LoRA mod-
ule naturally learns a rank-level importance distri-
bution during training. This phenomenon suggests
a certain "specialized" correspondence between dif-
ferent tasks and the parameters within the LoRA
module. Therefore, given the inherent sensitivity
or “expertise” exhibited by the LoORA module’s pa-

rameters, the conventional approach of manually
dividing the LoRA parameters into expert groups
at the rank level needs to be reconsidered.

2.3 Limitations of Partition-based LoORAMoE

Given a LoRA module consists of matrices B €
R™" and A € R"*F, partition-based LORAMOoE
methods will divide B and A into NV sets of param-
eters. Therefore we acquire the result of matrices,
{B;}Y, and {A4;}¥ ,. Expert E; composes of a
pair of B; € R¥™"/N and A; € R"/N** matrices.

Ei(z) = BiAx “)

And with the pre-trained weight matrix Wy €
Rk N partition-based LoraMoE experts, de-
noted as {F;} | and a gating function g(z), the
output y of conventional partition-based methods
typically follow this approach:

N
y = Wox + Zg(m)z‘Ez’(UC) )
=1

Under our observations and assumptions, this
method presents two significant drawbacks: (1) By
forcibly binding rank parameters to form experts,
the granularity of utilization controling across pa-
rameters during the learning process is reduced. (2)
The definition of experts in previous work is lim-
ited. Since experts are constructed based on rank
partitioning, the routing and weighted output of
these experts leverage only the parameters within
the ranks they control, without considering the rela-
tionships between the parameters they control and
those in other ranks. This constrains the flexibility
and effectiveness of the expert models.

3 LoRA Compositional Experts

3.1 Rank Wise Parameter Paritioning

Based on the observations from the LoRA mod-
ules trained on multiple tasks in Section 2.2, we
aim to develop a new expert design paradigm.
First, following the approach in (He, 2024), which
decomposes the FFN layer of Transformer mod-
els into vectors of dimension 1, we decompose
the A and B matrices of the LoORA module into
{A; € R™*}_ and {B; € R'}I_,. The fine-
grained partition of LoRA parameters enables us to
effectively control the model’s capabilities with
the finest granularity possible. Meanwhile this
finer-grained, non-binding partitioning allows us to
avoid the need for capability recovery, as required
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Figure 3: Importance score correlation heatmaps of LoRA parameters for three modules w.r.t. different tasks (top)

and w.r.t. different ranks (bottom).

in upcycling-based MoE models (Zhu et al., 2024).
Instead, we can achieve further optimization based
on an well-initialized LoRA parameters.

3.2 Composition-Based Expert Construction

According to Section 2.2, LoRA parameters ex-
hibit varying importance patterns across different
tasks, and there exists a correlation in importance
between different rank parameters. Consequently,
in previous partition-based LoRAMOE algorithms,
experts could only account for the importance
of local parameters, failing to accurately capture
the correlations among global parameters. Thus,
by incorporating rank-level parameter partitioning,
we propose LORACOE, a design pattern based on
combination-based experts. In LoRACOE, for a
given partitioned LoRA matrices {A; € R'>F}7_,
and {B; € R}, each expert outputs a lin-
ear combination G; based on the input . For Ef
experts, we obtain E sets of linear combinations.

To implement this expert mechanism, we de-
sign a corresponding routing module W,.pue €
R¥EXT  For the input to expert Ej, the corre-
sponding parameter group Wy.oyte, € R from
the routing module is used to obtain the weights
@G, as follows:

Gi(z) = Softmazr(Wioute, )

Based on the parameter set {4; € RYK}r_,
and {B; € R>1}"_, of the LoORA module and the
composition weights of rank-level parameters GG

from different experts, the LORACoE module will
output as follows:

N r
1
LoRACOE(x) = Wor + ; J; GijBjAjx

Here, x represents the input to the LoORACOE layer,
Bj and A; represent the j-th vectors in the decom-
posed LoRA B and A matrices, G;; is the weight
of the i-th expert for the j-th rank, and W), refers to
the pre-trained weights. The output of the weighted
LoRA module is then merged with the output of
the pre-trained weight as the final output of the
LoRACOE layer.

3.3 Training Procedure of LORACoE

To ensure effective initialization of the LoRA mod-
ule and a stable training process for LORACoE, we
followed a two-phase training procedure: LoRA
warm-up and joint training. First, for LORA warm-
up, we perform a training of a standard LoRA mod-
ule. This step helps achieve stable and efficient
convergence in the final model (Dua et al., 2021).
Next, we conduct joint training of both the LoRA
parameters and the routing module.

4 Experiments

4.1 Experimental Setup

Dataset. We construct a multi-task dataset based
on commonsense and mathematical reasoning



Model Method Commonsense Math Insturction Following  Avg.
FT 65.07 85.69 49.52 66.76

Llama2-7b LoRA 63.26 75.42 55.75 64.81
LoRAMoE 74.01 82.94 57.79 71.58

LoRACoE 80.83 86.49 56.47 74.60

FT 74.49 83.63 61.03 73.05

Llama2-13b LoRA 68.17 82.36 61.27 70.60
LoRAMoE 79.18 87.10 62.23 76.17

LoRACoE 81.53 90.50 65.22 79.08

FT 65.08 85.78 56.95 69.27

Llama3-8b LoRA 68.11 82.69 65.34 72.05
LoRAMoE 78.89 88.98 67.38 78.42

LoRACoE 81.09 92.28 64.62 79.33

FT 53.98 76.13 37.29 55.80

Qwen2-0.5b LoRA 55.15 69.57 35.61 53.44
: LoRAMoE 57.50 72.35 31.89 53.91
LoRACoE 64.24 74.40 35.97 58.20

FT 65.15 82.79 41.72 63.22

Qwen2-1.5b LoRA 73.17 85.03 48.08 68.76
: LoRAMoE 73.81 85.98 46.64 68.81
LoRACoE 74.91 86.18 48.68 69.92

FT 86.15 93.71 61.63 80.50

Qwen2-7b LoRA 84.78 93.88 62.95 80.54
LoRAMoE 85.18 94.36 62.11 80.55

LoRACoE 85.97 94.71 64.26 81.65

Table 1: Evaluating results of different methods on commonsense, math and Instruction following tasks. The best

results are in bold.Our method is marked in blue .

tasks. For commonsense tasks, we randomly select
75k examples from the commonsense dataset in
Hu et al. (2023) as the training set for common
sense tasks. For mathematical tasks, we randomly
sample a 75k subset from Mitra et al. (2024) as
the training set for mathematical tasks. To evaluate
the effectiveness of the method, we select the test
set corresponding to the training set as the bench-
mark for commonsense tasks.While for mathemati-
cal tasks, we chose GSM8K (Cobbe et al., 2021),
SVAMP (Patel et al., 2021), AddSub (Hosseini
et al., 2014), MultiArith (Roy and Roth, 2016),
SingleEq (Koncel-Kedziorski et al., 2015). Addi-
tionally, to better test the generalization capabil-
ity of our method, we also trained our approach
on instruction-following tasks using datasets from
prior work (Dong et al., 2024).We selected IFEval
(Zhou et al., 2023) as the test set for instruction-
following tasks.

Models. As for the base models, we select
LLaMA2-7B, LLaMA2-13B (Touvron et al., 2023),
LLaMA3-8B (Dubey et al., 2024), Qwen2-0.5B,
Qwen2-1.5B and Qwen2-7B (Yang et al., 2024) to
validate the effectiveness of the method on base

model training at different parameter scales.

Baselines. For comparison methods in the peft
framework, we select LoORA (Hu et al., 2021) and
the partition-base LORAMOE describe in Section
2.2.To further substantiate the effectiveness of our
LoRACOE method, we included HydraLoRA(Tian
et al., 2024), a variant of LORAMOE, as a compara-
tive baseline. The relevant results can be found in
the Appendix9. We also perform fine-tuning of all
parameters in models for comparison.

Implement details. In our experiments, we set
the rank for LoRA, LoORAMOoE, and LoRACOoE to
16, with « set to 32. For LoORAMOE, we configured
the number of experts to 4, while for LORACOE, we
set it to 2. For the LLaMA series models, we used
a batch size of 16, and for the Qwen2 series mod-
els, we set the batch size to 32.To ensure fairness
in training, we set the number of training epochs
for all PEFT methods to 4. For the LoORACoE
method requiring two-stage training, we conduct
two epochs of initialization training followed by
two epochs of joint training. Detailed hyperparam-
eters can be found in Appendix A.To achieve better
inference and training efficiency for LoORACOoE, we



# Experts #LoRA Rank CS Avg. Math Avg.
2 8 79.93 84.87
2 16 80.46 86.78
2 32 79.02 87.36
2 16 80.46 86.78
4 16 80.22 86.69
8 16 80.31 86.93
2(inference w/o router) 16 80.02 86.11

Table 2: The ablation of experts and rank on Common-
sense (CS) and Math tasks.

performed computation optimizations tailored to
the architectural characteristics of LORACOE and
the FFN layers. The detailed optimization meth-
ods and the resulting efficiency improvements are
thoroughly analyzed in the Appendix C.

4.2 Experimental Results and Discussion

Main results. The results of our main experi-
ments are in Table 1. Generally, we can observe
that in terms of the overall performance across
the three tasks, the methods with MoE architec-
ture consistently outperform the standard LoRA
approaches across different models, demonstrat-
ing the promise of the sparse architecture. Sec-
ondly, our composition-based LoRACOoE achieves
significant performance improvements over the
partition-based LORAMOoE. Specifically, it outper-
forms LoRAMOE by 3.02%, 2.91%, and 0.91% on
the Llama2-7b, Llama2-13b, and Llama3-8b mod-
els, respectively; on Qwen2 serie of models, Lo-
RACOE outperforms LoRAMOoE by 4.29%, 1.11%,
and 1.01% on the Qwen2-0.5b, Qwen2-1.5b, and
Qwen2-7b models, respectively. This highlights
the advantages of this dynamic and flexible expert
construction approach across all base model sizes,
demonstrating the robustness and scalability of our
method..

Ablation on rank number. We conduct an ab-
lation study on LoRA rank using the Llama2 7B
model on commonsense and mathematical reason-
ing tasks. The results are presented in Table 2. We
find that for mathematical tasks, performance im-
proves as the rank increases, but this trend does
not hold for commonsense tasks. Considering that
higher ranks result in greater computational over-
head, we set the rank to 16 in our main experiments.

Influence of parameter initialization in LoRA
module and routing module. To achieve a bal-
ance between performance and training efficiency
in LoRACOoE, we only train the LoORA module for
initialization while leaving other modules randomly
initialized. Here, we conduct two ablation experi-

Method CS Avg. Math Avg.
LoRA 63.25 75.42
LoRAMOE 74.01 82.94
LoRACoE

with LoRA & Router warmup ~ 80.82 86.49
with LoRA warmup 80.46 86.78

without warmup

Table 3: Ablation on initialization of LoORA module and
router module on commonsense(CS) and mathematical
reasoning tasks.

ments: (1) applying warm-up initialization to the
LoRA module and the routing module; (2) skip-
ping warm-up initialization for both the LoRA and
routing modules. The results are shown in Table 3.
Note that we did not conduct experiments with only
the routing module warmed up because the rout-
ing module cannot provide meaningful weighted
information to an untrained LoRA module.

The results show that without warm-up initial-
ization for both the LoRA and routing modules, the
training becomes unstable, and the final training
loss fails to converge, so we do not report the perfor-
mance. In contrast, when only the LoRA module is
warmed up, the performance remains stable, high-
lighting the importance of warm-up initialization
for the LoRA module.

Parameter importance characteristics of differ-
ent methods. To investigate the dynamic charac-
teristics of rank-level parameter importance across
different methods after training, we analyzed pa-
rameter importance for LoRA, LoRAMOoE, and
LoRACOE on HellaSwag (Zellers et al., 2019) and
BoolQ (Clark et al., 2019). The analysis results are
shown in the Figure 4.

First, both LORAMOoE and LoRACOE, allow pa-
rameters from different regions to exhibit varying
importance to different tasks. This means they can
utilize distinct parameters based on the task con-
fronted. In contrast, the original LoORA model does
not show a clear distinction in important parameter
regions between two different tasks.

Additionally, concerning the number of signifi-
cantly important ranks, it is evident from the graph
that LoRACOE can flexibly adjust the quantity
of important parameters compared to LoORAMoE
methods. Specifically, on the better-performing
HellaSwag task, LoORACOE achieves superior per-
formance using fewer important parameters, while
on the poorer-performing BoolQ task, LORACoE
utilize more important ranks to hold significant im-
portance when learning this task, which results in



better performance. However, LORAMOoE does not
show any significant rank utilization ratio differ-
ence between the two tasks. The above observa-
tions may interpret the significant performance gap
we observed in our experiments.
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Figure 4: Parameter importance comparison across
LoRA, LoRAMOE, and LoRACOoE on HellaSwag and
BoolQ datasets. We sort the importance to provide a
more intuitive visual representation. This figure demon-
strates LORACOE dynamically adjusts significant param-
eters, optimizing HellaSwag performance with fewer
important ranks and adapting more for BoolQ to boost
learning.
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5 Related Work

5.1 Mixture of Experts for LLMs

The Mixture of Experts (MoE) architecture was
first introduced in Jacobs et al. (1991), aiming to
reduce interference between different types of sam-
ples by employing multiple expert networks, with
a gating network controlling their learning. The
sparse-activated MoE design paradigm (Shazeer
et al., 2017; Lepikhin et al., 2020; Fedus et al.,
2022; Jiang et al., 2024) has significantly reduced
computational costs by limiting the number of ac-
tivated model parameters, thereby enabling better
scalability. To make more effective use of pre-
trained large language models (LLMs) as initializa-
tion points, a series of upcycle methods have been

proposed (Cai et al., 2024; Wei et al., 2024; Zhu
et al., 2024). By leveraging pretrained models for
initialization, these methods not only achieve better
convergence and training stability but also reduce
the computational resources required. In our work,
we adopt a similar upcycle approach. By optimiz-
ing the expert design and preserving the properties
of initialized LoRA modules, we effectively utilize
these initialization points.

5.2 PEFT-based MoE

Recent work on PEFT-based MoE combines the
effectiveness of Mixture of Experts (MoE) in multi-
task scenarios with the efficiency of PEFT, show-
casing superior performance. Due to the expert
nature of MoE, some studies (Huang et al., 2023;
Wu et al., 2024; Feng et al., 2024a; Ren et al., 2024)
have developed optimization algorithms that com-
bine LoRA modules trained on different tasks, en-
hancing the generalization capability of multiple
single-task trained LoORA modules in multi-task set-
tings. Another line of work trains LORAMOE from
scratch on mixed-task datasets (Zhu et al., 2023;
Dou et al., 2024; Ning et al., 2024; ?). However,
the expert design paradigms in the aforementioned
works rely on explicit partitioning of LoRA pa-
rameters, leading to a trade-off between the gran-
ularity of control and the difficulty of training the
routing module. In our work, we fully exploit the
advantages of pre-trained LoORA modules and finer-
grained parameter control.

6 Conclusion

In this paper, we introduce LoRACOE, an effi-
cient fine-tuning method for Mixture of Experts
(MoE). We begin by analyzing the parameter im-
portance patterns within LoORA modules, identify-
ing task-relevant parameters that concentrate along
the rank dimension. Building on this insight, we
redesign the expert construction and propose Lo-
RACOE, a method that dynamically builds experts
through rank-level parameter composition. Exper-
iments demonstrate that LORACOE achieves sig-
nificantly better performance compared to conven-
tional LoRA and LoORAMoE methods, without a
notable increase in computational resources. These
results highlight the effectiveness of our approach
and offer a new, dynamic, and flexible framework
for constructing MoE models.



Limitations

In this paper, we achieve improved performance
over LoRA and partition-based LoORAMOoE by em-
ploying a finer-grained model partitioning and a
composition-based expert design. However, our
approach has two notable limitations. First, the in-
troduction of a composition-based routing module
increases the number of trainable parameters due to
the larger output dimension compared to traditional
LoRAMOE methods. This increase in parameters
has led to diminished returns from adding more
experts in our experiments, highlighting a need
for more parameter-efficient routing methods that
maintain performance. Second, our LoORA module
initialization relies on a training-based approach,
which requires much computational resources. Ex-
ploring more effective, training-free initialization
methods for the LORA modules could further im-
prove the usability of LoORACOoE.
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A More Implementation Details

We conducted our experiments on eight A100
GPUs. In our setup, the rank for LoORA, LORAMOE,
and LoRACOE is set to 16, with « set to 32. The
number of experts for LORAMOE is set to 4, and
for LoORACOE, it is set to 2. For the LLaMA se-
ries models, we use a batch size of 16, and for the
Qwen2 series models, we use a batch size of 32.
For LoRA and LoRAMOE training experiments,
we set the learning rate to 3e-4 and trained for 4
epochs. For LORACOE training, we apply a staged
learning rate schedule: during the LoRA warmup,
the learning rate is set to 2e-4 for 2 epochs; for
the joint training stage, we set the learning rate
to 5e-5 over 2 epochs. For full fine-tuning, we
set a learning rate of le-5 for llama2-7b, llama2-
13b, llama3-8b, and Qwen2-7b. For Qwen2-1.5b
and Qwen2-0.5b, we set the learning rate to Se-5.
All full-parameter fine-tuning is conducted over 2
epochs.

B Ablation on expert number.

As shown in Table 2, we evaluate the impact of
varying the number of experts on model perfor-
mance and we also removed the routing module
during inference to test the role of the routing mod-
ule in the inference process. We find that the perfor-
mance on commonsense and mathematical reason-
ing tasks does not increase significantly with more
experts. Considering that increasing the number
of experts further leads to an increase in the pa-
rameters of the routing module, we select 2 as the
expert number in main experiments.When the rout-
ing mechanism is used during training but removed
during inference, the model also experiences a de-
crease in performance. However, this decline is
smaller compared to removing the routing mecha-
nism during training(original LoRA method).This
phenomenon can be explained by the observations
in Figure 44. Specifically, after introducing the
routing mechanism during training, our method en-
ables better alignment between the parameters in
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the LoRA module and the tasks, compared to the
original LoRA method. This helps mitigate poten-
tial conflicts in parameter updates during multi-task
training.

C Computation optimization for
LoRACoE

First, to optimize the computational efficiency of
LoRACOE, we conducted a theoretical analysis of
the computational consumption of the LORACoE
method.

Method

Full Param Finetune
LoRA

LoRAMOE and Averaging
LoRACoE

Memory util(GB)
23.55
6.07
6.12
6.28

Relative ratio

100%
25.80%
25.99%
26.67%

Table 4: Memory usage of different methods based on
Qwen2-1.5B after model and optimizer initialization.

C.1 Parameter Analysis

For the original LoRA method, its parameters con-
sist of LoRA_A and LoRA_B, with a total parameter
count of r(d + k). For the LORACOE method, the
parameter count of the LoRA part is r(d + k). For
the Router module, with £/ composite experts, each
expert consists of a d x r matrix. Hence, the pa-
rameter count for the Router module is 7 - d - E.
Therefore, the total parameter count in LORACoE
isr(d+k+dE).

C.2 Computation Cost Analysis

For computation costs, under the same rank r,
the computation cost of the LoRA module in Lo-
RACOE is identical to that in the original LoRA
method. The additional computation cost arises
in the Router module, which mainly includes two
parts:

C.2.1 Vector-Matrix Multiplication

The input vector multiplies with E d x r matrices to
produce a tensor of shape (r, E). This step is equiv-
alent to performing vector-matrix multiplication
with E/ LoRA_A modules.In the main experimental
setting, £ = 2, r = 16, and considering r < d,
the first step introduces computational costs compa-
rable to the LoORA module itself. In our optimized
implementation, the F d x r matrices in the Router
and the d x r LoRA_A module are concatenated into
adxr(E+1) two dimension matrix for matrix mul-
tiplication.The output is then split in-place to obtain
the outputs of LoRA_A module and the Router mod-
ule. This approach fully utilizes GPU vector-matrix
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Method Time(ms) Proportion
LoRA A 62.79 16.56%
LoRA B 46.96 17.19%
Outer product 49.60 19.52%
Router 39.84 20.61%
Softmax and Averaging 41.35 26.10%
Total time 240.57 100%

Table 5: Profiling for LORACoE without computation
optimization.

multiplication units (similar to the optimization
used in vLLM for Attention).This implementation
avoids introducing extra high-dimensional tensor
operations or iterative computations, effectively
controlling additional computational resource us-
age.

C.2.2 Softmax and Averaging

The output tensor of shape (r, E') undergoes a soft-
max operation along the Oth dimension (dimension
r) without reduction, followed by an averaging
operation along the 1st dimension (dimension F).
Since r < d and ¥ < d in both the LoRA matrix
and experimental settings, this step introduces only
minimal computational cost.

C.3 Performance Profiling

Based on the theoretical analysis above, we profile
the forward computation time of different modules
in LoRACOE, and the results obtained are shown
in the Table 5. It can be observed from the above
figure that the computations of the outer product
and Router modules account for 40% of the total
computation time. The computational optimiza-
tions mentioned earlier eliminate high-dimensional
outer product operations while effectively reducing
forward computation time by merging the Router
module with LoRA_A computations. The optimized
profiling results are shown at Table 6 below. Af-

Method Time(ms) Proportion
LoRA A + Router 98.38 53.70%
LoRAB 44.99 24.56%
Softmax and Averaging 39.80 21.73%
Total time 183.19 100%

Table 6: Profiling for LORACoE with computation opti-
mization.

ter optimization, the forward computation time of
the LORACoE module decreased from 240.57 ms
to 183.19 ms, representing a reduction of 23.8%
in computation time. We conducted further per-
formance comparisons during the training phase
under the same training setting, and the results



are shown in the Table 7. According to the re-

Method Training Epoch  Total Training Time
LoRA 4 10,336.59 s
LoRAMOE 4 11,888.02 s
LoRACoE 4 10,828.51 s
LoRACOoE w/o optim 4 32,398.48 s

Table 7: Training Time Consumption

sults, after optimization, our algorithm achieves
training times comparable to those of the baseline
LoRA method despite increase in the number of
parameters. Overall, by integrating computational
optimizations with the LORACOoE algorithm, Lo-
RACOE not only achieves superior performance but
also becomes more cost-effective for deployment
in real-world scenarios.

D Analysis of Additional Parameters and
Performance

As shown in the table, under the setting where the
LoRA rank is 7, input dimension is d, output di-
mension is k, and the number of experts is F, using
the same LoRA rank, our method achieves better
performance compared to the LoRA and partition-
based LORAMOoE methods. However, the higher
parameter complexity of our method leads to an
inconsistency in the proportion of trainable param-
eters.

To address this, we reduce the rank number to
maintain a consistent ratio of trainable parameters,
and under this adjustment, our method still demon-
strates better performance.

E Additional Experiments on
HydralLoRA

To provide a more comprehensive comparison of
LoRACoE’s performance, we conducted exper-
iments on the Qwen2 series models using Hy-
draLoRA with the same settings as the main ex-
periments, setting HydraLoRA’s k to 3. The results
are shown in the table, where it can be observed that
LoRACOE generally exhibits better performance.

13



Model Method Lora Rank(r) Expert Number(E) Parameter Complexity Trainable parameter ratio* Math avg CS avg

LoRA 16 0 r(d+k) 0.467% 75.42 63.26
lama2-7b LoRAMOE 16 4 r(d+k+d/E) 0.583% 82.94 74.01
LoRACoE 8 2 r(d+k+dE) 0.467% 85.97 79.16
LoRACoE 16 2 r(d+k+dE) 0.933% 86.49 80.83

Table 8: Model Performance Comparison.*Trainable parameter ratio refers to the proportion of newly added
trainable parameters relative to the pre-trained parameters.

Model Method Commonsense Math Insturction Following  Avg.
5055 HydraLoRA 64.72 73.11 34.96 57.60
Qwen2-0. LoRACOE 64.24 74.40 35.97 58.20
Quen2-1.5b HydraLoRA 75.13 86.04 47.36 69.51
wenz-1. LoRACoE 74.91 86.18 48.68 69.92
57, HydraloRA 85.18 94.54 64.12 81.28
Qwen2- LoRACoE 85.97 94.71 64.26 81.65

Table 9: Evaluating results of LORACoE and HydralLoRA on commonsense, math and Instruction following tasks.
The best results are in bold.
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