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Abstract

Leveraging second-order information about the
loss at the scale of deep networks is one of the
main lines of approach for improving the perfor-
mance of current optimizers for deep learning.
Yet, existing approaches for accurate full-matrix
preconditioning, such as Full-Matrix Adagrad
(GGT) or Matrix-Free Approximate Curvature
(M-FAC) suffer from massive storage costs when
applied even to small-scale models, as they must
store a sliding window of gradients, whose mem-
ory requirements are multiplicative in the model
dimension. In this paper, we address this issue
via a novel and efficient error-feedback technique
that can be applied to compress preconditioners
by up to two orders of magnitude in practice,
without loss of convergence. Specifically, our
approach compresses the gradient information via
sparsification or low-rank compression before it
is fed into the preconditioner, feeding the com-
pression error back into future iterations. Exper-
iments on deep neural networks show that this
approach can compress full-matrix precondition-
ers to up to 99% sparsity without accuracy loss,
effectively removing the memory overhead of full-
matrix preconditioners such as GGT and M-FAC.
Our code is available on our GitHub repository
https://github.com/IST-DASLab/EFCP/.

1. Introduction

The remarkable success of stochastic gradient descent
(SGD)-based optimizers in deep learning motivated a long
line of research for accelerated preconditioned variants
that can still scale to the massive parameter and dataset
sizes common in the area. Among these, optimizers based
on adaptive regularization, such as Adagrad (Duchi et al.,
2010) and Adam (Kingma & Ba, 2015) are extremely well-
established, with myriads of extensions, e.g. (Agarwal et al.,
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2017; 2019; Yao et al., 2021; Gupta et al., 2018).

Yet, most work in this area restricts preconditioning of
the descent direction to a diagonal matrix. By contrast,
a promising—but considerably less developed—direction
employs what we will call full-matrix preconditioning, i.e.
pre-multiplying the descent direction with a full matrix,
whose structure is justified either via adaptive regulariza-
tion (Agarwal et al., 2019), or via approximations of natural
gradient such as the Fisher approximation (Amari, 1998;
Frantar et al., 2021).

Yet, existing implementations of full-matrix preconditioning
are currently impractical given their massive memory costs.
Interestingly, although they have different theoretical justifi-
cations, both full-matrix adaptive preconditioning methods
such as GGT (Agarwal et al., 2019) and full-matrix natural-
gradient methods such as M-FAC (Frantar et al., 2021) run
into the same key practical limitation: each maintains a
“sliding window” of several past gradients, employed in esti-
mating the preconditioner at each step. Even for small-scale
models, maintaining the gradient history results in unman-
ageable total cost of ©(md) memory, where d is the model
dimension, usually in the millions, and m is the size of the
gradient history, usually of size 100-1000. For example,
a standard recipe for fine-tuning the medium-scale BERT-
base model using the M-FAC preconditioner with standard
settings requires more than 450GB of GPU RAM, unavail-
able on any single GPU. Thus, while showing promising
results in terms of accuracy, full-matrix preconditioning is
currently impractical at scale due to memory constraints.

Contribution. In this paper, we present a new algorithmic
approach for reducing the massive memory cost of full-
matrix preconditioning at the scale of DNNs, called Error
Feedback for Compressed Preconditioning (EFCP), which
applies to both adaptive (Adagrad/GGT (Agarwal et al.,
2019)) and natural-gradient (M-FAC (Frantar et al., 2021))
full-matrix preconditioners. In a nutshell, EFCP works by
compressing the gradient window either via high sparsity
or extremely low rank. In practice, we are able to compress
the gradient history by one to two orders of magnitude with-
out impacting accuracy, effectively removing the memory
limitations of full-matrix preconditioning.

Our results are enabled by two technical innovations. On
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the conceptual side, the surprising observation behind our
work is that the sizable error in the preconditioner induced
by gradient sparsification or low-rank projection can in fact
be handled via an error feedback mechanism applied to the
gradients before they are stored into the gradient window.
For both variants, we provide efficient compression-aware
data structures which can leverage compression for mem-
ory savings, and can apply to both M-FAC and GGT. We
also provide partial theoretical justification for the good
convergence properties of our algorithm.

On the practical side, our main contribution is an efficient
GPU implementation for EFCP in the case of high sparsity,
which realizes our theoretical gains in practice. Specifically,
this is enabled by a novel GPU implementation of a dynamic
sparse ring-buffer data structure, in which each element is
a sparse gradient tensor, and which enables efficient sparse
multiplication against new gradients, as needed for precon-
ditioner computations, as well as fast gradient insertions and
removals, as required by the sliding window semantics.

We validate our implementation experimentally on stan-
dard vision (ResNet/ImageNet) and language modeling
(BERT/GLUE) tasks. Results show that EFCP enables us
to significantly reduce the memory overhead of full-matrix
preconditioning, to the point where it is in the same range as
the memory required by standard optimizers such as SGD
with Momentum or Adam.

We show this extensively by testing the EFCP implemen-
tation in the context of the M-FAC optimizer, compress-
ing gradients to ~ 99% sparsity (a variant we call Sparse
MFACQC), as well as via smaller-scale experiments for low-
rank compression and the GGT full-matrix Adagrad opti-
mizer. For example, for the standard ResNet-18 model (He
etal., 2016) trained from scratch on ImageNet (Russakovsky
et al., 2015), the Sparse MFAC variant with full-matrix pre-
conditioning uses a maximum of 22.5 GB of GPU RAM,
compared to 21.3 GB used by SGD with momentum with
the same parameters. At the same time, Sparse MFAC out-
performs the well-tuned SGD baseline by approximately 1%
Top-1 test accuracy, recovering the accuracy of Dense M-
FAC in the same setup (which uses more than 56GB GPU
RAM in this setting). We provide additional validation for
Sparse M-FAC in the context of training ViT (Dosovitskiy
et al., 2021) and BERT (Devlin et al., 2019) models as well,
and perform ablations w.r.t. sparsity and model size.

In summary, for the first time, EFCP enables researchers to
experiment with full-matrix preconditioner methods within
the memory capacity of a single GPU in reasonable time,
with negligible accuracy loss relative to full preconditioning.

2. Background and Related Work
2.1. General Setting

We consider a standard classification setting, in which
we are given a training dataset D = {(z;,v;)Y,} con-
taining N i.i.d. samples x; and their associated labels
yi;- We suppose input pairs (x,y) are drawn from a
true, unknown distribution py;qe £ p¢ having the density
pi(z,y) = pe(z)p(y|z) and our model § € R? parame-
terizes a probabilistic distribution pg(y|z) = p(y|f(z,0))
with density pg(x,y) = pi(z)po(y|z). Our aim is to
minimize the “difference” between the true conditional
distribution p;(y|z) and the modelled conditional distri-
bution py(y|x), measured in some appropriate metric.
If we pick this to be the KL divergence between the
two distributions, we obtain the following loss function

KL(pi(2,)llpo(w,y)) = [ pi(w,y)log LEBdudy =
By, (o) K L(pi (y]) [P0 (y]2))]-

In practice, we only have a finite number of samples = ~
p+(x) and no information about the density function. In
this case, we are using the empirical training distribution p;
instead of p;, which is given by the samples in D and thus
we can define the loss as L(6) 2 K L(p:(x,y)||pe(x,y)) =
Ej, o) [K L(pe (y]2)|Ipo (vl2))] ~ — 30,2, log po(yifs),
which is the standard objective function minimized for the
maximum likelihood estimation. The loss L : R? — R is
assumed to be continuous and twice differentiable.

In practice, the loss L(6) defined above is often mini-
mized using variants of Stochastic Gradient Descent (SGD)
Oi11 < O; — n:ig:, Where g; = VoL(0;) and n; € R is
the learning rate. However, theoretical results suggest that
convergence and end-results can be improved by precondi-
tioning this gradient with a matrix C' which incorporates
information about the geometry of the loss landscape, lead-
ing to the parameter update rule 0; < 0, — n:C; Lge.

Natural Gradient. Instead of using the Euclidean
distance to adapt to the information geometry, Nat-
ural Gradient (Amari, 1998) relies on KL-divergence
to measure the discrepancy between the true distri-
bution and the modelled distribution. In this con-
text, the preconditioner C takes the form of the
Fisher Information Matrix (FIM), defined as F(f) =
2 i Epy g1z [V log po (i) Vi log pe (y]a::)T]. One
can show that the FIM is the expected Hessian with respect
to the log-likelihood. Since the exact FIM is difficult to
compute due to the expectation term in its definition, differ-
ent efficient approximations of it exist in the literature. For
neural networks, K-FAC (Grosse & Martens, 2016; Martens
et al., 2018) provides a diagonal and tri-diagonal approxi-
mation of FIM by sampling a limited number of y values
from pp(y|z;) in order to compute the expectation.
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Another  popular  approximation to the FIM
is the Empirical Fisher, defined as F(§) =
LS Vo logpe(yilzi) Vo log pe(yilz:)T. Instead

of sample y’s from model’s predictive distribution, it uses
the associated label y;. It is important to note that the
empirical Fisher is a good approximation of the FIM if
p(ylx) = po(y|x), e.g. when the model has good accuracy.
The M-FAC method (Frantar et al., 2021) (Section 2.2)
provides an efficient implementation for this approach.

Adaptive Regularization. A different justification for ob-
taining good preconditioners is via adaptive regularization,
arising from online convex optimization. Broadly, the idea
is to adapt the learning rate corresponding to each parameter
in order to minimize regret, defined as the cumulative dif-
ference between the optimizer’s performance and the best
decision in hindsight, by taking into account the history
of gradients observed up to a given point. By and large,
the community has focused on diagonal preconditioners,
which allow computationally-efficient and extremely pop-
ular algorithms, such as Adam (Kingma & Ba, 2015) and
AdaGrad (Duchi et al., 2010). The GGT result (Agarwal
et al., 2019) (Section 2.2) showed that results can be im-
proved by taking “second-order” weight correlations into
account, leading to a full-matrix, d x d preconditioner, and
provided an efficient approximation of this preconditioner.

2.2. Efficient Full-Matrix Preconditioners

Overview. We now provide a detailed description of the
M-FAC full-matrix preconditioner (Frantar et al., 2021),
which will serve as the main illustration of our precondi-
tioner compression method in the paper body. A fully-
worked-out example for the GGT preconditioner (Agarwal
etal., 2019) is also provided in the Appendix. A common
point of both methods is that they store a history of the past
m gradients in the matrix

G = [gtTf(mfl)vg;Ff(me)v "”ggllvgtT] € Rdev ey

which can be represented as a ring buffer, updated at each
step by replacing the oldest gradient g;_ (,,,—1) With the most
recently-generated one g;. M-FAC and GGT then use the
ring buffer G differently to approximate the preconditioner.
To preserve performance, the buffer G must be stored in
the GPU memory. For best accuracy, both methods require
storing a large window of m gradients, where m is usually
between 100 and 1000, each of which are of size d (the
model dimension). Thus, the memory cost of each method
becomes intractable in large-scale settings. Next, we briefly
describe the algorithmic implementation of M-FAC.

The M-FAC Optimizer. M-FAC provides an efficient es-
timator for Inverse-Hessian-Vector-Products (IHVPs) for

the special case where the Hessian is approximated via
the Empirical Fisher approximation F = % S gigh,
where the gradients g; = VyL(6;) are stored in the ma-
trix GG, defined above. The first idea is to use the classic
Woodbury-Sherman-Morrison (WSM) formula to integrate
new gradient information as rank-1 updates into the current
inverse. This leads to the following recursion to compute
the IVHPs with an arbitrary vector z € R? as

. .1 -1
Ft+11$ = <Ft + mgtgtT) T

WSM

e — Fflgt(ﬁflgt)Tx

m+9tTFt719t

t E N
_ L 3 F (B gh)
k=1 m+g]z:—‘Fk_1'gk

where Fy = Az and A > 0 is a damping parameter.

The key technical idea behind M-FAC is the authors’ non-
trivial observation that IHVPs can be expressed as a linear
combination between the past gradients in the sliding win-
dow, where the coefficients are efficiently computed based
only on scalar products g7 g; and g} x, leading to the fol-
lowing expression for the IHVPs as

L 1 m
lex: Xaz—chgk. 2)
k=1

This allows M-FAC to efficiently add or remove gradients
from the sliding window, done by computing the correspond-
ing coefficients ¢y, and then making the resulting update
into the formula for £ z.

A key aspect regarding M-FAC is the interaction with regu-
larization. Recent work (Zhang et al., 2019) explains that
weight decay and La-regularization coincide for SGD, but
are different for preconditioned methods. Simply inputting
g+ = VoL(0) + ~0 into the M-FAC preconditioner invali-
dates the empirical Fisher definition due to the additional
term 6. Based on this, and differring from M-FAC (Fran-
tar et al., 2021), we will decouple the regularization such
that the empirical Fisher definition holds and use the update
011 = (1 — )0, — ntF;1V9L(9t), where v > 0 is the
weight decay parameter.

Data Structures and Operations. Next, we briefly sum-
marize the main operations in the original M-FAC optimizer
(denoted next by Dense M-FAC). We detail the challenges
that appear when the internal buffer G is sparse, as well as
our GPU-efficient solution, in the further sections. First,
notice that the main operations in M-FAC are the Scalar
Products (SP) and the Linear Combination of Gradients
(LCG), which are needed to express the IHVPs as a linear
combination.
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Scalar Products (SP). This first operation corresponds to
the pairwise scalar products of rows in G € R™*? stored
in an intermediary matrix S = GGT € R™ ™ where
Si; = g g;. When the buffer G is updated (e.g. the oldest
gradient is replaced by a new gradient g € R at row i),
the i*" row and i'" column of matrix S are updated as
Si. =S5.; = G-g € R™. This operation can be easily

)

performed on GPU using frameworks such as Pytorch.

Linear Combination of Gradients (LCG). The second
main operation of M-FAC is the linear combination of gra-
dients, having the coefficients vector ¢ € R™. For a dense
buffer GG, the LCG is easily computed by multiplying each
component ¢; with the i** row of G and then computing
the sum of all rows in G. This operation can also be easily
performed in PyTorch on GPU.

2.3. Related Methods

In the Appendix, we provide a full discussion of GGT (Agar-
wal et al., 2019), as well as its compressed version, which
can be seen as a full-matrix version of AdaGrad opti-
mizer. More generally, obtaining efficient approximations
of second-order (curvature) information in deep learning
is an active area. The diagonal approximation of the Hes-
sian (Krishnan et al., 2018; Kingma & Ba, 2015) is very
popular; however, it is known to provide lower quality rel-
ative to both block-wise methods or K-FAC (Wang et al.,
2019b; Singh & Alistarh, 2020; Frantar et al., 2021).

K-FAC provides a block diagonal approximation of the FIM,
and allows efficient computation of the inverse (Ba et al.,
2017; Osawa et al., 2019; Zeng & Urtasun, 2019; Wang
et al., 2019b; Laurent et al., 2018); however, it is known
that its prerequisites do not always hold (Martens & Grosse,
2015). Hessian-free optimization (Martens, 2010) forgoes
the explicit computation of Hessians in favor of comput-
ing an IHVP, but may require several “inner” iterations to
converge at each step. AdaHessian (Yao et al., 2021) pro-
vided an alternative approximation of the inverse Hessian
diagonal, using Hutchinson’s randomized algorithm for esti-
mating the diagonal, which requires smoothing heuristics,
and has at least 2x theoretical iteration cost vs SGD, which
in practice is usually around 3x. Shampoo (Gupta et al.,
2018) provides an efficient heuristic approximation of GGT,
reducing memory cost by maintaining preconditioner esti-
mates per model tensor, using an efficient iterative method
to compute preconditioner inverses.

The Error Feedback Mechanism. The error feedback
mechanism has been studied extensively in the context of
gradient compression for standard SGD, in the absence of
complex preconditioning. The first analyses of sparsified
SGD with error feedback were provided by (Stich et al.,
2018; Alistarh et al., 2018) under additional assumptions,

while (Karimireddy et al., 2019; Stich & Karimireddy, 2020;
Nadiradze et al., 2021) provided additions to the analysis.
More recently, a very complex argument by Li et al. (2022)
analyzed convergence of diagonal Adagrad with error feed-
back. We show that their analysis extends to a diagonal
version of our algorithm.

3. Method

Algorithm 1 EFCP: Error Feedback for Accurate Com-
pressed Full-Matrix Preconditioning
1: Parameters: T' =steps count; m = gradient count;
2: & = 04 € R? > initialize error feedback
3: foreachstept € {1,2,...7} do
: g + VoL(6;) > get gradient

4
5 as < &1 + g+ > error feedback

6: ¢y < COMPRESS(ay) > compress the accumulator
7. & < a; — ¢; > update the error

8:  wuy < A(cy) > update G and precondition using .4
9: 6, < 6;_1 — nyuy > update model parameters
10: end for

Overview. Our general approach for compressing the gra-
dient history required by full-matrix preconditioners is de-
scribed in Algorithm 1. Conceptually, we assume a stan-
dard gradient-based optimization setup with an oracle g, at
each step ¢, augmented by a preconditioning algorithm A,
based on a gradient sliding window GG, whose large memory
cost we want to reduce. We propose to do this by feeding
compressed gradients into the preconditioner estimate main-
tained by algorithm A. Yet, doing so directly by projecting
the gradients onto a sparse or low-rank support diverges.

Instead, we apply error feedback (Seide et al., 2014; Alistarh
et al., 2018; Karimireddy et al., 2019) to gradients before
they are fed into the preconditioner data structure, using an
error accumulator vector &; € R4, initially set to zero. At
each step, we obtain the gradient g; of the model parameters
w.r.t. the loss, after which we feed back the error &1
into the current gradient g;, obtaining the accumulator a;.
Next, the accumulator a; is compressed, using e.g. sparsity
or low-rank, to obtain a compressed representation c;. The
compression error &, is updated to the difference between the
accumulator a; and its compressed version ¢;. Finally, the
compressed gradient c; is fed directly to the preconditioning
algorithm A.

Notice that, other than the three lines corresponding to
error feedback (blue in the algorithm), the optimization
loop is the same as the uncompressed one. However,
we emphasize that the internal buffer GG of the precondi-
tioned optimizer will store a sequence of m representations
[Ct—(m—1)s Ct—(m—2)5 --» Ct—1, C¢ ], €ach of which is highly-
compressed, leading to memory savings.
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While this blueprint appears simple, two key questions re-
main: (1) how can we leverage the compressed gradient
window for actual memory and computational speedups on
complex real-world preconditioners? and (2) why does this
approach preserve convergence? We address them below.

3.1. Compressing Preconditioners via Sparsity

We now expand on accumulator compression via sparsity,
specifically by using Top-k sparsification and error feedback.
Specifically, the preconditioner data structure will only store
k < d entries from each accumulated gradient, where k
is around 1% of the full dimension d. As we will show
experimentally, this will essentially remove the memory
overhead of full-matrix preconditioning.

We detail our approach for the Sparse M-FAC algorithm;
the Sparse GGT variant is slightly simpler and is described
in Appendix H due to space limitations. For Sparse M-FAC,
we describe the changes required by sparsity for the buffer
G and the Scalar Product (SP) and Linear Combination
of Gradients (LCG) operations. A key concern will be re-
interpreting the mathematical formulation in order to be
able to leverage fast CUDA kernels, which is notoriously
challenging in the context of sparsity.

Sparsity format for GG.  To store the gradient history G,
we need a sparse matrix-like data structure for storing gra-
dients that fulfills the following two properties at the same
time: i) it allows easy replacement of any row (correspond-
ing to adding and removing gradients) and ii) it allows
computing the scalar product (SP) and linear combination
of gradients (LCG) operations efficiently. To the best of our
knowledge, no such data structure is known in the literature.

Specifically, for Sparse M-FAC, we want to input sparse
accumulators ¢; of size k < d into the buffer G. Instead
of storing G € R™*? densely, we will store G = (Z, V),
where Z € N"™** will store the indices returned by Top-k
and V € R™*¥ will store the corresponding values. When
the j*" row of G is updated with the new indices-values pair
(i;,v;), we replace the j*" row in Z and V with i; and v;,
respectively. Breaking G into two matrices of indices and
values means that GG loses the matrix structure in the dense
sense and the SP and LCG operations must be redefined
because we cannot use the basic PyTorch operations for
matrix multiplications anymore. Below we describe our
solution for these two operations that involve CUDA specific
kernels to efficiently perform the computations on a GPU
for large models, but first we would like to provide details
about the sparsity pattern which we can leverage to obtain
more efficient kernels for our particular problem.

Sparsity Pattern. One observation is that, due to the al-
gorithm structure, each row in G = (Z,V) has the same

sparsity. To leverage this, at each step we compress the
accumulator a; using Top-k applied in blocks of (large)
fixed size B. The block separation distributes compressed
values more uniformly, speeding up the LCG operation. We
express k as a percentage of total number of weights d and
then convert it to a particular integer value that represents
the density of values used in the Top-k£ call. For example,
in most of our experiments we will have k¥ = 1%, meaning
that for each block of size B we will have exactly [ B/100]
non-zero values. This way we know that for any block of
size B we have the same number of weights in a specific
interval. We provide more details about choosing B in the
section where we describe the LCG operation.

Format for V. Starting with the CUDA capability 8.0,
the Nvidia GPUs have bfloat16 support, which is a half
precision data type optimized for Deep Learning. We found
that our optimizer still converges when we use bfloatl6
instead of float32. This is particularly useful when automatic
mixed precision (AMP) is activated because it speeds up the
overall training and has a lower memory footprint (both for
the model’s state and for the optimizer’s state).

Sparse Scalar Products. This operation is commonly
known as sparse-matrix vector multiplication (SPMV) and
several implementations already exist for a few sparsity
representations (e.g. CSR, COO), but unfortunately they
cannot be directly used for our particular choice for the
matrix G = (Z,V), each of size m x k. We implement an
SPMYV kernel that leverages the properties of our buffer. We
use m thread blocks, each containing 1024 threads. One
thread block processes one row and has a shared memory
array of 1024 floats to store the dot product computed on a
subset of the row. We perform memory coalesced reads for
the indices and values from the global memory. Lastly we
perform parallel reduction over the shared memory buffer
to compute the sum (the final value for the dot product) in
logarithmic complexity. We show our implementation of
the SP operation in the Appendix G.

Sparse LCG. To make computation of linear combination
of gradients efficient, we heavily rely on the limited block
sizes B with the fixed number of non-zero values in each
block. When Top-k compression is applied blockwise, each
selected index indicates a relative position inside the block
and not an absolute position in the large weight matrix. The
limited range of possible index values, combined with the
freedom to choose the block size, allows us to reuse these
indices directly as positions in the shared memory. We
accumulate the linear combination of gradients across a
slice of size m x B from G = (Z, V) in shared memory and
transfer the aggregated result in the output global memory at
the correct offsets. Similar to the SP case, we also perform
memory coalesced reads for the indices and values from the
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global memory only once for each component. We show our
implementation of the LCG operation in the Appendix G.

Thread Blocks for LCG. Choosing the right number of
thread blocks is critical for the performance of the Sparse
LCQG, since it needs to balance memory transfer and com-
pute load. To address this, we provide an automatic proce-
dure for choosing this parameter, based on the GPU capabil-
ities. Specifically, given a number of threads and maximum
available GPU shared memory size, we determine the to-
tal number of thread blocks to be used to allow for full
utilization, avoiding waiting in the queue at each SM.

Efficiency Improvements. The described technical data
structure optimizations are critical for good performance.
Relative to a naive Pytorch implementation of the same
approach, which stores the gradients as sparse but performs
the operations in dense format, the above approach is 1.5-2x
faster and uses 20-30% less memory.

Memory Savings. Compressing the buffer using sparsity
yields O(mk) space complexity, where k is the target den-
sity of the gradients after Top-k compression, ignoring loga-
rithmic factors due to indexing. In practice, we obtain stable
convergence for k& = d/100, which translates into practical
space savings of approximately 20x (relative to GGT) and
30x (relative to M-FAC). We provide exact numbers in the
experimental section.

3.2. Low-Rank Compression of Preconditioners

We also implement the COMPRESS step in Algorithm 1 via
a low-rank approximation of the gradient, computed using
an efficient variant of power iteration (Vogels et al., 2019).
Similar to Top-k compression, we reformulate algebraic op-
erations of M-FAC to leverage low-rank matrices for mem-
ory and computational savings. We provide implementation
details in Appendix I and additionally explain the relation
between matrix decomposition rank p and compression rate
k of Top-k in Appendix J.

3.3. Theoretical Justification

Next, we turn our attention to theoretical justifications for
our method. These are detailed in Appendix K, and sum-
marized here. First, in the case where the preconditioning
is only performed over the diagonal, corresponding for in-
stance to the AdaGrad optimizer (Duchi et al., 2010) but
with error feedback, we can show that our approach recovers
a convergence rate of O(1/v/T + 02 /v/T + d/T) relative
to the Adagrad baseline where gradients are uncompressed,
by showing that it satisfies the preconditions of the analy-
sis of Li et al. (2022) for diagonal adaptive methods with
gradient compression.

In the much more challenging full-matrix case, we provide
an argument showing that our approach can indeed come
close to the strong O(+/d/T') average regret bound of full-
matrix Adagrad (Duchi et al., 2010), over 7" rounds and for
dimension d, under some additional “smoothness” assump-
tions on the rate of change of the Hessian approximation.

In brief, our result says that, if 1) the Hessian approximation
H; is stable from one iteration ¢ to another w.r.t. the error
feedback, in the sense that HtH;llgt ~ & forallt > 1,
where &; denotes the error buffer; and 2) if the misalign-
ment between stochastic gradients and the preconditioning
direction is bounded over time, then Sparse M-FAC obtains

O(+\/d/T - \/d/k) average regret over T rounds.

Specifically, the additional regret due to sparse precondition-
ing is proportional to 1/d/k, the square root of the fraction
of the gradient 5 norm preserved by the Top-k truncation
operation. While ©(/d/k) is a worst-case bound, in prac-
tice it is usually lower due to the fact that gradient values
tend to be normally-distributed. Overall, this argument pro-
vides partial justification for our method, although further
work is needed to fully understand the remarkable practical
convergence of Sparse M-FAC, which we illustrate next.

4. Experiments

We now validate our results experimentally. In the main
text, we focus on comparing Sparse M-FAC with other
optimizers, as it proved to be the most practical variant of
EFCP. We show results for low-rank M-FAC and Sparse
GGT in the Appendix.

In the following, we validate Sparse M-FAC (S-MFAC) ex-
perimentally as an optimizer for training in the context of
standard vision and language modelling tasks. Specifically,
we integrate our S-MFAC optimizer in ASDL (Osawa et al.,
2023), a benchmarking library for second-order optimizers,
but also examine larger-scale tasks such as ImageNet train-
ing of ResNet-18 and compare S-MFAC with AdamW and
Dense M-FAC (D-MFAC) on BERT models on GLUE tasks.
We report training loss, test accuracy and total running times
and top memory usage for the entire training process.

Notations. We use the notation £ for number of epochs, 1
for learning rate, y for weight decay, B for batch size, m for
the number of gradients (sliding window size), k = 1% for
the gradient density. We use the prefixes D for Dense and S
for Sparse in the context of adaptive optimizers M-FAC. For
the gradient window size m, we use the standard settings for
D-MFAC (Frantar et al., 2021), which is m = 1000 unless
otherwise specified.

The ASDL Benchmark. In the first experiment, we inte-
grate S-MFAC into the ASDL benchmarking framework for
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second-order optimizers (Osawa et al., 2023), for the task
of fine-tuning a ViT-T model pre-trained on ImageNet. We
report the test accuracy for the run that has largest validation
accuracy. Table 1 shows the test accuracy of our S-MFAC
optimizer compared to the other optimizers reported in the
paper. (We had to remove P-SGD from the comparison due
to errors raised by the implementation during experiments.)
We observe that S-MFAC is competitive with other precon-
ditioned gradient methods, outperforming SGD, AdamW,
K-FAC and SENG, and matching the highest accuracy ob-
tained on this task (98%) with affordable time and memory
overheads relative to SGD.

Table 1. Test accuracy of S-MFAC for ResNet-18 and ViT-Tiny
on CIFAR-10. The accuracies for the other optimizers are obtained
from ASDL (Osawa et al., 2023). We also report relative time and
memory overheads w.r.t. SGD.

Optimizer ‘ ViIT-T Time Memory
SGD 97.8 1x 1x
AdamW 97.9 1x 1.01x
K-FAC(Imc) | 974  1.12x 1.13x
SENG 97.7 35 7.31x
Shampoo 98.0 1.6x 1.07x
S-MFAC ‘ 98.0 1.63x 1.15x%

ImageNet/ResNet-18. Next, we move to a more complex
vision task, by training ResNet-18 on ImageNet (Deng et al.,
2009) from scratch using a highly-tuned version of SGD
(with momentum) from the FFCV (Leclerc et al., 2022)
library, as well as S/D-MFAC. All hyper-parameters are
provided in the Appendix E. Figure 1 shows the validation
accuracy curves for this experiment, while Figure 2 shows
the best achieved training loss and validation accuracy for
each method, including a detailed sparsity sweep below 1%
density for S-MFAC. The loss curves show similar trends,
and are provided in the Appendix.

We begin by noting that SGD obtains training loss with value
of 2.237 and accuracy of 69.12%. D-MFAC reaches the loss
value of 2.164 and significantly higher Top-1 validation ac-
curacy, 70.03%. Despite slightly higher training loss than
D-MFAC (2.185), S-MFAC has comparable 70.01% valida-
tion accuracy, which is strong for this model and training
recipe. Thus, even for this challenging task, compressing
the preconditioner essentially recovers the accuracy of the
dense M-FAC optimizer. When we examine the behavior
of S-MFAC as we decrease gradient density, we observe
that, remarkably, S-MFAC with k = 0.17% (only ~ 20k
entries!) still achieves comparable accuracy to SGD, and
that accuracy decreases gradually. However, the resulting
preconditioned gradients are not necessarily very sparse.

We also run Shampoo in the same settings and we found

Figure 1. Validation (Top-1) accuracy for ResNet18 training from
scratch on ImageNet-1K. M-FAC and 99%-Sparse M-FAC reach
approximately 1% higher validation accuracy relative to SGD
using the well-tuned FFCV recipe (Leclerc et al., 2022).

ResNet-18 on ImageNet

07— p-MFAC
—— S-MFAC
— SGD

0.6

0 20 40 60 80
epoch

that the memory usage is lower, but comes at a significantly
higher running time (around 3x). We provide details on
Shampoo comparison in Appendix C.

To examine memory, we ran the experiments on a single
A100 GPU and recorded the max memory usage throughout
the entire process via the NVIDIA-SMI tool. We find that
SGD uses 12.8 GB and S-MFAC 14.3 GB, while D-MFAC
in the same setting needs 59 GB.

Figure 2. Training loss and validation (Top-1) accuracy for
ResNet18 training from scratch on ImageNet-1K under a detailed
sparsity sweep, between 1% and 0.04% density. Dense M-FAC
outperforms SGD in this setting by about 1%, which is recovered
by S-MFAC at 1% density. Even with 0.17% gradient density,
M-FAC slightly outperforms SGD in terms of training loss and test
accuracy.

Density & Train Loss Test Accuracy
D-MFAC (100%) 2.164 70.03%
117k (1.00%) 2.185 70.01 %
100k (0.85%) 2.183 70.18%
75k (0.64%) 2.187 69.99%
50k (0.42%) 2.190 69.68%
25k (0.21%) 2.206 69.43%
20k (0.17 %) 2.217 69.26 %
15k (0.12%) 2.230 69.05%
10k (0.08%) 2.246 68.84%
5k (0.04%) 2.300 68.27%
SGD 2.237 69.12%

BERT/GLUE-MNLI. Finally, we test our S-MFAC im-
plementation for BERT-TINY/MINI/BASE models on the
MNLI task from the GLUE benchmark (Wang et al., 2019a),
comparing against the Adam optimizer with optimized de-
fault settings from Hugging Face (Devlin et al., 2019), which
reproduce or improve upon the original paper (Devlin et al.,
2019). Dense M-FAC with a window size of m = 1024
can only be executed on the TINY and MINI model variants,
requiring 18 GB and 45 GB memory, respectively, and runs
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out of memory (OOM) for the BASE model (the required
memory usage for the ring buffer G alone is 417GB).

The results in Table 2 show that our S-MFAC implemen-
tation not only recovers the performance of D-MFAC on
BERT-TINY/MINI, but also allows us to run on BERT-BASE,
with superior validation accuracy relative to Adam using
standard hyper-parameters (e.g., learning rate n = 2 - 107°).
For the TINY model S-MFAC achieves almost 2% higher
accuracy compared to D-MFAC and close to 5% higher
validation accuracy compared to Adam. The former im-
provement can be justified by the regularization effect of
sparsity relative to D-MFAC in a fine-tuning task, whereas
the latter is due to leveraging second-order information.

At the same time we observe that, accuracy differences
become smaller as model size increases. This behavior is
also reported in the original D-MFAC (Frantar et al., 2021)
optimizer for the same GLUE/MNLI task. While this is
another indication that the sparse implementation preserves
the behavior of the dense counterpart, it suggests that the
benefits of second-order information diminish in the case of
over-parametrized fine-tuning tasks.

Table 2. Evaluation accuracy for BERT-Tiny/Mini/Base on GLUE-
MNLI. OOM stands for Out of Memory error.

T M B
Adam 66.86 7477 84.6

S-MFAC 71.06 7640 84.86
D-MFAC 69.26 76.39 OOM

Running times and memory usage. Finally, we examine
running times and memory usage for the algorithm. The
results across our experiments are shown in Table 3. We
note that, in the current implementation, both D-MFAC
and our optimizer have a constant additional cost relative
to the highly-optimized Adam or SGD implementations
in Pytorch, due to the additional data structures employed.
This cost can be reduced via optimizations.

Specifically, our current implementation was primarily opti-
mized for residual networks. This is reflected in the runtime
and memory numbers: on ResNet-18 (11.7M params), D-
MFAC requires 4.6 x more memory compared to SGD with
momentum and 25% larger running time. Our S-MFAC
implementation diminishes these costs bringing memory
usage to 25% of D-MFAC and making it comparable with
SGD both in the running time and memory usage.

For BERT-TINY (4M params), D-MFAC uses 14x more
memory and BERT-MINT (11M params) uses 15X more
memory compared to S-MFAC. Further, we find that EFCP
is extremely effective for large models like BERT-BASE
(110M params). In this case, running D-MFAC would raise

an out of memory (OOM) error (just the dense ring buffer
used to store the gradient window requires 417 GB of mem-
ory under standard parameters).

Although our primary concern in experiments is memory
cost, we observe that, in terms of running time, our algo-
rithm has essentially no overhead on ResNet-18. On BERT
models, there is a notable runtime overhead, which is due in
part to the fact that our CUDA kernels are not specifically
adapted to BERT models. We expect this overhead to be
reduced via tuning and further optimizations, which we plan
to investigate in future work. However, we note that these
single-GPU runtimes are very manageable already.

To decrease memory usage and running time, one can try
reducing the number of gradients m. However, it is clear
from prior work (Agarwal et al., 2019; Frantar et al., 2021)
that large values of m are needed to provide better accuracy
results, and specifically to improve over standard baseline.
This is theoretically motivated in part by the fact that the
rank of matrix G is at most m, which can be extremely low
compared to the rank of Hessian matrix for large models
and the approximation would be very poor for low values of
m. Thus, large models require large number of gradients m,
which renders our technique effective. To our knowledge,
our approach allows full-matrix adaptive optimizers to be
run on a consumer GPU for the first time. Appendix F
contains a detailed theoretical analysis for memory savings.

Table 3. Running times and memory usages for ImageNet/ResNet-
18 and GLUE/BERT reported on an NVIDIA A100 GPU with
82GB RAM. OOM stands for Out Of Memory.

Model Optimizer Memory Training Time
SGD 12.8 GB 4h 10m
ResNet-18 S-MFAC 14.3 GB 4h 21m
D-MFAC 58.5 GB 5h 33m
Adam 0.8 GB 11m
BERT-Tiny S-MFAC 1.3 GB 1h 5m
D-MFAC 17.9 GB 1h 20m
Adam 1.3 GB 21m
BERT-Mini S-MFAC 2.9GB 1h 5m
D-MFAC 449 GB 1h 50m
Adam 7.1 GB 1h 45m
BERT-Base S-MFAC 14.8 GB 3h 20m
D-MFAC OOM -

Error Feedback Evolution During Training. In line 5
of Algorithm 1 the error feedback mechanism ensures that
the top largest values by magnitude (the outliers) are al-
ways transferred at each step from the error buffer £ into
the optimizer state and we are interested in whether the EF
stays unbounded relative to the gradient values applied. To
showcase this practically, we measured the size of the error
feedback relative to the total gradient norm applied up to a
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certain step, formally ||&||2/(|g1]]2 + ... + ||g¢]]2)- Intu-
itively, this should tell us whether the gradient information
is stuck in the error feedback (equivalent to an increase or
large constant value of this metric) or whether the error
feedback acts like a temporary buffer before the informa-
tion is transferred to the optimizer’s state (in which case it
should become smaller over time). We plot this metric dur-
ing the entire training process for two experiments, BERT-
Base/GLUE-MNLI and ResNet-20/CIFAR-10, where we
use k = 1% gradient density for S-MFAC. We found that in
both experiments this metric decreases exponentially, which
indicates the accumulated gradient information is indeed
transferred from the error feedback £ to the optimizer state.
We show the experiment result in Appendix A.

Generalization. Since the preconditioner is highly sparse,
we are interested in how our technique affects generaliza-
tion. To address this, we inspected the eigenvalues of the
loss landscape by conducting an experiment on ResNet-20
/ CIFAR-10 to compute the maximum eigenvalue of the
Hessian matrix of the loss function. We used the Power
Iteration method for SGD, D-MFAC and S-MFAC with gra-
dient sparsities 90%, 95%, 99%, 99.5% and 99.9%. We use
the entire train and test datasets and report the maximum
eigenvalue after the initialization and then at the end of each
epoch. We found that D-MFAC and S-MFAC yield much
flatter solutions that SGD and S-MFAC yields only slightly
larger maximum eigenvalues compared to D-MFAC. This
is an indication that compressing the buffer yields the same
optimizer properties. We provide the results in Appendix B.

Tuning Recipe. Our method has similar behavior as the
original D-MFAC. The most important hyper-parameters
are learning rate 1), dampening A, window size m and batch
size. Briefly, the batch size controls the noise in the gradient
and D/S-MFAC have stable convergence for both large and
small batch sizes; regarding dampening, we found some
general rules of thumb for how to tune the dampening in
relationship with the learning rate, based on the idea that
changing dampening makes S/D-MFAC to behave like as
SGD (for large values) or like Newton’s method (for small
values); regarding buffer size m, as explained in the original
D-MFAc paper, it is recommended to use m = 1024 for
best results; regarding gradient density, we observed that
there is a natural density threshold above which using higher
density yields same results. In Appendix D we provide more
details on how to tune these parameters to obtain the best
out of our method.

5. Conclusions and future work

We have provided a versatile new tool for addressing the
memory costs of adaptive full-matrix preconditioning, in
the form of a series of methods which compress the gradi-

ent history, by leveraging an instance of the error feedback
mechanism. We complement this mechanism via efficient
sparse/low-rank algorithms for maintaining existing pre-
conditioners, and have shown experimentally that our ap-
proach can essentially provide lossless compression when
applied via sparsity, with remarkably large compression
rates. We provide CUDA implementations for a sparse
data structure that 1) allows easy replacement of any row
(adding/replacing new compressed representations of error
feedback accumulators and 2) allows computing the SP and
LCG operations efficiently which, to the best of our knowl-
edge, is the first such data structure known in the literature.

In future work, we plan to further investigate theoretical jus-
tification for our method. Obtaining general bounds appears
extremely challenging, as even in the case of standard SGD
understanding error feedback required significant technical
effort, e.g. (Alistarh et al., 2018; Karimireddy et al., 2019).
Another direction of future work is exploring larger-scale
validation of our method for additional architectures and
tasks, and for additional preconditioning mechanisms.
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A. Error Feedback Evolution During Training

In this section we show the experimental results for the metric ||&||2/([|g1]l2 + - - + |]g¢l]2)

In Figure 3 for BERT, the stochastic gradient is clipped to norm 1 and the cumulative sum of the norm of the gradients up to
step t will always be ¢. In this case, the error feedback norm is much smaller than ¢t = ||g1]| + ... + ||g:||, leading to an
exponential decrease in the metric.

In Figure 4 for ResNet-20, the stochastic gradient is not clipped and its norm decreases naturally during the training. In this
case, the error feedback norm decreases, also leading to an exponential decrease in the metric.

These two examples clearly indicate that the error feedback does not accumulate significant errors over time, but it acts
as a temporary buffer of past gradient information before the top-k operator removes the outliers and are sent to the
preconditioner.

Figure 3. Norms of the error feedback ||&;||2, norm of the gradient ||g¢||> and the EF metric value for BERT-Base.
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Figure 4. Norms of the error feedback ||€¢||2, norm of the gradient ||g¢||2 and the EF metric value for ResNet-20.
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B. Generalization.

In Table 4 we show the results for our experiment on maximum eigenvalue of the hessian of the loss function. We observe
that all M-FAC versions (dense and sparse) lead to a flat minima where the maximum eigenvalue is close to zero for both
training and test datasets, while SGD leads to a sharp minimum with a maximum eigenvalue much larger than O for both
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training and test datasets. This behavior is similar to the one illustrated in Figure 1 of Keskar et al., available here.

Table 4. Maximum eigenvalues computed on train / test datasets.

epoch SGD D-MFAC k=0.1% k=05% k=1% k=5% k =10%

init 1231.34 /942.1

10 29.04/3036 1.0/1.36 11.55/14.81 2.68/3.8 1.84/2.25 1.44/1.72 2.16/2.56
20 17.37/29.46 0.22/0.23 1.55/1.83 038/043 0.27/0.34 0.26/0.33 0.35/0.42
40 14.61/20.84 0.09/0.11 0.25/039 0.11/0.14 0.09/0.1 0.08/0.11 0.11/0.14
60 10.38/21.34 0.05/0.09 0.13/0.23 0.05/0.11 0.05/0.1 0.05/0.08 0.06/0.11
80 10.19/24.51  0.05/0.1 0.11/0.25 0.07/0.12 0.06/0.1  0.05/0.1 0.06/0.11
100 9.12/2451  0.04/0.1 0.1/0.23 0.07/0.1 0.06/0.11 0.05/0.11 0.05/0.12

C. ImageNet / ResNet-18 / Shampoo

The ASDL experiments presented in Table 1 show that Shampoo is a strong competitor to our work with a lower memory
usage. To address this, we integrated the PyTorch implementation of Shampoo optimizer from Google Research (Gupta
et al., 2018) into our ImageNet training pipeline. This reveals a few trade-offs when running Shampoo at scale. Specifically,
its two key parameters are:

 preconditioning_compute_steps: an integer that controls when the preconditioner is updated. For S-MFAC, this is
always 1, since we re-compute at each step; however, Shampoo becomes very slow in this setting, so we had to increase
this to 10 to run at reasonable speed.

* block_size: an integer that controls the matrix approximation. We used the default 128, which means that we are
performing a block diagonal approximation for the preconditioner.

The efficiency-accuracy trade-off for Shampoo is the following: a large block size makes Shampoo be closer to the more
accurate full-matrix version, and should be paired with a large update interval. The configuration for Shampoo that makes it
equivalent to D/S-MFAC would be to update the preconditioner at each step with maximum block size.

However, we were unable to run this “full” version of Shampoo at scale, due to speed/memory issues. For instance, the
maximum block size we could run in an RTX 3090 GPU for ResNet18 was 8192 (3x slower than the default 128, and about
10x slower than S-MFAC in the same setting), and we had to reduce preconditioning_compute_steps to 10 to get reasonable
training times on ImageNet.

We used Shampoo for training in exactly the same setting as in our paper, following the learning rates described in section
6.1 of the original paper [1]. To get reasonable running times, we re-computed the preconditioner once every 10 steps, and
used the default suggested block size 128. We present our Shampoo results in Table 5.

Table 5. Results for Shampoo / ImageNet / ResNet-18.
Ir topl time memory usage

I  68.82% 11h38m 12.66GB
25 69.62% 11h 19m 12.66GB
5 70.24% 11h2Im 12.66GB

In comparison, we report the results for our optimizer in the following table:

We ran Shampoo in exactly the same settings as SGD, D-MFAC and our S-MFAC: linearly decaying learning rate, no image
scaling, weight decay le — 5 for 88 epochs and batch size 1024 (1251 steps per epoch). We mention that some Shampoo runs
crashed towards the end of training due to numerical instability, but we were still able to extract good-quality checkpoints.
In Figure 5 we show the plots for top-1 accuracy and training loss for Shampoo.
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Table 6. Results for S-MFAC / ImageNet / ResNet-18.

topl time memory usage

S-MFAC (k=1%) 14.3 GB 4h 21m

We would like to mention that we also tried to train BERT-Base on GLUE/MNLLI, but unfortunately the run was too slow.
The total number of training steps is 36k and it took 2h 48m for 1200 steps. Since the model is large (110M params), we set
the block size to 16384. A small block size (e.g. the default 128) would have resulted in a lot of smaller blocks that resulted
in similar running times. Our S-MFAC approch takes 3h 20m for the entire run.

Figure 5. Comparison between S-MFAC and Shampoo on ResNet-18 / ImageNet

Training accuracy for S-MFAC vs Shampoo on RN-18 / ImageNet Top-1 accuracy for S-MFAC vs Shampoo on RN-18 / ImageNet

D. Tuning Recipe

In this section we explain the influence of the main hyper-parameters.

Batch size. The first parameter of interest is the batch size, which controls the noise in the gradient. We performed an
ablation study on both S/D-MFAC for ResNet-20/CIFAR-10 (we use this small datasets/model for time reasons) without
weight decay and with parameters that are reported by the original D-MFAC.

We tried batch sizes 32, 64, 128, 256 and 512. Both S/D-MFAC have stable convergence at both small and large batch sizes,
although using a small batch size will result in a large total number of optimization steps and this might increase the running
time (as it happens for any optimizer).

Using a large batch size for D-MFAC can lead to an Out of Memory Error (OOM) because both model and optimizer state
have high memory footprint. In contrast, S-MFAC will keep a low memory footprint and one can increase the batch size
accordingly such that the GPU memory usage is maximized.

Dampening \. Since M-FAC gives a Hessian approximation based on empirical Fisher, it is implicitly a trust region
method. The dampening parameter ) is inversely proportional to the unknown trust region radius R and it controls the
behavior of the optimizer. When A is small, M-FAC is similar to Newton’s method, while large A reduces to SGD with a

scaled learning rate 7; /\. We found two rules of thumb that proved to be useful in tuning the learning rate ) and dampening
Al

1. if the model diverges, then the dampening is too small and it should be increased. This means S/D-MFAC is too close
to Newton’s method and by increasing it we make it more similar to SGD. The dampening influences the norm of the
linear combination parameters in Equation 2. If the norm becomes too large, this is equivalent to a behavior similar to
Newton’s method (too small dampening).

2. if the model underfits, then the dampening is too large and it should be decreased. This means S/D-MFAC is too close
to SGD and by decreasing it we make it more similar to Newton’s method.

14



Error Feedback Can Accurately Compress Preconditioners

History size m. As explained in the original D-MFAC paper, it is recommended to use a large history size for the following
reasons:

From a theoretical perspective, the rank of the Empirical Fisher Matrix (EFM) is at most m. This is already a limitation
when approximating the real Hessian matrix (which is likely to have a rank » >> m) and using a value of m as large as
possible is recommended; from a practical perspective, the recommended value of m is up to 1024. On the one hand, this
is recommended since the maximum number of threads in a block (across which parallelization is performed) on recent
NVIDIA GPUs Nvidia is 1024; on the other, we do not observe additional accuracy improvements for larger history sizes.

Sparsity. We are using the same experiment on ResNet-20/CIFAR-10 to provide explanations about how we should set
the sparsity. In our experiments so far we used the following density percentages k: 0.1%, 0.5%, 1%, 5% and 10%. We have
observed that there is always a natural density percentage threshold k* above which using higher density (equivalent to
lower sparsity) yields the same results. For example, in our experiments so far we observed that k = 1% obtains best results
for m = 1024 gradients, while for larger values of k we observe a slight decline in test accuracy.

As a summary, we would suggest using k = 1%, m = 1024 for the optimizer parameters, as “universal” parameters, which
worked well across all our experiments. The user can choose the batch size to maximize memory/compute usage for the
given GPU/TPU.

E. Hyper-parameters

We restate the notations that we introduced in the main body of our work. We use notation p for momentum, 7 for the initial
learning rate, -y for weight decay, A for M-FAC dampening, k for gradient density, p for rank, F for epochs, B for batch size.

E.1. ASDL

We perform hyper-parameter tuning for CIFAR-10 and ViT-Tiny, as described in the appendix section of the
ASDL (Osawa et al., 2023) paper. Concretely, the general grids we use are {32,128,512,2048} for the batch size,
{3e —1,1e — 1,3e — 2,1e — 2,3e — 3, 1e — 3} for the learning rate, £ = 20 epochs, we clip the preconditioned gradient
norm to 10 and perform grid search for the dampening parameter A over the grid {1e — 2,5e — 3,1e — 3,5e — 4, 1le —
4,5¢ —5,1e — 5,5e — 6,1e — 6} for S-MFAC. In particular, ViT-Tiny uses v = le — 4.

E.2. FFCV

For the ImageNet dataset and ResNet-18 model, we use E' = 88 epochs, batch size B = 1024, linear decay schedule for the
learning rate 7. In particular, we set the weight decay v = 1e — 5 for convolution and fully connected parameters and v = 0
for batch-normalization parameters, thus fixing the issue in the main FFCV repository. We use linear learning rate decay for
all three optimizers and disable image rescaling. We present the final hyper-parameters in Table 9.

E.3. BERT/GLUE

We use the HuggingFace repository and plug in our D/S-MFAC optimizers. We compare against default Adam baselines as
follows. For GLUE/MNLI we use E = 3, = 2e — 5,y = 0. D-MFAC uses the default parameters from the original paper,
e.g.n=1le—4,A =1le — 6,7 = 0 and we adopt the same values for S-MFAC for BERT-TINY/MINI. For BERT-BASE
we use A = be — 5 for S-MFAC.

E.4. CIFAR-10/RN-20

For D/S-GGT we use window size m = 100, k = 1% and the grid in Table 7. We show the corresponding pairs (), €) for
the best runs extracted from the search grids. In these experiments we use &£ = 164, B = 128 and decay the learning rate by
a factor of vy, = 0.1 at 50% and 75% of training. The final hyper-parameters for each method are summarized in table 8.

F. Memory savings.

In this section we detail the theoretical memory savings for the sparse preconditioners by computing the total memory in
bytes and the ratio of dense over sparse preconditioners to describe de memory savings.
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Table 7. Search grid for learning rate 77 and dampening e for S/D-GGT.
7, € le-7, le-6, le-5, le-4, 1le-3, le-2, le-1, 1

D, €D loss: (1, 1e-6), accuracy: (1, le-5)

ns, €S loss: (1, 1e-6), accuracy: (1, le-5)

Table 8. Final hyper-parameters for CIFAR-10 / ResNet-20.

SGD n=01,u=09,v=5e—4

D-GGT m=100,7=0.1,e=1le—5,vy=0

S-GGT m =100, =0.1,e =1le—5,v=0
D-MFAC m=1024,n=1le—3, A =1le—6,u =0,y =1le—4
S-MFAC k=1%,m=1024,n=1le—3,A=1le—4,u=0,y=1le—4
LR-MFAC p=4m=1024,n=1le—-3,A=1le—6,u=0,y=0

Table 9. Hyper-parameters for SGD and S/D-MFAC for FFCV/ImageNet.
SGD n=0.5,u=0.9
D-MFAC n=1le—-3,A=1le—6,u=0
S-MFAC n=1le—-3,A=1le—T,u=0,k=1%

F.1. Sparse M-FAC vs Dense M-FAC
For M-FAC we will consider that m = 1024 and k = d/100.

Dense M-FAC stores a matrix G' € R™*? of 32 bit floats, having a total of 4md bytes, resulting in a theoretical memory
footprint of 4096d bytes.

On the other hand, Sparse M-FAC stores multiple tensors:

» T € R™*¥ of 32 bit integers for the indices

+ V € R™*F of 32 bit floats or 16 bit bfloat16s for the values

£ € R? of 32 bit floats for the error feedback

e r,, € R™ of 32 bit floats to store the SP result

o 14 € RY of 32 bit floats to store the LCG result
When V holds 16 bit bfloat16s, the memory footprint for Z, V, £, rp,, 74 altogether is 4mk + 2mk + 4d + 4m + 4d =
0.06md + 8d + 4m = 61.44d + 8d + 4m = 69.44d + 4m ~ 70d.

When V holds 32 bit floats, the memory footprint for Z,V, &, r,, 74 altogether is 4mk + dmk + 4d + 4m + 4d
0.08md + 8d + 4m = 81.92d + 8d + 4m = 89.92d + 4m = 90d.

In the end, the memory savings for M-FAC is 4gggd ~ 45.5x for float and 438(6# ~ 58.5x for bfloat16.

F.2. Sparse GGT vs Dense GGT
For GGT we will consider that m = 100 and k = d/100.

Dense GGT stores a matrix G € R™*? of 32 bit floats, having a total of 4md bytes, resulting in a theoretical memory
footprint of 400d bytes.

Sparse GGT stores the following tensors:
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o 7 € R™** of 32 bit integers for the indices

o V e R™*Fk of 32 bit floats for the values

¢ € R? of 32 bit floats for the error feedback

¢ r,, € R™ of 32 bit floats to store the SP result

The theoretical memory footprint for Z, V, £, r,,, altogether is 4mk + 4mk + 4d + 4m = 8mk + 4d + 4m = 0.08md +
4d + 4m = 8d + 4d + 4m = 12d + 4m =~ 12d. In the end, the memory savings for GGT is %Oj ~ 33.3x.

G. CUDA Kernels

In this section we describe our efficient CUDA kernels for large models in algorithmic form. We reiterate that M-FAC has
two operations that have to be reimplemented when using a sparse ring buffer G = (Z, V), the scalar products (SP) and
linear combination of gradients (LCG). In the next paragraphs we provide a brief algorithmic description for SP and LCG.

G.1. SP Kernel

For this operation we have to compute the scalar product between each row in G and a general gradient g. The sparse matrix
@ is splitted into two matrices, the indices matrix Z € N™** and the values matrix Z € R™**_ We use 1024 thread blocks,
each containing 1024 threads and one thread block will process one row. In the algorithm we will consider that Z and V) are
2-dimensional, but in practice they are 1-dimensional. We use w € R™ to store result of the SP operation in Algorithm 2

Algorithm 2 SP kernel (CUDA)
1: Input: m,k,9,Z,V,w

2: mem is a shared memory buffer with 7" components
3: o < 0 stores the partial dot product in current thread
4: Bid < block id > gives the row index in Z and V
5: Tid < thread id
6: T < number of threads in the block
7: r < Bid > row index
8: for j € {T;y < k, T} > j from T;4 to k with step T using coalesced memory access do
9: 74— I,-J‘
10: U 4= an
11: o0 < o+ v - g; > accumulate partial dot product
12: end for
13: memmp;q < 0
14: parallel_reduce(mem, T) > logarithmic sum: result is in memy
15: if Tid = O then
16: w, < memg
17: end if
G.2. LCG Kernel

The LCG operation is more complex than the SP operation and requires providing more details. We will start from
the compression operator from line 6 of Algorithm 1, which actually applies Top-k on the accumulator a;, returning a
compressed representation c; (not to be confused with the vector c that stores the coefficients of the linear combination) -
the ¢, is placed on a specific row of G = (Z, V) at each iteration ¢.

The Top-k operator is applied in blocks of size B, (the subscript d means that this block is part of a d-dimensional vector),
which is chosen automatically to be the maximum number of floating point values that can fit in the entire shared memory
space for a thread block. For example, the A100 GPU from Nvidia has CUDA capability 8.0 and the maximum amount
of shared memory per block is 163KB, meaning that we can store By = 41728 float32 values in the shared memory. The
value k is inputted as a percentage at runtime and represents the density percentage of c,. We convert this percentage to an
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actual density in each block By. For example, for k& = 1% we will have around By, = B;/100 (we will further skip some
implementation details).

The key detail of our LCG kernel is we use the shared memory of size B, to accumulate partial linear combinations over
slices of size (m, By) of the sparse matrix G and then write the result to the output w € R9. This is possible because we
apply Top-k operator in blocks of size B, and we know the ends of the interval where we write the output to. Each thread
block can process multiple slices of size (m, By), depending on how large the model is. The pseudocode of the LCG kernel
is provided in Algorithm 3.

Algorithm 3 LCG kernel (CUDA)
1: Input: By, Bi,d,m,k,c,Z,V,w
B < total number of thread blocks
Bid < block id > gives the row index in Z and V
Tid < thread id
T < number of threads in the block
mem is a shared memory buffer with 7" components
mem <— 0 > initialize shared memory (the LCG accumulator) with zero
synchronize threads > wait for all threads to finish initializing
np, < [Bid] > how many blocks of size B; we have

R e A A R o

Bg

10: workload + [nB | > how many blocks of size By each thread block processes

11: for i € {0 < workload} 1> iterate through all slices (m, By,) (workload) for the curent thread block do
12:  starty < Bg - Biq - workload + By - © > where slice starts in g

13:  endy + min(d, starty + Bg) > where slice ends in g

14:  starty < By - B;q - workload 4+ By, - i > where slice starts in G

15:  endy < min(By, start, + By) > where slice ends in G

16:  for row € {0 < workload} > iterate all rows in the slice (m, By,) between (starty, endy) do
17: for col € {starty + T;q, min(endy, endy), T} > jump T steps (coalesced memory access) do
18: 1 < I, co1 > read index

19: v < Vp co1 > read value

20: mem;_start,+ = cr - v > multiply the coefficient of current row with value

21: end for> finished processing one row

22: synchronize threads

23:  end for> finished processing all rows

24: > finished processing a slice of size (m, By,), now write result

25:  fori € {T;q < min(Bg,d — starty), T} > write result (coalesced memory access) do

26: Witstarty < mem; > write result from mem to output w

27: mem,; <— 0 > zerorize shared memory to prepare for the next step

28:  end for

29:  synchronize threads

30: end for

H. Sparse GGT.

In principle, the same sparsity format can be used for GGT as in the case of M-FAC. However, we would like to provide a
slightly different approach just to show that an existing sparsity format is not completely efficient with respect to memory
since they store redundant information. Our Sparse GGT uses the same sparsity format as S-MFAC and here we want to
emphasize some drawbacks of COO format.

At a high level, we wish to leverage sparsity in the logical gradient history matrix G € R™*<, For this, we store it in
the COOrdinate list sparse format, which requires storing matrix ¥ € R™** for values, matrix R € Z™** for rows and
C € Z™*k for columns. All these matrices can be stored in vector format, with dimension m - k. This will be compatible
with standard sparse operations, such as the Sparse Matrix-Matrix (SPMM) method in the PyTorch Sparse library (Fey et al.,
2018).

We will use the tuple (R, C, V) to refer to the sparse buffer G. We distinguish between V, which is the internal state of the
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sparse buffer (holding the £ most significant values from a;) and V;, which is the output of Top-k operator at a single step.
With slight abuse of notation, we call the compressed accumulator ¢, = (Vy,1;) a sparse gradient, even though it is an
accumulation of previous gradients. The matrix C is created in such a way that each row contains the index of that row (e.g.
[0,...,0; 1,...,1;...; m-1,....m-1]) and is represented as a single vector where the rows are concatenated (here is where we have
redundancy, e.g. duplicated data - the values in this tensor never change).

Leti € {0,...,m — 1} be an index indicating the location where the new gradient will be placed in the buffer (R,C, V). At
each step, we receive the accumulator a;, the most significant k values V; and their corresponding indices Z;. The expression
a[Z;] € R? will represent a “densified” version of a sparse vector, which contains zeros at indices j ¢ Z; (sparse tensor
which also contains the zeros - does not provide any memory reduction).

We integrate the values and indices in the internal buffers V and Z in row ¢ using the indices o and 3. Since the sparse
G € R™** and we have to compute the scalar product § = G x, we can easily transpose the sparse G' by swapping the
rows and columns in the SPMM call. The scalar products matrix G” G is updated by overwriting the i*" row and column
by J. At this point we can perform eigenvalue decomposition of GT'G and finally compute the update direction u; by
preconditioning the sparse accumulator a;[Z;]. The full procedure is presented in Algorithm 4.

GGT results for CIFAR-10/ResNet-20. Our experimental setup covers ResNet-20 (He et al., 2016) (d = 0.27M) for
CIFAR-10 (Krizhevsky & Hinton, 2009). We train models from scratch using SGD with momentum, dense and sparse GGT
(99% sparsity) and M-FAC and low-rank M-FAC (rank 4). We decouple the weight decay ~ from the gradient, and apply
it in the optimizer, which allows us to compare the loss values. The results in Table 10 show validation accuracy on the
ResNet20/CIFAR-10 experiment. We observe that 1) Dense(D) M-FAC reaches similar accuracy to SGD, whereas Dense(D)
GGT achieves lower accuracy in this task; 2) Sparse(S) M-FAC reaches the same accuracy as the dense variant (and SGD);
3) Low-Rank(LR) M-FAC with rank 4 reaches ; 0.8% lower accuracy relative to the best results.

Table 10. Results for ResNet-20 on CIFAR10. The first row reports the training loss and second row validation accuracy. The number in
parentheses indicate stdev (for training loss, this is within 0.001).

SGD D-MFAC S-MFAC D-GGT S-GGT LR-MFAC

Loss 0.032 0.017 0.017 0.108 0.097 0.021
Acc. 9216 (.10) 92.12(.13) 92.25(.21) 87.77(22) 87.73(.34) 91.43(.30)

Algorithm 4 Detailed Sparse GGT Implementation
I: Variables: V < 0 € R™* R < 0 € Z™, i« 0,GTG + 0 € R™*™

m—1

Operators: C < vec([r - 1;]m") € Zm*

»

function SPARSEGGT-STEP(t, a; € R, V, € RF, T, € ZF)

a+i-k, B a+k, Vo < Vi, Rap « I, > integrate values and indices

§ + SPMM(Sparse(r = C,c = R,v = V), Dense(a;|Z;])) > compute GT a;[Z;]
row;(GT Q) < & > update dot products in row and col

col;(GT Q) « § > update dot products in row and col i

GTG + VY2 VT > eigenvalue decomposition

9: i< (i+1) mod m > index update

10: Uy, < SPMM(Sparse(r = R,c=C,v =), Dense(V\/mT)

112wy < (@[ Ze) 4+ Up [(Sn + €)™ = 21, ] UL (a4[Z4]) > compute GGT direction
12: return u,

AN A e

I. Compressing Preconditioners via Low-Rank Approximation and Error Feedback

In this section, we discuss an alternative approach for compressed preconditioners, via low-rank compression of the gradients.
Specifically, we will implement the COMPRESS step in Algorithm 1 via a low-rank approximation of the gradient, using
an efficient variant of power iteration (Vogels et al., 2019). Then, we consider the M-FAC algorithm, and reformulate its
operations to leverage low-rank matrix operations for memory savings. We start by describing how the algorithm works a

19



Error Feedback Can Accurately Compress Preconditioners

single layer, and then present the global algorithm, which computes preconditioning for the whole model.

Low-Rank M-FAC for a Single Layer. Assume that the gradient at a given layer of the model is represented by the
s-dimensional tensor g € RP**P2%--XPs_To compress the tensor, we use a variant of power iteration (Vogels et al., 2019) by
firstly unfolding the tensor into a matrix g € RP1*P2:s where po.; = Hf:z p;. This matrix is then iteratively multiplied by a
rank p matrix @@ € RP2=*P which is reused from the previous iteration, to obtain the left decomposition matrix P € RP**~,
After orthogonalization of P, the updated right matrix @ is obtained from the relation § = PQ”. Notice that P and ) have
(p1 + p2:s)p elements which can be significantly smaller than p; - ps.s for smaller ranks p. This compression procedure is
outlined in Algorithm 5.

In order to “introduce” the current gradient g into the M-FAC preconditioner data structure, we firstly need to compute
an inner product between previously stored gradients and g (see Equation 2). In matrix representation the product
between two gradients corresponds to the Frobenius inner product. Specifically, for a given low-rank representation of
gradient matrices §; = P,QT and §; = P;Q7, the Frobenius product can be written as Tr(g;* g;) = Tr(Q; P P Q]T) =
Tr((PjTPi)T(QJTQi)). Notice that matrix products PjTPZv and Q?Qi are only of size p by p, so we compute them explicitly
and then perform summation over their element-wise products to get the final result. As full gradients do not appear in this
expression, we store just left and right gradients P; and (Q; and update the M-FAC inner product matrix as needed.

The final preconditioned gradient update is computed as a weighted sum of previous gradients. The weights are computed
via dynamic programming on top of the inner product values as in the original M-FAC. The final weighted sum of gradients
is obtained by sequentially adding gradients reconstructed from their low-rank representation g; = P; QJT.

Algorithm 5 Power iteration compression algorithm (Vogels et al., 2019)

1: PowerCompress(gradient tensor g, previous @) > applied for each layer
g < g.RESHAPE(p1, pa.s)

P+ gQ

P < ORTHOGONALIZE(P)

Q+g"P

return (P, Q)

AN AR

Algorithm 6 Low Rank M-FAC preconditioning

INPUT: per-layer compressed (P!, Q1), ..., (P, QF)) gradients
STATE: per-layer ring buffers G¢ with compressed gradient history; full inner products GT G
Low Rank M-FAC(P!, Q"), ...,(PL, Q%)
0 < zero vector of size m > new full inner product
for each layer ¢ € {1,2, ..., L} > aggregate inner products across the whole model do
Update G* with current gradient (P¢, Q")
for each time step 7 € {t —m +1,...,t} do
8¢_, < low-rank inner product Tr((g%)T (P*(Q%)T))
end for
end for
: Update row and column in GT G from §
: M-FAC: compute summation weights w € R™ from GTG
: for each layer ¢ € {1,2,..., L} do
uf e 1PHQYT + 30, .1 wrg- > aggregate gradients from the ring buffer
: end for
. return vector of per-layer updates u,

—

R A A R

_ e e e e
SNk LN~ O

Global Low-Rank M-FAC. To obtain an equivalent algorithm to the original M-FAC, independent per-layer steps are not
sufficient as we would lose cross-layer correlation information. Instead, we use linearity of the inner product to compute
the final result efficiently. In the original version of M-FAC, a current complete gradient from a L-layered model is

. . PSSR T i .
represented as a concatenation of flattened per-layer gradients g = (g1 ¢ ... gL) , where ¢ is the gradient from
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layer i. In this, representation an inner product between two gradients g; and g; can be expressed in a block form as
(9i,95) = Zle (ﬁf, ﬁf) This dot product is then used to update the inner product matrix G* G.

In the context of our efficient scheme for single-layer low-rank update, we replace each inner product block by its low-rank
counterpart to obtain the equivalent values. Recall that the computation of summation weights in the M-FAC needs access
only to these inner products, so this part of the algorithm remains the same. The final gradient update is computed per-layer
and we rely on linearity of the sum again to share the summation weights and dampening coefficient € between layers. For
more details refer to the pseudocode in Algorithm 6.

Results for Low-Rank M-FAC. We present and discuss the experiments for Low-Rank M-FAC on CIFAR-10/ResNet-20
in Table 10 and hyper-parameters in Appendix E. Next, we present an ablation study of low rank decomposition on both
CIFAR-10/ResNet-20 and GLUE/MNLI for BERT-TINY.

To determine how the size of the decomposition rank p affects the effectiveness of the low rank M-FAC algorithm, we
perform a series of experiments on ResNet-20 and BERT models. For ResNet-20 we use CIFAR-10 dataset and the same
parameters as in the main experiments. For BERT family we use TINY, MINI and BASE variants and evaluate them on MNLI
task from GLUE benchmark. For both setups we vary the rank from 1 to 8 and report the final test accuracy in the Table 11.

We observe that the decomposition rank significantly affects smaller BERT models but barely influences BERT-BASE
and RN-20 model results. While the exact reason for such behaviour is not obvious, we hypothesise that for RN-20 the
decomposition is effective even at rank 1 due to gradient tensors already having a small first dimension, resulting in small
compression error. We also note that Rank 8 BERT-BASE run diverged, requiring more investigation into the stability of the
training.

Table 11. Test accuracy on CIFAR-10 dataset for ResNet-20 (RN-20) and on MNLI for BERT-TINY, -MINI and -BASE, trained with
Low-Rank M-FAC with different decomposition ranks p.

rank p RN-20 TINY MINI BASE

9140 57.34 66.88 84.42
91.19 6349 68.76 84.44
9143 6644 7093 84.45
91.13 6790 72.22 —

o B~ N —

J. Rank and Density Connection for Similar Memory Usage

To apply a low rank matrix decomposition we cast s-dimensional gradient tensor at each layer of the model into a matrix by
keeping the first dimension intact and flattening out the others. The choice of rank to achieve equivalent memory savings is
dependent on the model structure as each layer dimensions are different.

We would like to provide a theoretical approach to compute the corresponding gradient density £ = Ad (d is the model
size) such that S-MFAC has the same theoretical memory footprint as the LR-MFAC with rank p fixed to a specific value,
such as one in 1, 2,4, 8,16. Let n be the total number of layers, which are denoted by L, ..., L,, and p(l) e psh) be the
dimensions of L;, where n; is the number of dimensions for I.;. Moreover, the total number of elements in L; is H;“ 1 pg ),
For example, if L; € R100%200x300 e will have n; = 3 and (p(ll),pél),pg,l)) (100, 200, 300) and the total number of
elements is 100 - 200 - 300 = 6.

Note that the model size d = " | ;“ 1 pg ", As described in Appendix E of the paper, LR-MFAC with rank p reduces
the size of L; from ]’ pany” Jz) to ( )+ T o p§7)) p. By extrapolating this to all layers, the total size of a full gradient

g € R? will be compressed to the size p - Zi:l( ) + HJ 9 p] ) Suppose we have already set p for LR-MFAC and we
would like to determine the corresponding fraction A of weights such that the gradient density £k = A - d for S-MFAC such
that LR-MFAC and S-MFAC require the same amount of memory.

n

A-d=p Z (z)Jer(z) — :gi (z)+Hp(z)

=1 =

21



Error Feedback Can Accurately Compress Preconditioners

We apply this analysis to ResNet-20 (272k params) with 10 classes and present the values in Table 12. We can see that if we
set A = 2.98%, S-MFAC will have the same memory usage as LR-MFAC with p = 1. The experiments in the main body of
the paper show that we can reach good results using A = 1%, which results in a lower memory footprint than LR-MFAC.
Table 8 in Appendix shows an ablation on rank p for ResNet-20 and BERT models.

In the Table 12 below we show the optimal £ = A - d such that LR-MFAC with rank p has the same memory footprint with
S-MFAC.

Table 12. The rank p for Low-Rank M-FAC and corresponding gradient density A for Top-A M-FAC such that both methods have similar
memory usage.

p 1 2 4 8 16
A 298% 597% 11.93% 23.86% 47.72%

K. Theoretical Discussion

In this section, we discuss theoretical justifications for the proposed method.

The Diagonal Case. First, in the diagonal case, described in Algorithm 7, we can adapt a recent argument by Li, Karimi,
and Li (Li et al., 2022) to show that the method should guarantee standard rates of O(1/v/T + ¢2/v/T + d/T') under
standard assumptions on the objective, that is 1) smoothness; 2) unbiased and bounded stochastic gradients; and 3) bounded
variance. Specifically, obtaining this result follows by specializing Corollary 1 in Li et al. (2022), specifically adapting their
AMSGrad instance to Algorithm 7, and adjusting the constants correspondingly.

Algorithm 7 Diagonal AdaGrad with Error Feedback

& = 04 € RY > initialize error
Go = 04 € R¥*? 1> initialize diagonal
for eachstept € {1,2,...7} do
gt <— V@L(et)
ay < &1 + g > add gradient to previous error
¢ < TopPK(a;) > compress the accumulator
& < as — ¢ > update the error
Gy < Gi_1 + diag(c?) > update diagonal
011 < 0y — mdiag(Gy) = 2¢y
end for

Discussion of the Full-Matrix Case. In the highly-complex full-matrix case, further investigation is necessary to provide
a full theoretical characterization of convergence. We expect that this will be very challenging since even the analysis of
standard SGD with error feedback required significant technical advances (Alistarh et al., 2018; Karimireddy et al., 2019),
and generally the convergence of full-matrix preconditioner variants is less well understood.

Specifically, our discussion will consider the convergence of an “intermediate” version of the Sparse GGT algorithm, which
we call Scaled Sparse GGT. The only difference from the Sparse GGT algorithm in Section 3.1 is the fact that we perform
rescaling of the accumulated dense descent direction a; before and after taking the Top-k operation. (Intuitively, this is
required so that the accumulator a, is considered in the “correct basis” at the current iteration, as per the standard AdaGrad
analysis.) Experimentally, we find that the practical convergence of the scaled and un-scaled variants is nearly identical in
the diagonal case.

More precisely, denote by H; the Sparse M-FAC approximation for the preconditioner at step ¢. Then, assuming we are
interested in an implementation of full-matrix Adagrad, we let the scaled Top-k operator T, be defined as

Ty, (v) = HY*TopK (Ht‘l/%) .
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Assume that we use this scaled Top-k operator instead of the standard one in the GGT implementation. We begin with the
following two technical results, whose proofs are immediate.

Lemma K.1. Given a PSD matrix H, let the operator Ty defined as
Ty (v) = HY?TopK (H_l/QU)

Then it always holds that
k
T (0) 171 = = IIUIIH 1

The second technical lemma will allow us to use an appropriate potential function.

Lemma K.2. Let A be a PSD matrix and consider a rank-2 update A’ = A+ vu' +vv'. Then it always holds that

Indet (A’) > Indet (A) + In <1 + = ful + 5 HUHA )

Next, we can re-write our algorithm’s iterations as follows:

Top1 =2y — Hy ' Ty, (my + g1) = @ — H ' Ty, (HeHZ g + ge)

gt
M1 = (my +g¢) — Tar, (me + g0) ~ (HeHyymy + g¢) — T, (HeHyZymy + gy),

gt

where in the approximation we only needed to assume that the Hessian estimate is stable from one iteration to another, i.e.
that Hth lmt my.

In this context, our Hessian approximation is updated via the rule:
Hy =461
Hy = Hy_y + 20Ty, (mqe + 9T, (m +90) " ~ Hioy + 033 +1Tw, (9) T, (90)

Under these approximations, needed to consider the correct “basis” for the updates, we can examine the change in potential
function involving the accumulation:

o s = H ) = o[, = 511G~ B '50) = Hy (o m+ g0 - 3) - [,
= 2o~ Hm) o — H
= % [ (e — Hyme) — * it + % ||9t|\§1;1 = (91> (¢ — HZymy) — %)
from where we conclude that
(9o 00 —27) = 5 H( H,“yme) — x*Hi{t - % [ (@esr = Hy fmign) — x*HZt + % Hgt”ﬁl;l + (g0, Hy )
where we may use the upper bound
(v HAme) < 5 Lol + 5 I, < 5 (5100, + 5 1 @, )

for which the latter inequality follows from Lemma K.1. At this point, the entire analysis would go through just as in the
standard full-matrix Adagrad, except for the fact that the term < g, H_ 11mt> may be very large whenever H;_; fails to align
well with any of m; and g;.
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On the other hand, if we are willing to assume that these quantities are always well-aligned, in the sense that there exists an

€ such that .
~ 112 2 €
||9t||15{;11 + | Tw, (Qt)”H;}l < 2d

then we can obtain via a standard analysis with iterate bound R, that the regret R is bounded as

T-1 T—1
1 ~ 2 2 e d1l Ui o T
Ry < 5P <6d+ 03 (Il + 1T, (gt>2)> FTG+ g ndet (I + I3 (G + T (90 T (90)7)

t=0 t=0

T-1

_ B d
<O | Rooy| D (Il + 1T, (90)113) -d- T +Te
t=

Thus, provided that the truncated gradient norms are O (1) this upper bound is

[ R IT.d-2
€+O #k

which follows the non-truncated version, after increasing the number of iterations by a worst-case factor of %. In turn, this

factor is natural, and also occurs in the worst-case analyses of error feedback without pre-conditioning, e.g. (Alistarh et al.,
2018).
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