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Abstract

Recently, many large language models (LLMs)
have been proposed, showing advanced pro-
ficiency in code generation. Such generation
focuses on generating independent and often
method-level code, thus leaving it unclear how
LLMs perform in generating more complicated
tasks. To fill this research gap, researchers have
studied to construct prompt to achieve good
performance in complicated code generation,
i.e., class-level code generation, and they have
launched a corresponding benchmark, ClassE-
val, on generating and evaluating class-level
code. However, the obvious difficulty of class-
level code generation prompt construction lies
in that class-level prompt has longer texts than
those of method-level code generation, and at
the same time the input length of the released
models always has a limitation, such as: GPT-
3.5 and GPT-4 with 4096 tokens and 8192 to-
kens limitations respectively.

Therefore, it is important to research how to
construct the class-level prompt by pruning
some code tokens. Through the pruning strat-
egy, we add more code examples into prompt
to deliver as many semantic information as pos-
sible to LLMs. We introduce a new pruning
strategy, namely attention-guided strategy, to
this research point. By this pruning strategy,
we conduct experiments on code generation by
GPT-3.5, a kind of LLM proved to achieve ex-
cellent performance on generation tasks. In our
work, we adopt ClassEval benchmark dataset
specialized for class-level code generation to
conduct our experiments. Additionally, we
evaluate the strategy both in method-level and
class-level metrics, finding that this pruning
strategy is effective to prune appropriate tokens
for LLM to generate class-level code. Above
all, attention-guided strategy outperforms the
randomly pruning strategy with 4.2%, 10.2%
and 13% higher class-level code generation ac-
curacy by LLM. We also analyze the impact of
the quantity of code reduction on the quality of
code generation in LLM, concluding that prun-

ing under 40% of code snippets with extra 4
examples included can take great advantage of
the intelligence of LLM to contribute to perfect
class-level code generation.

1 Introduction

With the rapid advancement of large language mod-
els (LLMs), code generation from natural language
descriptions has seen significant progress in recent
studies(Kang et al., 2023a,b; Vikram et al., 2023).
Researchers have developed numerous LLMs, such
as SantaCoder(Allal et al., 2023), InCoder(Fried
et al., 2023), StarCoder(Li et al., 2023), GPT-
4(OpenAl, 2024), Instruct-CodeGen(Yuan et al.,
2023), Instruct-StarCoder(Du et al., 2024), and
CodeBERT(Feng et al., 2020a), all targeting code
generation by training on vast quantities of general
code corpus.These state-of-the-art models have im-
pressive capacities, capable of handling up to 2048
tokens with WizardCoder(Luo et al., 2023) and
8192 tokens with GPT-4(OpenAl, 2024). However,
the prevalent use of LLMs to generate short, inde-
pendent code snippets underutilizes their potential,
particularly in handling complex class-level code
generation tasks(Qin et al., 2024).

Current approaches often focus on generating short
code snippets with limited tokens, which fails to
leverage the full capacity of modern LLMs. De-
spite their advanced capabilities, these models are
often restricted by input length limitations, posing
a challenge for generating longer, more complex
code structures. The introduction of the ClassEval
benchmark(Du et al., 2023) aims to address this by
targeting class-level code generation with longer
and interdependent code snippets. However, man-
aging overlong inputs remains a critical concern,
as every LLM has inherent limitations on input
length.

Pruning strategies are essential for managing long
input code snippets(Lu and Debray, 2012), yet ex-
isting methods have limitations. Traditional code



pruning methods, often based on delta debugging
prototypes(Zeller and Hildebrandt, 2002), require
auxiliary deep models(Rabin et al., 2021; Suneja
et al., 2021), making them complex and resource-
intensive. Effective pruning must balance trimming
excessive tokens while preserving essential seman-
tic and structural information. This is particularly
challenging in class-level code generation, where
dependency and contextual information are crucial.
This paper introduces an attention-guided prun-
ing strategy, leveraging the attention mecha-
nism(Bahdanau et al., 2016) from CodeBERT to
selectively prune tokens from input prompts. By
trimming 10%, 20%, 30%, and 40% of input to-
kens, the strategy allows for the inclusion of more
ground-truth code generation examples, thereby en-
riching the prompt. Experiments conducted with
GPT-3.5 on the ClassEval benchmark demonstrate
the strategy’s effectiveness, showing improved per-
formance in class-level code generation tasks. The
attention-guided pruning method consistently out-
performs random pruning, maintaining stable per-
formance with minimal information loss when
pruning up to 40% of tokens. Our results indi-
cate advancements ranging from 4.2% to 13% in
PassQF evaluations, highlighting the strategy’s
potential in enhancing LL.M’s code generation ca-
pabilities. However, it also underscores the greater
complexity of class-level code generation com-
pared to method-level tasks due to higher depen-
dency and contextual requirements.

The key contributions of this paper are as follows.

* Pruning Strategy. We propose the simpli-
fication strategy of LLM’s prompt, named
attention-guided strategy.

* Efficacy on LLM’s code generation. This
simplification method optimizes the length of
prompts for contextual learning in large lan-
guage models, allowing them to encounter
richer contextual scenarios. Consequently,
this enhancement improves the effectiveness
of class-level code generation.

* Open Source. We have open-sourced all the
code on https://zenodo.org/records/11640097,
making it available for subsequent research to
facilitate deeper replication and further explo-
ration.

2 Background

In this section, we introduce the recent state-of-
the-art LLMs for code generation. We introduce

the benchmarks for code generation and focus on
class-level benchmark ClassEval in Appendix A.

2.1 Large Language Models for Code
Generation

Code generation is a classical task in computer
science which is to construct code snippets with
description in the human beings natural languages
and is nowadays been widely studied(Kang et al.,
2023a,c; Vikram et al., 2023). The recent LLMs,
pre-trained by large quantities of text corpora with
enormous number of parameters, achieve fantastic
performances in various NLP tasks (Chang et al.,
2024; Clark et al., 2020; Lample and Conneau,
2019) including code generation, such as: Chat-
GLM(Du et al., 2021) and the well-known GPT-
4(OpenAl, 2024). The prevalent LLM, GPT-4,
outperforms other models on HumanEval bench-
mark(Luo et al., 2023), and it achieves the highest
correctness score among other ten models on Clas-
sEval benchmark(Du et al., 2023). Hence, more
and more researchers tend to exploit the LLMs
to accomplish code generation tasks(Chen et al.,
2021; Shen et al., 2023). The code LLMs, which
are pre-trained by plenty of code snippets on pur-
pose, have stronger capacity than general LLM in
code generation tasks(Luo et al., 2023; Zan et al.,
2023; Christopoulou et al., 2022). From now on, a
large number of code LL.Ms have been proposed
including CodeBERT(Feng et al., 2020b), Wiz-
ardCoder(Luo et al., 2023), Instruct-StarCoder(Du
et al., 2024), Instruct-CodeGen(Yuan et al., 2023),
etc. Specifically, we take CodeBERT into detailed
introduction. CodeBERT is a bimodal pre-trained
language model by semantic representation from
several programming languages(Feng et al., 2020b).
The trained capacity of CodeBERT can be utilized
to solve kinds of downstream tasks including code
search and code summarization accomplished in
(Feng et al., 2020b). It has been demonstrated that
CodeBERT has a great advantage on understanding
semantics of code snippets than other deep learn-
ing models such as code2vec(Alon et al., 2019) and
ASTNN(Zhang et al., 2019). It is an encoder on
Transformer(Vaswani et al., 2017) structure. With
pre-trained CodeBERT, we can adopt it to down-
stream tasks by fine-tuning.

Additionally, prompt(Liu et al., 2023b) is widely-
used to inspire LLM’s creativity and intelligence so
prompt engineering arouses researchers’ attention
recently aiming to craft a well-structured prompt
tailored to a LLM and execute predictions with



anticipated high performance. Prompt is poten-
tial to be well self-adapted, proposing alternative
prompts to elicit further information or generate as-
sociated artifacts(White et al., 2023). There are two
main prompt engineering tasks which are prompt
template engineering and prompt answer engineer-
ing(Liu et al., 2023a).

3 Method

As mentioned before, the more tokens we feed
into input, the much more capability of understand-
ing requirements the LLM will achieve and the
more exactly the LLM will respond to your re-
quests(Minaee et al., 2024). Every large-scale lan-
guage model is subject to input token length restric-
tions, such as GPT-4 with a limit of 8192 tokens
and GPT-3.5 with a limit of 4096 tokens. There-
fore, we wonder how to deliver input prompt into
LLMs as many as possible meanwhile the LLM
won’t return an exceeded maximum length error
back.

In this section, we introduce the pruning method
to prune input tokens delivered into LLMs. Our
principle is to remove some unimportant tokens
and statements from the input of LLM, however,
retain essential information of input. Meanwhile,
we can add more practical code examples into the
pruned short prompt leading LLM to produce a
exact code answer.

To be more specific, we define a code snippet
C = {t1;... : t|¢|} , consisting of |C| tokens. Our
goal is to produce a pruned code snippet C;, which
retains only the max limitation length of L LLM
input tokens.

3.1 Implementation Process

The work of this paper contributes to prompt prun-
ing in order to convey more code generation exam-
ples into LLM. And the prompt inspires the model
to produce more specific code snippet to pass the
more test cases. There are two main processes
in the entire implementation including the prompt
pruning and evaluate output code snippet produced
by LLM as depicted in Figure 1.

At the beginning of the implementation, we con-
struct the prompt as mentioned in Appendix B and
add as many code generation examples as possible
from ClassEval dataset into the prompt. These ex-
amples are composed in the form of input-output
pairs which are the instruction of code generation
as input and the ground truth code snippet as output.

Certainly, these examples do not contain desired
code snippet and are chosen randomly. Then, we
conduct the emphasis of the work to prune the
prompt to restrict the length under the limitations
of token numbers of certain LLM, specifically the
"GPT-3.5-turbo" model!, with the methods intro-
duced in Section 3. The maximum input token
numbers of "GPT-3.5-turbo" model is set to 4096,
in other words we have to prune the instruction part
and examples part of the prompt other than testing
part in Appendix B due to the consistency of the
LLM input.

The second process is to request LLM with temper-
ature of O for the stability of LLM’s output, namely
GPT-3.5-turbo, to generate the code solution snip-
pet for each input processed prompt. Finally, we
evaluate the fresh produced code snippet by calcu-
lating the metrics PassQ1,Pass@3 and PassQ5
as illustrated in Section 4.2.

Prompt
Construction Pruning
Class-level Dataset Prompt Pruned Prompt
mmm
- @
(/)

Output Code Snippet GPT

Figure 1: Implementation Process On Prompt Pruning
and Evaluation

3.2 Attention-guided Pruning

The frequency-based selection strategy actually dif-
ferentiates the common used tokens and uncom-
mon used ones with great effectiveness in pruning
input code tokens, while it doesn’t perform well in
choosing the input code tokens of great significance
and semantic meaningfulness. In order to prune
tokens with regard for the semantic importance of
each token, we introduce an attention-guided prun-
ing strategy that chooses input tokens from code
snippet based on the attention weights produced by
BERT model, such as: CodeBERT and etc. The
tokens with high attention are not exactly matching
the tokens which occur frequently, especially some

'GPT-3.5-turbo is an advanced large language model de-
veloped by OpenAl, which serves as an enhanced version of
the GPT-3 series. And it is suitable for a variety of natural
language processing tasks.



method or class names obtain high attention when
feed into BERT model while these tokens just ap-
pear several times in the code snippet.

Algorithm 1 displays the simplified code program-
ming process. Firstly, we generate the attention of
each input code token through the BERT model
according to the empirical studying. Then, we se-
lect tokens separated from input code prompt with
higher attention after acquiring the tokens and its
corresponding attention. The algorithm is divided
into two phases: generating tokens’ attentions and
selecting tokens. In the first phase of the above al-

Algorithm 1: Attention-guided Pruning
Notation:
e (= t1,ta, ..

-+ t)c) Input code snippet
e A;: Attention scores from the BERT model
o« Cp =11, ... ,t" ¢ Pruned code snippet
Procedure:

1. Generate attention scores
for each ti,ts, ...ty € C do
L output <— BERT(t1,to, ..., tm);

Aty it  output.attentions;

2. Conduct 0-1 knapsack optimization
{t}iec, < 0-1 knapsack(values =
{A(t)iec},items = {t},cc, weights =
{[#[}sec capacity =
Model Input Length Limit);

3. Generate the final code snippet
Cp 1,15, ... ,t"co‘, where Cy € C;

gorithm, generating attention phase, first we divide
the input code snippet into input tokens which the
BERT model requires with the certain tokenizer.
Then we send several batches of input tokens into
BERT model and receive the output of the model,
and the each batch size m depends on the limita-
tion of the BERT model input length. Last, we
can extract the attention of each input token corre-
spondingly.

Second phase will contribute to the well-pruned
code snippet based on the attentions produced dur-
ing the first phase. We adapt a 0-1 backpack strat-
egy(Martello and Toth, 1987) to choose input to-
kens, where the separated input tokens can be con-
sidered as the items to be collected into the back-
pack, with the attention of each token being the

values, and the token numbers being the weights
because it is the number of tokens that really acts
when LLM preforms. Then chosen input code to-
kens will be detokenized into original input code
and concatenated into the pruned input code snip-
pet and finally the pruned input code snippet will
be sent into LLM which generates code we wanted
without exceeded input limitation error.

The time complexity of attention-guided pruning
algorithm is O(N * Lp), where Ly denotes the
target numbers of tokens. The cost of time mainly
owes to the 0-1 backpack algorithm. Additionally,
the 0-1 backpack algorithm demands to handle two-
dimensional array when programming dynamically,
costing space in memory.

4 EMPIRICAL STUDY

As mentioned before, we utilize the state-of-the-art
ClassEval benchmark to evaluate our methods of
class-level prompt engineering.

4.1 Models

In this work, our goal is to generate code in the
accordance with the processed prompt by means
of the method in Section 3, therefore we adopt the
prevalent GPT series models.

The core of GPT series models lies in the Trans-
former architecture(Ghojogh and Ghodsi, 2020),
a deep neural network framework renowned for
its proficiency in handling sequential data, particu-
larly in capturing long-range dependencies. Typi-
cally, GPT models consist of multiple Transformer
blocks, each comprising self-attention mechanisms
and feed-forward neural networks, stacked together
to form the entire model(OpenAl, 2024). The
uniqueness of GPT models lies in their pre-training
process. During pre-training, GPT models employ
unlabeled, large-scale text data for self-supervised
learning. By predicting the next token in a se-
quence task, GPT models learn semantic and syn-
tactic information from the text data, enabling
them to exhibit strong generalization capabilities
in downstream tasks. Masked language model-
ing is commonly employed as a pre-training task
for GPT models, which requires the model to pre-
dict masked tokens based on context. The two
most commonly used models are GPT-3.5 and
GPT-4 which just differ slightly in performance,
so we choose GPT-3.5 to generate the final output
code demanded by ClassEval benchmark. Table
1 presents the model we chose with their specific



Table 1: Expeimental Settings

Item Value
Model Name GPT-3.5-turbo-0613
Context Window 4096 Tokens
Temperature 0
parametres.

4.2 Metrics

To evaluate the output of LLMs, we adopt the
commonly-used Pass@k(Chen et al., 2021) metric
to measure the performance of LLMs, which calcu-
late the pass percentage of k£ generated code snippet
samples for each task. The calculation formula is:

il [~ (V)] 0

In Eq. 1, n stands for the total number of code
samples, c denotes the number of passed code sam-
ples, and k represents the number of samples cho-
sen from n code samples which is k£ in passQk.
In our work, although we pay more attention on
class-level code generation performance by LLMs,
we also take both the class-level Pass@Qk and
the method-level Pass@Fk into consideration with
class granularity and method granularity respec-
tively. The generated class-level code sample is
determined to be correct only if it has passed all
the method-level and class-level test cases.

For each method we test, we conducted sampling
to generate code samples and evaluate the per-
formance of each method by Pass@Qk with k =
{1,3,5}. We calculate the success rate of code
generation based on two kinds of Pass@k. The
first one, all success, indicates that the code snip-
pets generated in both attempts passed all test cases.
The second one, partial success, indicates that the
code snippets generated in one of the two attempts
passed all test cases without any exceptions or er-
rors. More details of implementation process are
displayed in Section 3.1.

Pass@k =

4.3 Baselines

In this section, we introduce the baseline experi-
ments. To perform a strong and effective validation,
the baselines are conducted under the same imple-
mentation pipeline as depicted in Section 3.1.

The first experiment we conduct, compared with
the pruning strategy we propose, is few-shot learn-
ing of LLM without pruning. Compared with the

experiments we test out pruning strategy, this base-
line is conducted under the process depicted in Fig-
ure 1 without the pruning process. In other words,
the prompt constructed from the ClassEval dataset
is directly fed into GPT. Furthermore, the prompt
includes only a single code generation example in
its examples part as described in Appendix B.

The second baseline experiment is conducted for
ablation study, named random pruning. This base-
line experiments are completely conducted under
the implementation same as the process depicted
in Figure 1. The core of this experiments to be
conducted is to prune stochastically the generated
prompt from ClassEval dataset with certain stochas-
tical distribution. This experiment is designed to
demonstrate whether our proposed strategy is effec-
tual when pruning for this experiment also conduct
prompt pruning but with random.

4.4 Experiment Settings

To validate the effectiveness of our method,
we tested the effects of the strategy under the
same baseline while ensuring consistent external
conditions for each strategy, including LLM
hyperparameters, the number of experiments,
and other factors. To simplify the complexity
of our experiments, we utilized the ClassEval
benchmark, as it is the most comprehensive for
class-level code generation, featuring a class-level
dataset, pipeline, and evaluation framework. In our
work, we take all 100 class -level code generation
tasks in ClassEval into experiments. The prompt
consists of examples in the form of input-output
pairs which are the instruction as input and the
ground truth code snippet as output. In addition,
the desired code snippet does not emerge in
those examples, chosen stochastically, in the
prompt. With several tries of pruning tokens from
prompt, we find that pruning over 40% tokens can
destroy both semantics and structure of prompt
and the prompt just contains some meaningless
and unrelated tokens. Therefore the the pruning
strategy is tested with the set of prune percentages:
10%, 20%, 30%, and 40% which averagely supply
4 code generation examples to the prompt. For
the attention-based pruning strategy, we used
the CodeBERT model with default parameters
to generate specific attention values and set the
window length to 500 tokens.

During the code generation phase, we employed the
GPT-3.5 model from the GPT series, specifically
using the official model name GPT-3.5-turbo-0613,



with a temperature setting of 0.

5 Results

5.1 Opverall Evaluation Accuracy

Through the above experiments, the attention-
guided strategy performs really well on class-level
code generation especially when the pruning pro-
portion is 10% to 30%. Figure 2 shows the class-
level and method-level Pass@1 of LLM, GPT-
3.5-turbo, on ClassEval benchmark by pruning
prompt. Considering space limits, we just present
the class-level Pass@1 and, certainly, method-
level Pass@1 with attention-guided pruning strat-
egy. Table 2, 3, 4, 5 present the evaluation results,
PassQk, of both the class-level generation and the
method-level generation with nucleus sampling®
on ClassEval benchmark by means of the pruning
algorithm. Those tables present the strategy we
propose, the ablation study and few-shot experi-
ments without pruning which generates code snip-
pets with one example fed into the LLM without
any pruning. As indicated in tables, the achieved
results are presented in the form of "A/B", where A
represents the Pass@Fk when each generated exam-
ple passes through all test cases, while B represents
the Pass@Qk when the generated examples only
satisfy a subset of the test cases in the ClassEval
benchmark. In accordance with Figure 2 and Table
2,3,4,5, we have the following observations.

Comparison among pruning quantities. As
shown in Figure 2, it is obvious to conclude that
LLM performs similarly when we prune a little
fraction of input prompt at the range of percent-
age from 10% to 30%. The Class-level PassQk
is around 8.7% and the method-level PassQF sta-
bilises at around 20.1% with the max difference
of 0.5% and 1.3% respectively. This is mainly be-
cause we feed as many examples as possible into
the input prompt when cutting some tokens out.
Therefore, the LLM reserves the enough under-
standing of the input prompt and obtains abundant
code generation information from the input prompt
even pruned. However, the LLM performs inferior
when the pruning percentage of input prompt aug-
ments to 40% with the only Pass@F of Class-level
and Method-level, 3.4% and 10.4% respectively.

*Nucleus sampling is also known as top-p sampling. By
selecting the next token from a subset of top-probability to-
kens, it ensures the generated content is both coherent and
contextually rich.

The sharp declination of the LLM performance
is on account of the excessive pruning of the in-
put prompt which contributes to the destruction of
prompt semantics, misunderstanding the LLM to
generate code snippets casually.

Finding 1: The performance of both method-
level and class-level code generation stabilizes
when pruning the input prompt of LLM in a
small portion mainly because of its structural
integrity and appended extra examples. In ad-
dition, pruning really works in code generation
tasks compared to the few-shot learning with-
out pruning. Whereas huge amount of prompt
pruning destroys the basic structure of input
prompt and limits the intelligence of LLM to
generate code as wanted which causes the lower
Pass@Fk. These findings indicate that it is un-
necessary to pay more attention on pruning
quantities of input prompt tokens.

206 s = class-level
20% method-level
18.5

8.6 i 8.4

0% 10% 20% 30% 40%
(Zero-shot Baseline)
Pruning Percentage

Figure 2: Pass@ I on ClassEval with Attention-guided
Pruning

5.2 Ablation Study and Analysis

We conduct ablation study with the simplest and
most straightforward strategy, the lexical exclu-
sion, which randomly selects some tokens from
initial code snippet C), and drop them out to meet
the input length limitation of LLM. For every to-
ken t € T, we define the variable p,, to imply
whether the token chosen will be kept(r,, = 1)
or dropped(r,, = 0) which follows the Bernoulli
distribution:

rw ~ Bernoulli(p)

2

Cp = {w|w € Candr,, > 0} @

where p = L/|Clis the probability of choosing a
token from the code snippet. From the above equa-
tion, lexical exclusion has been proved to be robust



Table 2: Pass@k of Code Generation by Pruning Strategy with 20% Reduction

Class-level Method-level
Experiments All Success/Partial Success All Success/Partial Success
P Pass@1 Pass@3 Pass@5 Pass@1 Pass@3 Pass@5
Few-shot Without Pruning 4%17.0% 9%/16.5% 10%/20% | 13.0%/15.9%  29.4%/36.2%  33.0%/41.2%
Random Pruning 6%/10.8% 153%/27.0%  21%/36% | 15.0%/19.7%  36.6%/47.9%  47.4%/61.2%
Attention-guided Pruning | 9.2%/17.0% 22.2%/40.8% 28%/51% | 21.4%/26.9% 50.2%/63.1% 60.2%/75.7%
Class-level Pass@1 for Three Strategies Class-level Pass@3 for Three Strategies Class-level Pass@5 for Three Strategies
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Figure 3: Class-level Results of Three Strategies

to diverse networks and models, meanwhile it could
prune input tokens exceeding max length limitation
effectively. With the same implementation process
described in Section 3.1, lexical exclusion is con-
ducted as the ablation study for its random choices
of tokens from input prompt. Through compari-
son between their results, it is clear whether the
attention-guided strategy is actually effective.
After conducting the above ablation study, we take
this study and the attention-guided strategy into
comparison. Table 2, 3, 4 present the performance
of the prompt pruning strategy introduced in Sec-
tion 3 with the proportion of pruning from 10% to
40% under two generation strategies, class-level
and method-level, on ClassEval benchmark. Based
on results presented in these tables, the pruning
strategy deliver quite great performances on LLM
code generation.

Ablation study results show that attention-
guided pruning strategy works well. On the one
hand, the attention-guided pruning strategy achieve
the better performance of both the class-level and
method-level generation, when the pruning percent-
age is lower than 40% leading to the effective input
prompt as explained before (i.e., the improvements
in all-success class-level generation range from
1.4% to 4.2% on Pass@Q1, from 3.3% to 10.2%
on Pass@3 and from 4% to 13% on Pass@5). In
addition, the attention-guided pruning strategy re-
mains better or approximate performance than ran-
dom pruning on method-level generation(i.e., the
improvements up to 6.5% on Pass@1, up to 13.6%
on Pass@3 and up to 16.4% on Pass@5). Even
though the pruning percentage comes up to 40%,

the attention-guided pruning still remains good per-
formance on code generation. The main reason of
the advantages of attention-guided pruning strategy
lies in two aspects.

Firstly, attention-guided strategy focuses on each
token of input prompt rather than an entire word
or statement as illustrated in Section 3.2. There-
fore, attention-guided strategy takes the smaller
granularity of input prompt into consideration com-
pared to the ablation study, which avoids conduct-
ing prompt roughly. As two examples depicted
in Figure 5, there are some meaningless tokens
like "_" are pruned under strategy we propose as
well as some tokens can be inferred from the con-
text like "item". Additionally, the tokens we con-
ducted through attention-guided pruning strategy
are generated from certain tokenizers and the LLM
recognizes the input text practically in this perspec-
tive. Therefore pruning tokens from input prompt
is an advanced manner resulting in awesome per-
formance of the attention-guided strategy.
Secondly, it is attention of input tokens that
attention-guided pruning strategy really concerns
with. The attention is produced by CodeBERT
model through delivering the batch by batch con-
text of input prompt into BERT model. Therefore,
the attention value represents the significance of
corresponding token amid the context. The higher
a token’s corresponding attention value is, the more
semantically meaningful the token is and the more
necessary it is to contribute to the understanding
of LLM on code generation. In other words, the
attention value is kind of measure scale on the im-
portance of its corresponding token in model’s view.



Finding 2: Attention-guided pruning strategy
is the effective pruning strategy we proposed
at the certain pruning percentage. This strategy
performs well on code generation task mainly
because of the small granularity of pruning and
the contextual consideration related to the atten-
tion score which generated from CodeBERT.

Comparing Class-level code generation and
Method-level code generation. As depicted in
Figure 2, both the class-level code generation and
the method-level generation performs well espe-
cially when the pruning percentage is under 40%
for it causes huge damage in prompt semantics.
Specifically, the method-level generation and the
class-level generation performs best when prun-
ing 20% input prompt tokens on ClassEval bench-
mark, which Pass@1 is 21.4% and 9.2% respec-
tively. Even with the pruning percentage set as
high as 40%, the accuracy performance is sustained
at 10.4% for class-level generation and 3.4% for
method-level generation. However, on the one
hand, the improvement at Pass@k in the class-
level code generation is not equivalent to an equal
improvement in the method-level experimental re-
sults. It is because a certain improvement in class-
level code tasks means several methods in this class
performs well. Therefore a little improvement in
class-level code generation task is of great signifi-
cance which means several methods are improved
through certain strategy. It can be concluded that
the method-level code generation has a better per-
formance Pass@Fk than the other one according
to the Table 2, 3, 4, 5 does not mean our strategy
is more suitable for method-level code generation
tasks.

On the other hand, improvements of Pass@Fk in
class-level code generation can lead to higher im-
provements in method-level code generation tasks,
because a class passing all test cases implies that
every method within the class successfully passes
all corresponding cases in method-level tasks. A
4.6%, 5.2%, and 4.4% increase in the final class-
level results contribute to a 7.6%, 8.4%, and 5.8%
increase in the final method-level results, respec-
tively. It is the improvements in class-level code
generation tasks that really make sense in our code
generation tasks which take contextual information
into consideration.

Finding 3: A large difference lying between
the class-level code generation and the method-
level code generation is the complexity in a
class including a large number of methods
and, most importantly, the context and relation
among methods in a class. Improvements in
class-level code generation tasks are of signifi-
cance and can result in the larger improvements
in method-level code generation. Through prun-
ing strategy we proposed class-level code gen-
eration performs great improvements leading to
method-level tasks’ improvements either.

6 conclusion

This work proposes a novel attention-guided prun-
ing strategy for tackling challenging class-level
token-level code generation, where attention is
used to optimise LLMs’ input prompts. We report
experiments on the challenging ClassEval bench-
mark code generation tasks, where our attention-
guided pruning outperforms random pruning on
class-level code generation when pruning less than
40% of tokens from inputs. Taking advantage of
the context and focusing on the fine-grained token-
level adjustment demonstrates that attention-guided
pruning is significantly better than random pruning
for both class-level and well-studied method-level
code.

Our results illustrate the potential of attention-
guided pruning to boost the performance of LLM:s.
Future work will continue to evaluate the appli-
cation of this approach under various program-
ming languages and more diverse coding con-
texts, and develop a reliable system that effectively
utilises pruning in delivering code, both human-
and machine-sounding, efficiently.

7 Limitations

This paper proposes an attention-guided prompt
pruning strategy and demonstrates through experi-
ments its efficacy in enabling large language mod-
els (LLMs) to generate desired class-level code
with validated accuracy. However, there are sev-
eral limitations to this study. Firstly, the study
employs only the ClassEval benchmark dataset for
code generation and evaluation, without applying
and testing the proposed strategy on other class-
level datasets. Secondly, the evaluation metric used
is PassQFk, without conducting subjective manual
assessments from a programmer’s perspective on



class-level code generation. Lastly, this work uti-
lizes only GPT-3.5 for class-level code generation,
lacking validation of the strategy’s generalizabil-
ity across various state-of-the-art LLLMs. These
aspects will be potential directions for future re-
search.
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A ClassEval Benchmark and Class
Skeleton in ClassEval

A benchmark typically encompasses various NLP
tasks, and likewise, a code benchmark requests a
natural language description of the task and pro-
vides the ground truth code snippet as output. Clas-
sEval benchmark(Du et al., 2023) is one such code
benchmark designed specifically for class-level
code generation. This benchmark comprises con-
structed class skeletons, test suites, and canoni-
cal solutions, collectively forming the ClassEval
class-level code generation benchmark(Du et al.,
2023). All 100 class-level code tasks within Clas-
sEval were manually constructed in Python due
to its prevalence (Srinath, 2017) incurring nearly
500 person-hours of effort. These class-level code
generation tasks encompass practical programming
scenarios prevalent in industry and are derived from
three sources. Firstly, they draw upon the prece-
dent of code tasks from previously proposed bench-
marks such as HumanEval(Luo et al., 2023) and
MBPP(Austin et al., 2021). Secondly, they lever-
age the Python Package Index (PyPI), which houses
a vast array of Python development packages that
can be used to design various code tasks manu-
ally. Thirdly, they are shaped by the insights of
experienced programmers with 2-8 years of Python
development experience.

To streamline the construction of test suites, Clas-
sEval adopts the widely-used unittest framework
of Python along with diverse assertion APIs. For
class-level benchmarking, ClassEval test cases en-
compass all methods within a class, ensuring that
each method is invoked at least once during testing.
A notable feature of the ClassEval benchmark is the
design of the class skeleton format, as illustrated in
Figure 4. The manual skeleton structure has been
carefully crafted based on the consensus of expe-
rienced authors, adhering to four key principles:
dependency, class constructor, method functional-
ity, and method parameter and return value.
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import logging
import datetime

class AccessGatewayFilter: Class Name

def __init__ (self):

pass

Class Constructor

def filter(self, request): Method Signature

:param request: dictionary, the incoming request Parameters and

details Return
:return: bool, True if the request is allowed, False.
Otherwise
>>> filter = AccessGatewayFilter() Method Invoking
>>>filter.is_start with('/api/data’)
True™"

def is_start_with(self, request_uri): Method Signature

Parameters and

:param request_uri: str, the URI of the request\n

:return: bool, True if the URI starts with certain. Return
prefixes, False otherwise
>>> filter = AccessGatewayFilter()

>>> filter.is_start_with('/api/data’)

Method Invoking

True™"

Figure 4: An Example of Class Skeleton in ClassEval

B Prompt Design

Then we describe the designation of the original
prompt without pruning in the class-level code gen-
eration task. The prompt can be divided into three
parts as follows:

* Instruction
The instruction part is the core of the whole
input prompt, which contains the name and
skeleton of the target code. Here is the con-
struction of the instruction part with the name
and skeleton of the ground truth class.

Please complete the class ${Class
Name} in the subsequent code. ${Class
Skeleton}

* Examples
As mentioned in Section 2, we feed examples
into the input prompt as many as possible in
order to lead LLMs to better understanding of
code generation. In this way, the Examples
part is necessarily contained with the longest
length of the three parts. Our pruning strategy
is conducted in this part to shorten the whole
length of the prompt. The following is the



sample of an example, which the whole exam-
ples’ part consists of several diverse examples
from ClassEval benchmark dataset. Certainly,
each example contains instruction part, simi-
lar as presented before, and solution part from
ClassEval benchmark dataset.

Example n:

Please complete the class ${Example
Class Name} in the following code.
${Example Class Skeleton} //To be
pruned.

The solution is:

${Example Class Solution} //To be
pruned.

Testing

The testing part is the final prompt fed into
LLM with the required class skeleton and ex-
amples of code generation. The ultimate struc-
ture of the input prompt is shown as follows:

#You are an expert programmer.Here
are some coding examples, you can
learn from these examples:

Example 1:

Please complete the class xxx in the
following code.

class samplel :

defmi(pl,...):

‘d.e.fmZ(tI,. o)l

#Below is an instruction that describes a
task. Write a response that appropriately
completes the request.

### Instruction:

class xxx: // Required class
defmi(pl,...):

// Method Introduction

def m2(tl,...):

// Method Introduction

### Response:

C Attention-guided Pruning Visualization

As presented in the paper, attention-guided pruning
performs effectively in class-level code generation.
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Below, we visually demonstrate the effect of the
attention-guided pruning strategy on an initial class
within the ClassEval benchmark dataset. The two
images of Figure 5a and 5c show the original code
of the class examples we selected from the Clas-
sEval dataset. The two images Figure 5b and 5d
display the code after applying the aforementioned
attention-guided pruning strategy. We set the prun-
ing percentage to 20% (our previous results indi-
cate that pruning 20% of the code tokens achieves
the best performance with Attention-guided prun-
ing). As shown in Figure 5, the attention-guided
pruning strategy indeed removes some tokens, but
essentially retains the structure of the original class.
Pruned by our proposed strategy, the prompt still in-
cludes the class name, method names, and method
signatures. Specifically, some meaningless tokens
like "_" in methods name, some tokens can be eas-
ily inferred from context like "item" and other un-
necessary symbols like "*" are pruned according
to Figure 5 in red lines. As we can see, the pruned
class remains almost complete semantics which
are "to manage shopping items, their prices, quan-
tities, and allows to for add, remove, view items,
and calculate the total price" and "to calculate the
area of different shapes, including circle, sphere,
cylinder, sector and annulus" respectively in Fig-
ure 5b and 5d. Also it remains the main structure
of the original class. This is mainly because the
attention-guided pruning strategy is based on the
LLM’s understanding of the text, specifically the
attention mechanism, to perform the pruning.

D Experiment Results on Different
Pruning Proportion

This section presents, Table 3,4,5, the other results
of our experiments of both the class-level gener-
ation and the method-level generation which the
pruning proportions are 10%, 30% and 40%.



Table 3: Pass@k of Code Generation by Pruning Strategy with 10% Reduction

Class-level Method-level
Experiments All Success/Partial Success All Success/Partial Success
Pass@1 Pass@3 Pass@5 Pass@1 Pass@3 Pass@5
Few-shot Without Pruning 4%I17.0% 9%/16.5% 10%/20% 13.0%/15.9%  29.4%/36.2%  33.0%/41.2%
Random Pruning 5.6%/11.2%  13.5%/27.0% 17%/34% 15.8%/21.0%  38.4%/50.6%  49.0%/63.7%
Attention-guided Pruning | 8.6%/16.7% 21.4%/39.2% 28.6%/47.3% | 20.6%/26.5% 48.9%/62.3% 60.1%/74.9%

Table 4: Pass@k of Code Generation by Pruning Strategy with 30% Reduction

Class-level Method-level
Experiments All Success/Partial Success All Success/Partial Success
Pass@1 Pass@3 Pass@5 Pass@1 Pass@3 Pass@5
Few-shot Without Pruning 4%/7.0% 9%/16.5% 10%/20% | 13.0%/15.9%  29.4%/36.2%  33.0%/41.2%
Random Pruning 4.2%17.6% 10.2%/183%  13%/23% | 13.3%/189%  31.7%/44.9%  39.0%/55.0%
Attention-guided Pruning | 8.4%/15.6% 20.4%/37.5% 26%/47% | 18.8%/23.3% 44.9%/55.6% 55.4%/68.5%

Table 5: Pass@k of Code Generation by Pruning Strategy with 40% Reduction

Class-level Method-Ievel
Experiments All Success/Partial Success All Success/Partial Success
P Pass@1 Pass@3 Pass@5 Pass@1 Pass@3 Pass@5
Few-shot Without Pruning | 4%/7.0%  9%/16.5% 10%/20% | 13.0%/15.9% 29.4%/36.2%  33.0%/41.2%
Random Pruning 2%/4.6%  5.4%/11.4%  8%/15% 11.1%/16.0%  27.43%/38.2%  35.3%/47.4%
Attention-guided Pruning | 3.4%/7.0% 8.7%/17.4% 12%/23% | 10.4%/14.9%  25.9%/36.3%  34.1%/46.6%
class ShoppingCart: class ShoppingCart:
def __init__(self): def __init_ (self):
self.items = {} self.items = {}
def (add@item(self, item, price, quantity=1): def (additem(self, item, price, quantity=1):
if @tem in self.items: if in self.items:
selffitems[item] = {'price': price, 'quantity': quantity} self.[item] = {'price': price, 'quantity': quantity}
else: else:
self.@tems[item] = {'price': price, 'quantity': quantity} self.[item] = {'price': price, 'quantity': quantity}
def remove_item(self, d@tem, quantity=1): def removeitem(self, , quantity=1):
if (item in self.items: if in self.items:
self.@tems[item] ['quantity'] -= quantity self.[item] ['quantity'] -= quantity
else: else:
pass pass
def wiewliitems(self) —> dict: def @iewWitems(self) —> dict:
return self.items return self.items
def (totalliprice(self) — float: 16 def tutalhrice(self) —> float:
17 return sum([item['quantity'] * item['price'] for @tem in return sum([item['quantity'] *x ['price']l for in self.items.
self.items Malues()]) On
(a) Original Class 1 (b) Class 1 After Attention-guided Pruning
import math import math
class AreaCalculator: class AreaCalculator:
def __init__ (self, radius): def __init_ (self, radius):
self.radius = radius self.radius = radius
def calculate_circle_area(self): def calculate_circle_area(self):
return math.pi * self.radius *x 2 return math. *x self.radius **x 2
def calculatelsphere_area(self): def calculatehere_area(self):
return 4 x math.pi x self.radius %k 2 return 4 * math. * self.radius *x 2
def calculaté_cylinder_area(self, height): def calculatecylinder_area(self, ):
return 2 x math.pi * self.radius & (self.radius +(height) return 2 * math. * self.radiusself.radius +)
def calculate_sector_area(self, angle): def calculatearea(self, angle):
return self.radius *x 2 @& angle @/ 2 return.radius *x 2(angle 2
def calculate_annulus_area(self, inner_radius, outer_radius): def calculateann(self, innerradius, outerradius):
14 return math.pi® (outer_radius sk 2(= inner_radius & 2) 14 return math. (outerradius ** 2 innerradius)

(c) Original Class 2

(d) Class 2 After Attention-guided Pruning

Figure 5: Two pairs of examples of original class(left) and pruned class(right) by attention-guided pruning
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