
SPvR: Structured Pruning via Ranking

Abstract

Deep neural networks have achieved state-of-the-
art performance in multiple domains but are in-
creasingly resource-intensive, limiting their de-
ployment on constrained devices. We introduce
Structured Pruning via Ranking (SPvR), a novel
structured pruning approach to address this chal-
lenge for classification tasks. SPvR prunes pre-
trained networks in terms of function composi-
tion and network width while adhering to a user-
specified parameter budget. Our method leverages
local grouping and global ranking modules to gen-
erate smaller yet effective networks tailored to
a given dataset and model. Finally, we train the
pruned networks from scratch, instead of fine-
tuning. Our evaluations demonstrate that SPvR sig-
nificantly surpasses existing state-of-the-art prun-
ing methods on benchmark datasets, using standard
architectures. Even with a 90% reduction in size,
SPvR’s sub-networks experience a minimal drop
in test accuracy (< 1%) while on ImageNet1K, we
outperform all baselines by achieving < 1% Top-
5 accuracy drop when pruning 70% of ResNet50
parameters. Additionally, when compared to Mo-
bileNetV3, an SPvR pruned network improves the
Top-1 accuracy by 3.3% with 20% less parame-
ters. Furthermore, we empirically show that SPvR
achieves reduced inference latency, underscoring
its practical benefits for deploying neural networks
on resource-constrained devices.

1 INTRODUCTION

Highly over-parameterized, deep neural networks have
shown remarkable proficiency in learning effective represen-
tations in diverse domains such as computer vision [Wang
et al., 2023, Yuan et al., 2021, He et al., 2016], natural lan-

guage processing [Wu et al., 2023, Radford et al., 2019, De-
vlin et al., 2018] and speech [Radford et al., 2023, Baevski
et al., 2020]. However, their deployment on commercial, es-
pecially low-end, hardware is impeded by their substantial
size, leading to large memory requirements and extended in-
ference times. Consequently, recent deep-learning research
has pivoted toward methods for reducing model size. These
include network pruning [Fang et al., 2023, Blalock et al.,
2020, Li et al., 2016, Molchanov et al., 2016, LeCun et al.,
1989], low-rank weight approximation [Li et al., 2023a,
Swaminathan et al., 2020, Denton et al., 2014], weight quan-
tization [Li et al., 2023b, Gong et al., 2020, Courbariaux
et al., 2016], and knowledge distillation [Liang et al., 2023,
Pan et al., 2020, Hinton et al., 2015], with pruning receiv-
ing notable attention for its effective balance between size
reduction and performance.

Network pruning is generally classified into two approaches:
unstructured and structured. The former involves masking
individual weights, leading to sparse models [Frankle and
Carbin, 2018], while the latter prunes entire neurons or
channels, resulting in dense sub-networks [Li et al., 2016].
Sparse models often necessitate specialized hardware for
efficiency [Han et al., 2016], whereas dense sub-networks
can reduce both inference time and storage requirements on
conventional hardware. However, most structured pruning
techniques are model-specific and tailored to particular net-
work architectures such as Convolutional Neural Networks
[Li et al., 2022, Sui et al., 2021, Luo and Wu, 2020] or lan-
guage models [Ma et al., 2023, Hou et al., 2020, McCarley
et al., 2019]. Many of these methods either overlook the
dataset’s role in pruning [He et al., 2019, Li et al., 2016]
or require training the original large model to identify the
optimal sub-network [Xia et al., 2022, Hou et al., 2020,
Fan et al., 2019]. Furthermore, pruning algorithms need
to generate optimal sub-networks tailored to user-defined
parameter budgets, considering the varying sizes of the tar-
get deployment devices [Tiwari et al., 2021, Dupont et al.,
2021].

In response to these challenges, we introduce SPvR (Struc-
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tured Pruning via Ranking), a novel, structured pruning
approach tailored for classification tasks. SPvR is applica-
ble to any pre-trained network, without the need to train
the original extensive model. It employs a local grouping
module that partitions similar neurons layer by layer for
efficient pruning alongside a global ranking module that
assesses the overall importance of these groups. Based on
a predefined parameter budget, the least significant groups
are eliminated, resulting in a dense, smaller sub-network
with reduced depth and parameter count. This layer reduc-
tion which typically occurs at high pruning rates is vital for
lowering inference latency, as structured pruning often leads
to irregular layer widths, which are not optimal for GPU
utilization. After pruning, the resulting dense sub-network is
re-initialized and trained from scratch. We choose to retrain
instead of fine-tuning as the observations made in the semi-
nal work by Liu et al. [2018] demonstrate that for structured
pruning, the resultant architecture is more important than
the retained weights.

Extensive evaluations on benchmark datasets, including CI-
FAR10 [Krizhevsky et al., 2009], Tiny ImageNet [Le and
Yang, 2015], ImageNet Deng et al. [2009], and CityScapes
[Cordts et al., 2016], using distinct architectures, namely,
VGG16 [Simonyan and Zisserman, 2014], ResNet34 [He
et al., 2016], ResNet50 [He et al., 2016], and SegNet [Badri-
narayanan et al., 2017], demonstrate that SPvR’s recom-
mended shallower sub-networks significantly outperform
other methods across all datasets and pruning rates, while
also achieving notably lower inference latency due to their
reduced depth. Furthermore, we exhibit the applicability
of our method to resource-constrained devices by demon-
strating that an SPvR pruned network with 20% fewer pa-
rameters significantly outperforms MobileNetV3 Howard
et al. [2019], a model specifically designed for mobile phone
CPUs.

1.1 OUR CONTRIBUTIONS:

• Development of an Efficient Pruning Algorithm:
Our primary contribution is the development of Struc-
tured Pruning via Ranking (SPvR), a novel, structured
pruning approach. SPvR is capable of effectively gen-
erating shallow and dense sub-networks tailored to
specific datasets, pre-trained models, and user-defined
parameter budgets. Unlike some state-of-the-art meth-
ods such as OTOv2Chen et al. [2023], SPvR only ne-
cessitates backpropagation on the pruned model (re-
training) rather than the original, massive network.

• Comprehensive Evaluation Demonstrating En-
hanced Performance and Efficiency: Through ex-
tensive experimental evaluations, we demonstrate that
sub-networks generated by SPvR, when trained from
scratch, consistently outperform existing pruning meth-
ods as well as hand-crafted architectures. This superior

performance is observed across a range of benchmark
datasets. Furthermore, a significant contribution of our
work is the achievement of reduced model inference
latency. This aspect is crucial for deploying neural net-
works in resource-constrained environments, aligning
with the growing need for efficient and fast computa-
tional models.

2 RELATED WORK

Structured pruning strategies for convolutional neural net-
works have seen a variety of approaches [He and Xiao,
2023]. Weight-dependent methods, including norm-based
filter pruning (ℓ1 and ℓ2 norms), focus on filter removal
based on their norms Li et al. [2016], while Filter Prun-
ing via Geometric Median (FPGM) targets filters near the
geometric median of a layer He et al. [2019]. However,
these methods overlook the data’s influence on the final
architecture. Activation-based pruning, such as HRank Lin
et al. [2020] and CHIP Sui et al. [2021], remove filters
by analyzing activation ranks or cross-channel correlations.
Techniques like ThiNet Luo et al. [2017] and NISP Yu
et al. [2018] determine filter importance through reconstruc-
tion error or feature ranking, respectively. CURL Luo and
Wu [2020] employs KL-divergence for channel masking
and global filter removal. These methods, however, suf-
fer from being time-consuming (e.g., HRank), neglecting
output layer changes (CHIP), or using suboptimal rank-
ing (ThiNet, CURL). Regularization approaches like Net-
work Slimming Liu et al. [2017] target filters with mini-
mal scaling factors in batch normalization layers, whereas
optimization-based methods, such as those using Taylor
Expansion Molchanov et al. [2019], rank filters by weight
and gradient impacts. Random Channel Pruning (RCP) in-
tegrates the Lottery Ticket Hypothesis, selecting pruned
models for further training [Li et al., 2022, Frankle and
Carbin, 2018]. Both regularization and optimization require
initial full model training. OTOv2 (Only Train Once) Chen
et al. [2023] stands out by pruning both vision and language
models. However, these techniques necessitate training the
original, large network from scratch to identify pruned sub-
networks. Unlike most structured pruning methods our pro-
posed technique focuses on depth reduction to lower infer-
ence latency, offering a significant advantage in resource
efficiency by retraining only the pruned networks.

3 SPVR: AN EFFICIENT MODEL
PRUNING ALGORITHM

Structured Pruning via Ranking (SPvR) is a novel, network
pruning algorithm that assesses the global importance of
neurons/filters through forward passes on the original net-
work, targeting the least important ones for pruning. This
approach reduces parameter count and the network’s depth,
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leading to faster sub-networks during training and inference
compared to those from other pruning methods. SPvR com-
prises two key components: a local grouping module that
clusters similar neurons/filters within layers and a global
ranking module that prioritizes these groups for efficient
pruning.

3.1 RANKING MODULE

Let fθ be an L layer neural network parameterized by θ
where θ = {θ1, θ2, · · · , θL}. Here, θi represents the pa-
rameters of layer i while θij denotes the j-th neuron/filter
at layer i. Given a dataset D = {(x0, y0), · · · , (xn, yn)}
composed of input and output pairs xk and yk, respectively,
the task of training fθ is solving the following minimization
problem:

min
θ

1

n

n∑
k=1

E(yk, fθ(xk)) (1)

where E is the error function, fθ(xk) ∈ Rc is the softmax
final output of fθ for a given input xk and c is the number
of classes. A neuron is important if its removal significantly
changes the output of fθ. Let fMi

j(θ)
denote the network

after masking j-th neuron/filter in the i-th layer from the
original network. More precisely, Mi

j is defined as follows:

Mi
j(θ) =

{
θmr if m ̸= i ∨ r ̸= j

0 otherwise

Masking θij may lead to one of the following cases:

1) ∥fθ(xk)− fMi
j(θ)

(xk)∥2 < ϵ

argmax
p

fθ(xk)p = argmax
p

fMi
j(θ)

(xk)p

2) ∥fθ(xk)− fMi
j(θ)

(xk)∥2 ≥ ϵ

argmax
p

fθ(xk)p = argmax
p

fMi
j(θ)

(xk)p

3) ∥fθ(xk)− fMi
j(θ)

(xk)∥2 < ϵ

argmax
p

fθ(xk)p ̸= argmax
p

fMi
j(θ)

(xk)p

4) ∥fθ(xk)− fMi
j(θ)

(xk)∥2 ≥ ϵ

argmax
p

fθ(xk)p ̸= argmax
p

fMi
j(θ)

(xk)p

Here ϵ → 0. If removing θji results in case 1, it is considered
the least important neuron/filter. On the other hand, if the
removal of θij leads to case 4, it is considered the most
important neuron/filter. Following the above cases, under the
i.i.d. assumption [Molchanov et al., 2019], the importance

of the j-th neuron in the i-th layer is determined by:

Ii
j =

n∑
k=1

L
(
fθ(xk), fMi

j(θ)
(xk)

)
(2)

where, L = I +
∣∣∣fθ(xk)q − fMi

j(θ)
(xk)q

∣∣∣
I =

1 if argmax
p

fθ(xk)p ̸= argmax
p

fMi
j(θ)

(xk)p

0 otherwise

Here, q = argmax
p

fθ(xk)p indicates the class predicted

by fθ(xk). The inclusion of I in the scoring function L is
motivated by the idea that if masking a neuron/filter leads
to a misclassification, it should be considered crucial for
the task and assigned a higher importance value. Given that∣∣∣fθ(xk)q − fMi

j(θ)
(xk)q

∣∣∣ ≤ 1, assigning a value less than
1 diminishes the significance of misclassification, while any
value above 1 has the same effect on the final ranking (the
scores may vary, but the rank remains consistent). Therefore,
in our experiments, we assign 1 for misclassifications. If two
different neurons/filters result in the same number of mis-
classifications including no misclassifications, as indicated
by I , the tie is resolved by

∣∣∣fθ(xk)q − fMi
j(θ)

(xk)q

∣∣∣, which
assesses the deviation in the predicted class’s probability
before and after masking.

3.1.1 SPvR Ranking Function vs KL Divergence

Sub-optimal ranking criteria have previously been em-
ployed to gauge the impact of masking a neuron/filter on
a network’s final output, thereby estimating its importance.
CURL [Luo and Wu, 2020], a state-of-the-art method, uses
a criterion based on KL-divergence. We demonstrate the
advantage of our approach over KL-divergence with an ex-
ample, further supported by a detailed empirical evaluation
in Appendix A.

Consider a three class classification task where a pre-
trained network’s final layer has three neurons represent-
ing classes 0, 1 and 2, respectively, with a softmax func-
tion applied to the output. For a sample input x yield-
ing fθ(x) = [0.1, 0.3, 0.6]T from the model, the sample
is classified as belonging to class 2. Now, for three neu-
rons indexed by j = 1, j = 2 and j = 3 in the i-
th layer, let fMi

1(θ)
(x) = [0.1, 0.6, 0.3]T , fMi

2(θ)
(x) =

[0.01, 0.1, 0.89]T and fMi
3(θ)

(x) = [0.1, 0.8, 0.1]T . The
neuron at j = 3 is the most crucial since its removal leads
to misclassification along with a large change in output fol-
lowed by j = 1 (misclassification) and j = 2 (no effect
on the network’s classification accuracy). Let θ′ = Mi

1(θ),
θ′′ = Mi

2(θ) and θ′′′ = Mi
3(θ). We calculate the impor-

tance of neurons at j = 1, j = 2 and j = 3 using both KL
divergence and our proposed method.
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KL (fθ(x) ∥ fθ′(x)) = 0.20

KL (fθ(x) ∥ fθ′′(x)) = 0.32

KL (fθ(x) ∥ fθ′′′(x)) = 0.78

L (fθ(x), fθ′(x)) = 1.3

L (fθ(x), fθ′′(x)) = 0.29

L (fθ(x), fθ′′′(x)) = 1.5

In this scenario, the KL divergence criterion incorrectly
assigns greater importance to the neuron at j = 2 in com-
parison to j = 1, whereas our proposed ranking function
accurately identifies the correct ranking.

3.2 GROUPING MODULE

Determining Ii
j for individual neurons/filters in a wide and

deep network is computationally expensive. In order to make
SPvR more compute efficient, we group layerwise similar
neurons/filters so that Ii

j estimates the importance of the
j-th group in the i-th layer where the size of the group
is a hyperparameter denoted by d. Let S ∈ Rn×m be a
network’s intermediate layer output. The similarity between
two neurons/filters is measured by the correlation between
their output activations/channels given by the following
correlation matrix, C ∈ Rm×m:

C = ŜT Ŝ (3)

where, Ŝ = S̄
1√
n
Diag

(
S̄T S̄

)−1/2

and, S̄ = S − 1

n
1n1

T
nS

Algorithm 1 Grouping Module

Input: Correlation Matrix C, group-size d
Let G = {} (set of sets) ,Q = {1, · · · ,m}
for j ∈ Q do
T = Indices corresponding to top d values in C(j,:)

G.append(T )
C(:,T ) = −∞
Q = Q \ T

end for
Output: G

Here, Diag
(
S̄T S̄

)
is a diagonal matrix where the diagonal

entries are equal to the diagonal entries of S̄T S̄. Using C,
the neurons are partitioned into mutually exclusive groups
using Algorithm 1 where, C(j,:) denotes the j-th row and
C(:,T ) denotes all columns indexed in T . In the case of
CNNs, the output of the i-th layer is denoted by a tensor
Si ∈ Rn×m×w×h where n is the number of samples, m is
the number of output channels and w, and h are the width
and height of each output channel, respectively. In such a
scenario, the tensor is first reduced to a matrix, Si

pq ∈ Rn×m

as follows:

Si
pq =

w∑
r=1

h∑
t=1

|Si
pqrt|

∀p ∈ {1, 2, · · · , n} and ∀q ∈ {1, 2, · · · ,m}

(4)

Applying Eqn. 3 and Algorithm 1 on Si
pq yields the groups

for the current layer. Although Eqn. 3 describes a linear
correlation, we find that it works well in practice while
being lightweight to compute.

Once the neurons/filters are grouped, the importance of each
group across all layers is assessed using the ranking module.
These groups are globally sorted throughout the model, and
the least important ones are pruned away until the desired
parameter count is reached. At high pruning rates, this pro-
cess may result in the pruning of entire layers, as we do not
impose a minimum threshold for layer pruning. Such a sce-
nario, known as layer collapse, leads to entire layers being
removed, rendering a network untrainable [Tanaka et al.,
2020]. This poses a challenge for methods that rely on pre-
served weights for subsequent fine-tuning. In contrast, our
approach views the pruned sub-network as a new model and
initializes (re-initialization) its parameters through standard
initialization techniques. After re-initialization, the pruned
networks undergo training from scratch, a strategy recom-
mended by Liu et al. [2018]. Consequently, layer collapse is
a beneficial feature of our method contributing significantly
to reducing inference latency in the pruned models at high
pruning rates. Ultimately, SPvR autonomously identifies the
optimal number of layers and the precise layerwise width of
the final pruned architecture for the specific dataset, model,
and parameter budget.

SPvR Pruning Time Complexity: The grouping module
requires only a single forward pass through the original
large model to compute layerwise groups across the en-
tire network while the ranking module requires

∑L
i=1

⌈
mi

d

⌉
number of forward passes where mi is the number of neu-
rons/filters at the i-th layer of an L layer neural network
and d is the group size, a hyper-parameter. Hence, the time
complexity of our pruning algorithm, similar to most other
pruning algorithms is O(n) where n is the number of sam-
ples.

4 EXPERIMENTAL SETUP

4.1 DATASETS AND MODELS

We evaluate our method on four datasets ranging from small
to large scale: CIFAR10 [Krizhevsky et al., 2009] (50K
training samples, 10K test samples and 10 classes), Tiny
ImageNet (100K training samples, 10K test samples and
200 classes) [Le and Yang, 2015] and ImageNet1K Deng
et al. [2009] (1200K training samples, 50K validation sam-
ples and 1000 classes). For CIFAR10, Tiny ImageNet and
ImageNet1K, we utilize VGG16 with batch normalization.
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Table 1: Comparison of the Top-1 and Top-5 accuracy scores on the CIFAR10, Tiny ImageNet and ImageNet1K datasets,
for multiple pruning methods at different levels of pruning for the VGG16, ResNet34 and ResNet50 networks, respectively.
Higher values are better. Bold values indicate the best score. The Param column indicates the percentage of parameters
removed from the original model.

Methods

Dataset Model Param Base ℓ1 ℓ2 Taylor FPGM RCP HRank CURL NISP OTOv2 SPvR

CIFAR
10

VGG16
(Top-1)

00% 94.25 - - - - - - - - - -
70% - 93.53 93.45 93.23 92.72 86.68 92.84 94.18 92.51 93.20 94.21
80% - 92.60 92.99 92.87 91.63 85.90 93.09 93.89 91.48 92.70 94.33
90% - 92.05 91.64 91.55 90.85 84.00 92.36 93.49 90.28 91.07 94.43
95% - 90.20 90.36 90.37 88.41 84.09 91.44 92.14 88.77 91.03 93.64
98% - 87.32 87.64 87.22 87.09 83.78 91.10 91.66 87.00 87.88 92.60

Tiny
Image

Net

Res
Net34

(Top-1)

00% 63.02 - - - - - - - - - -
70% - 60.95 60.50 60.65 60.73 58.18 57.90 58.38 57.06 58.72 62.89
80% - 58.73 58.51 59.40 59.14 56.52 55.30 56.85 54.76 59.05 62.55
90% - 56.42 56.78 57.06 56.22 54.21 52.85 55.13 52.62 55.94 60.36
95% - 55.07 54.96 55.16 52.88 50.65 50.55 48.33 50.82 52.10 58.95
98% - 52.15 51.18 51.59 50.42 45.46 46.83 39.49 45.10 47.73 55.84

Tiny
Image

Net

Res
Net34

(Top-5)

00% 83.22 - - - - - - - - - -
70% - 81.59 81.28 81.68 81.68 80.51 80.27 80.68 79.39 82.04 83.08
80% - 80.65 80.58 80.61 80.39 79.26 78.85 80.22 77.56 82.18 82.73
90% - 79.30 79.40 79.79 78.70 78.08 77.02 79.81 76.78 81.00 82.34
95% - 79.16 78.32 78.86 76.46 75.57 75.68 74.80 75.35 78.66 81.59
98% - 76.68 77.42 77.42 76.13 72.19 73.26 67.46 71.89 74.66 80.72

Image
Net1K

Res
Net50

(Top-1)

00% 76.32 - - - - - - - - - -
40% - 73.82 73.89 71.69 74.83 75.13 74.98 - 75.43 - 75.58
70% - 70.07 70.91 - - - 69.10 73.39 - 72.20 73.70
80% - 68.11 69.00 - - - - - - 70.10 72.18

Image
Net1K

Res
Net50

(Top-5)

00% 92.89 - - - - - - - - - -
40% - 91.76 91.82 91.01 92.32 92.52 92.33 - 92.45 - 92.69
70% - 89.23 89.57 - - - 89.58 91.46 - 90.70 91.91
80% - 88.06 88.43 - - - - - - 89.30 90.58

[Simonyan and Zisserman, 2014], ResNet34 and ResNet50
[He et al., 2016] models, respectively. The selection of
datasets, models, and their specific combinations is based
on the structured pruning literature [Hoang and Liu, 2023,
Goyal et al., 2020, Krishnan et al., 2019].

4.2 BASELINES

For CIFAR10 and Tiny ImageNet, we compare against ℓ1
norm, ℓ2 norm, Taylor expansion, HRank, FPGM, CURL,
Random Channel Pruning (RCP), NISP, and OTOv2. For
ImageNet1K, we compare against the same methods but
report the results as detailed in their respective publications.

4.3 IMPLEMENTATION DETAILS

Our experiments were conducted using PyTorch v2.3.1
[Paszke et al., 2019] on an NVIDIA A100 GPU. Since

no pre-trained models are available for CIFAR10 and Tiny-
ImageNet, we generate our own "pre-trained" versions of
VGG16 and ResNet34 by training them from scratch to
achieve the maximum reported accuracy on their respective
datasets. On the other hand, we use an ImageNet1K pre-
trained ResNet50 model for pruning. For training VGG16,
ResNet34 and ResNet50, we employed SGD with a momen-
tum of 0.9 as the optimizer along with the cosine annealing
scheduler [Loshchilov and Hutter, 2016]. The learning rate
for each experiment was determined through a grid search
within the range [0.0001, 1.0]. Training durations were set at
200 epochs for VGG16 with a batch size of 128, 100 epochs
for ResNet34 with a batch size of 512 and 100 epochs for
ResNet50 with a batch size of 256. The group size, d, was
set to 2, 4 and 8 for CIFAR10, Tiny ImageNet1K and Im-
ageNet experiments, respectively. The pruning library by
Fang et al. [2023] was utilized to implement the baseline
methods, except for OTOv2. On the ImageNet1K dataset,
we compare SPvR’s performance against the results reported
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(a) (b) (c)

Figure 1: Inference latency for (a) VGG16, (b) ResNet34 and (c) ResNet50. The results are reported in terms of milliseconds
averaged over 1500 runs with a standard deviation of 0.01− 0.001. Smaller values are better.

by the baseline methods. Further implementation informa-
tion is provided in Section D in the Appendix. Details on the
architectures recommended by SPvR and their correspond-
ing size on disk at various pruning percentages are available
in Section C in the Appendix while architecture-specific
pruning implementations are provided in Section B in the
Appendix.

5 RESULTS

5.1 PERFORMANCE AGAINST BASELINES

Table 1 showcases the top-1 accuracy for CIFAR10 and
both top-1 and top-5 accuracies for Tiny ImageNet and Ima-
geNet1K. The results clearly indicate that SPvR surpasses
all other pruning methods at every pruning stage across all
three models by a significant margin. Notably, our method
enhances the performance of the VGG16 model when 90%
of its parameters are pruned while maintaining a minimal
accuracy drop of less than 1% even after a 95% reduction
in parameters. On the Tiny ImageNet dataset, our pruned
ResNet34 networks exhibit less than a 1% drop in top-5
accuracy, even with 90% of the model pruned, far surpass-
ing every other pruning baseline. Similarly, our 70% pruned
ResNet50 achieves less than 1% drop in Top-5 accuracy on
the ImageNet1K dataset while also displaying the least drop
in Top-1 accuracy with increasing pruning rate. As observed
by Li et al. [2022], ℓ1 and ℓ2 pruning methods are incredibly
tough-to-beat baselines when trained using the correct set
of hyper-parameters.

5.2 RETRAINING VS FINE-TUNING

Is retraining critical for structured pruning? Although Liu
et al. [2018] answer in the affirmative, we further investigate
this phenomenon by comparing the performance of training
from scratch against fine-tuning on all chosen datasets and

models. For fair evaluation, we choose the highest pruning
rate where depth reduction has not occurred since layer
removal, in the case of fine-tuning, requires learning new
connections from scratch. Table 2 demonstrates that fine-
tuning performs worse than training from scratch for all
networks when trained for the same number of epochs with
the best learning rates selected using grid-search. The gap is
more pronounced for higher pruning rates which is in line
with the observations of Liu et al. [2018].

Table 2: A comparison between Fine-Tuning (FT) a pruned
model versus Training From Scratch (TFS). All accuracy
scores are reported in %.

Dataset Model Params FT TFS

CIFAR10 VGG16 60% 93.40 94.25
TinyImageNet (Top-1) ResNet34 60% 61.60 62.91
TinyImageNet (Top-5) ResNet34 60% 82.70 83.11
ImageNet1K (Top-1) ResNet50 90% 67.77 69.37
ImageNet1K (Top-5) ResNet50 90% 87.91 89.08

5.3 INFERENCE LATENCY

We also examine model inference latency, defined as the
time it takes for a model to make a prediction for a single
sample. The inference latency is significantly affected by
the network’s layerwise width, where non-standard layer
structures (not a power of two) minimally impact the pre-
diction time for a single sample. We chose not to focus on
FLOPs count since models of similar sizes can have iden-
tical FLOPs but vastly different inference latencies [Liu
et al., 2021]. The inference latency, measured in millisec-
onds and averaged over 1500 runs, is displayed in Fig. 1.
Techniques that globally rank and remove neurons or filters
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Table 3: Comparison of the Top-1 and Top-5 accuracy scores on the CIFAR10, Tiny ImageNet and ImageNet1K datasets,
for multiple pruning methods at a single level of pruning for the VGG16, ResNet34 and ResNet50 networks, respectively.
Each pruned model is trained from scratch. Higher values are better. Bold values indicate the best score. The Param column
indicates the percentage of parameters removed from the original model.

Methods

Dataset Model Param ℓ1 ℓ2 Taylor FPGM RCP HRank CURL NISP SPvR

CIFAR10
VGG16
(Top-1)

90% 92.70 92.12 91.65 91.00 88.07 93.10 93.69 90.01 94.43

TinyImageNet

ResNet34
(Top-1)

90% 56.20 56.88 57.16 56.23 54.25 52.35 55.43 52.93 60.36

ResNet34
(Top-5)

90% 79.10 79.30 79.89 78.60 78.28 77.34 80.00 76.97 82.34

ImageNet1K

ResNet50
(Top-1)

80% 71.50 71.45 - - - - - - 72.18

ResNet50
(Top-5)

80% 90.30 90.40 - - - - - - 90.58

tend to create more irregular layer widths compared to lay-
erwise pruning methods, leading to slower inference times
such as in the CURL-based sub-networks compared to the
original, unpruned networks. Conversely, SPvR-generated
sub-networks exhibit significantly reduced inference latency,
benefiting from decreased depth even with irregular layer
widths. Specifically, at the 98% pruning level for VGG16,
SPvR-generated sub-networks demonstrate remarkably low
latency. For ResNet34 and ResNet50, our recommended sub-
networks consistently show lower inference latency than
those generated by other methods across all pruning stages.

Table 4: A 94% pruned ResNet50 against MobileNetV3 on
ImageNet1K. Param - model parameters in Million.

Model Param (M) Top-1 Acc.

MobileNetV3-small 2.4 65.40
MobileNetV3-minimal 2.0 61.90
ResNet50-pruned 1.6 65.20

5.4 APPLICATION TO MOBILE PHONES

The MobileNet [Howard et al., 2017] family of networks are
highly efficient models specifically designed to run on mo-
bile phone CPUs with MobileNetV3 [Howard et al., 2019]
being the latest model. These networks have been developed
through hours of careful research combined with automated
architecture search methods such as Neural Architecture
Search. Instead, we advocate that SPvR can be used to
quickly find an efficient architecture for a given dataset and
parameter budget. To demonstrate this, we prune a ResNet50
model down from 25.6M parameters to 1.6M, train it on

the ImageNet dataset and compare the results against the
MobileNetV3 networks. Table 4 shows that our pruned net-
work performs at par with MobileNetV3-small while having
33% fewer parameters and achieves 3.3% better Top-1 accu-
racy than MobileNetV3-minimal while having 20% fewer
parameters.

5.5 APPLICATION TO IMAGE SEGMENTATION

We trained a SegNet[1] model having a VGG16 encoder
and decoder backbone on the CityScapes dataset [2]. The
CityScapes dataset contains 5000 annotated images with
20 labels. We consider 20 samples per class and a group
size, d = 4 to generate the groupings and rankings. Since
a semantic segmentation task is essentially a classification
task over each pixel, we sum the L term in Eqn. 2 over all
pixels, i.e.,

L =

w×h∑
u=1

I +
∣∣∣fθ(xk)q − fMi

j(θ)
(xk)q

∣∣∣
where w and h are the width and height of the image. The
original SegNet model achieves 51.2% IoU whereas its 80%
pruned version using SPvR achieves 46.5% IoU.

6 ABLATION STUDY

6.1 RETRAINING VS ARCHITECTURE

Does SPvR’s success stem from the architecture of the
pruned sub-networks or retraining them from scratch? To an-
swer this question and disentangle the performance benefits

7



(a) (b) (c)

Figure 2: (a) Change in Top-1 accuracy and time required to prune 98% of the VGG16 network with increasing group size,
(b) Change in Top-1, Top-5 accuracy and time required to prune 98% of the ResNet34 network with increasing group size
(c) Change in Top-1, Top-5 accuracy and time required to prune 98% of the ResNet50 network with increasing group size

of training from scratch from our generated sub-networks,
we re-run all experiments for each baseline, training them
from scratch except for OTOv2 which already re-trains the
original pre-trained model. We produce the results on a sin-
gle but high pruning rate for all datasets as it should be
enough to demonstrate the efficacy of our sub-networks.

As per Table 3, the sub-networks generated by each method
show a slight improvement in accuracy when trained from
scratch except for RCP on the CIFAR10 dataset where its
score increases by 4%. On the ImageNet1K dataset, we
report results for all baselines as made available by the
corresponding authors. For this particular experiment, we
only train the models generated by ℓ1 and ℓ2 norm methods
as they form one of the strongest baselines. We find that
both sub-networks benefit from retraining by up to 3% but
are yet unable to outmatch the performance of SPvR. In
general, none of the methods are able to achieve comparable
performance to SPvR indicating the importance of the sub-
networks generated by our method.

6.2 IMPACT OF GROUP SIZE ON
PERFORMANCE AND PRUNING TIME

To understand the impact of group size d, we observe the
change in the accuracy of pruned networks and the time
required for pruning under varying values of d. We per-
form this ablation study for only the maximum level of
pruning as it is the worst-case scenario regarding both accu-
racy and time. Hence, we ablate the VGG16, ResNet34
and ResNet50 networks at a pruning rate of 98% for
d = {2, 4, 8, 16, 32}, d = {4, 8, 16, 32} and d = 8, 16, 32,
respectively. It is expected that values of d closer to 1 pro-
duce fine-grained pruning results but at the cost of slower
rankings. According to Figs. 2a, 2b and 2c, our hypothesis is
indeed validated with SPvR generally being robust to group
size as the top-1 accuracy drop for d = (2−32) for VGG16

is about 1%, the top-5 accuracy drop for d = (4 − 32)
for ResNet34 is about 2% and the top-5 accuracy drop
from d = (8− 32) for ResNet50 is about 1%. At the same
time, for d = 32, SPvR can prune VGG16, ResNet34 and
ResNet50 under 6 seconds, 8 minutes and 30 minutes,
respectively.

7 CONCLUSION

We introduced Structure Pruning via Ranking (SPvR), an
efficient model pruning algorithm that efficiently prunes
vision and language models without requiring backpropa-
gation on the original, pre-trained models. Our approach
leverages a novel combination of local layerwise grouping
and global ranking to prune less significant neuron or fil-
ter groups guided by user-defined parameter budgets. This
process results in the generation of compact sub-networks
with reduced depth and parameter counts. Key highlights
of our contribution include the empirical validation of the
re-initialization strategy through the lens of Geometric
Complexity, demonstrating its effectiveness for structurally
pruned networks. Furthermore, our comprehensive evalu-
ation across various benchmark datasets and models con-
firms SPvR’s superior performance. The algorithm outpaces
both existing pruning methods as well as hand-crafted ar-
chitectures in terms of accuracy and achieves significant
reductions in inference latency. Our findings underscore the
potential of SPvR in addressing the deployment challenges
of large neural networks on resource-constrained devices.
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SPvR: Structured Pruning via Ranking
(Supplementary Material)

A SPVR RANKING FUNCTION VS KL DIVERGENCE: EMPIRICAL EVALUATION

In order to show the superiority of our ranking function in a more practical setting, we train a single hidden layer feed-
forward neural network on a binary classification synthetic dataset and compare the neuron rankings produced by the KL
divergence criterion and our method against the ground truth. Specifically, the data is generated as per the algorithm in
[Guyon, 2003] using the scikit-learn library [Pedregosa et al., 2011]. The number of features and samples are set to 100 and
1000, respectively. To introduce noise into the dataset, the binary labels corresponding to each sample are flipped to either 1
or 0 with a probability of 0.02 which also introduces imbalance into the dataset. A single hidden layer feed-forward neural
network with 64 neurons in the hidden layer and ReLU activation along with 2 neurons in the output layer and softmax
activation is trained on the synthetic dataset using the Adam optimizer [Kingma and Ba, 2014] with a learning rate of 0.001.
Once the network is trained, the ground truth ranked list is generated by measuring the number of misclassifications that
occur when masking individual neurons with higher misclassifications being attributed to more important neurons. We
choose this as the ground truth since the main philosophy of pruning is to remove parameters that do not hurt the final
accuracy of a model. Two more ranked lists are generated using our ranking function and the KL divergence criterion,
respectively. The Kendall Tau rank correlation metric [Kendall, 1938], a non-parametric rank similarity measure, is used to
evaluate the rank performance of both methods in comparison to the ground truth where a value of 1 indicates exact rank
association while a value of 0 indicates no association. Table 5 demonstrates that our ranking criterion is much better suited
for the task of computing neuron importance for pruning in comparison to the KL divergence criterion.

Table 5: Evaluation of the neuron ranks produced by our proposed ranking function and the KL divergence criterion against
the generated ground truth ranked list in terms of the Kendall Tau rank correlation metric. Bold values indicate the best
performance with 1 being the highest achievable score.

Ranking Methods Kendall Tau Rank Correlation

SPvR Ranking criterion 0.861
KL Divergence criterion 0.586

Remark A.1. Measuring only the number of misclassifications does not provide the complete picture of a neuron’s importance
as the change induced in the final output layer needs to be taken into account in order to correctly rank neurons with the
same number of misclassifications.

B PRUNING STRATEGIES

Pruning VGG16: Pruning networks without skip connections, such as VGG16, is relatively straightforward. The ranking
module provides a sorted list of groups that must be pruned. One can iterate over the list and discard the least important
groups until the user-supplied target parameter budget is reached. The remaining groups form the smaller sub-network.

Pruning ResNets: The ResNet type architectures have two sets of skip connections, known as identity and projection
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shortcuts [He et al., 2016]. Layers with the same number of filters share the identity shortcut, while layers with different
numbers of filters require a projection. When iterating over the sorted list provided by the ranking module, if a group from a
particular layer is discarded then the least significant group from each subsequent layer with an identity shortcut is discarded
until a group from a layer after a projection shortcut is encountered.

C PRUNED ARCHITECTURES

C.1 VGG16

Table 6: The number of channels per layer for each pruning percentage. Here, "M" denotes the position of the max-pooling
layer. The Param column indicates the percentage of parameters removed from the original model. The Size column denotes
the actual size of the model on disk in megabytes.

Param
Model
Size

Architecture

00% 112 64, 64, "M", 128, 128, "M", 256, 256, 256, "M", 512, 512, 512, "M", 512, 512, 512, "M"
70% 33.7 58, 64, "M", 126, 128, "M", 238, 224, "M", 192, 192, 94, "M", 56, 482, 512, "M"
80% 22.5 58, 64, "M", 126, 128, "M", 238, 224, "M", 192, 192, 94, "M", 56, 196, 512, "M"
90% 11.2 54, 64, "M", 124, 128, "M", 224, 220, "M", 174, 110, "M"
95% 5.56 42, 64, "M", 110, 126, "M", 170, 138, 92, "M"
98% 2.25 36, 62, "M", 78, 112, "M", 92, 44, 46, "M"

C.2 RESNET34

Table 7: The number of channels per layer per block with the number of blocks being denoted by × and each block being
denoted by [.]. The Param column indicates the percentage of parameters removed from the original model. The Size column
denotes the actual size of the model on disk in megabytes.

Param Size Architecture

00% 163 [64, 64]×3, [128, 128]×4, [256, 256]×6, [512, 512]×3
70% 46.8 [60, 60]×3, [112, 112]×4, [328, 328]×3
80% 30.6 [60, 60]×3, [104, 104]×4, [256, 256]×3
90% 15.2 [60, 60]×3, [100, 100]×4, [152, 152]×3
95% 8.03 [60, 60]×3, [76, 76]×4, [88, 88]×3
98% 2.72 [60, 60]×3, [36, 36]×4, [44, 44]×3
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C.3 RESNET50

Table 8: The number of channels per layer per block with the number of blocks being denoted by × and each block being
denoted by [.]. The Param column indicates the percentage of parameters removed from the original model. The Size column
denotes the actual size of the model on disk in megabytes.

Param Size Architecture

0% 195 [64, 64, 64]×3, [128, 128, 128]×4, [256, 256, 256]×6, [512, 512, 512]×3
40% 118 [64, 64, 64]×3, [120, 120, 120]×4, [240, 240, 240]×6, [328, 328, 328]×3
70% 60.3 [64, 64, 64]×3, [112, 112, 112]×4, [200, 200, 200]×6, [152, 152, 152]×6
80% 41.5 [56, 56, 56]×3, [112, 112, 112]×4, [168, 168, 168]×6, [96, 96, 96]×3
95% 12 [56, 56, 56]×3, [88, 88, 88]×4, [64, 64, 64]×6

D IMPLEMENTATION DETAILS

Hyper-parameters for each method were adopted from their respective publications, except RCP, where we sampled 20
sub-architectures instead of 100 due to resource constraints. Consistency was maintained across all methods, including
SPvR, in terms of optimizer, scheduler, batch size, and training duration. In the ranking phase of SPvR, similar to CURL,
only a subset of the dataset was used. Specifically, 50 training samples per class were randomly selected for both CIFAR10
and Tiny ImageNet and 20 samples per class for the ImageNet datasets.
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