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Abstract— Existing Transformer-based dehazing methods for
remote sensing (RS) images, to avoid quadratic computation
complexity with respect to the feature map size, either perform
self-attention mechanisms within local windows or capture
long-range dependencies in the channel dimension rather than
spatial. Each of these methods has its drawbacks. To address
these limitations, we propose the Proxy and Cross-Stripes
Integration Transformer (PCSformer) for RS image dehazing.
PCSformer introduces two innovative Transformer blocks, i.e.,
sliding cross-stripes Transformer block and local proxy-based
global Transformer block. The former allows us to directly
model long-range dependencies and capture rich contextual
information for large-scale objects in RS images. The latter
seeks valuable information for thick haze regions within the
whole feature map, generating more consistent and realistic
scene details for such regions. Both achieve a large receptive
field with cost-effective computational complexity within a single
Transformer block. Furthermore, we introduce a shallow deep
model with a small receptive field to conduct local refinement,
which can mitigate artifacts associated with a large receptive field.
Finally, to facilitate the better application of dehazing models to
downstream visual tasks, we contribute two large-scale datasets
for RS image dehazing. Experiments indicate that the dehazing
models trained on our datasets can better assist downstream
visual tasks under hazy atmospheric conditions compared to
the dehazing models trained on existing datasets. Quantitative
and qualitative experiments demonstrate that the proposed
PCSformer significantly outperforms existing state-of-the-art
techniques on dehazing benchmarks, particularly excelling in
the restoration of thick haze scenes. The code and datasets are
available at https://github.com/SmileShaun/PCSformer.

Index Terms— Deep learning, dehazing dataset, remote sensing
(RS) image dehazing, vision Transformer (ViT).
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I. INTRODUCTION

REMOTE sensing (RS) images captured in hazy scenarios
inevitably suffer from poor visibility and low contrast.

These adverse effects severely impede the performance of
high-level computer vision tasks (e.g., object detection [1] and
semantic segmentation [2]). Consequently, RS image dehazing
has garnered significant attention in recent years.

The haze imaging equation, utilized to characterize the
degradation process in hazy images, is given by [3], [4], [5]

I (x) = J (x)t (x) + A(1 − t (x)) (1)

where x represents the coordinates of a pixel’s position in the
image, I represents the captured hazy image, J represents
scene radiance image (i.e., haze-free image), A represents
atmospheric light, and t represents medium transmission
map. Due to spatially variant t and atmospheric light A,
image dehazing is typically an underconstrained problem.
To resolve this ambiguity, early image dehazing methods
utilize preexisting knowledge and assumptions (i.e., priors) to
impose additional constraints among the unknown variables.
Examples include dark channel prior (DCP) [6], color-line
prior [7], nonlocal prior [8], and elliptical boundary prior [9].
However, prior knowledge does not hold for certain images,
leading to suboptimal dehazing performance.

Since AlexNet [10] achieved victory in the ILSVRC-2012,
many image dehazing methods based on convolutional neural
networks (CNNs) and vision Transformers (ViTs) have been
proposed. Initially, CNN-based methods employed deep neural
networks to estimate t (x) and used prior assumptions to
estimate A. Pioneering methods in this category, such as
DehazeNet [11] and the one proposed by Ren et al. [12],
achieved improved estimation for transmission maps compared
to prior-based methods. Current methods favor end-to-end
models to directly learn the haze-free image or the residual
of hazy image [13], [14], [15], [16]. With the advent of
ViT [17], numerous image dehazing methods based on
the Transformer architecture have emerged [18], [19], [20],
[21], [22], [23], [24], [25]. To circumvent the quadratic
relationship between computation complexity of full self-
attention mechanism and feature map size, existing methods
either perform self-attention in a local window [18], [19], [20],
[21], [22], [23] or capture global long-range dependencies
in the channel dimensions rather than spatial [24], [25]. The
former sacrifices one fundamental characteristic of ViT, i.e.,
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the direct modeling of long-range dependencies. Moreover,
its effectiveness may be decreased when a local window
is entirely covered by a thick haze region, as valuable
information may be lacking within the confined local window.
The latter incurs high computational costs when dealing with a
large number of channels, and performing self-attention in the
channel dimension leads to a lack of model expressive power.
In the context of thick and nonhomogeneous RS haze removal,
there is an urgent need to design a specialized architecture to
address the aforementioned issues.

Our key insight is that under constrained computational
overhead, achieving global receptive fields in a single
Transformer block is crucial rather than relying on a stack of
multiple Transformer blocks. Following this insight not only
captures rich contextual information for large-scale objects
(such as bridges, football fields, and so on) commonly present
in RS hazy images to enhance the model’s expressive power
but also prevents a decrease in accuracy caused by the absence
of valid content when attention windows encompass numerous
tokens projected from thick haze regions.

Based on the aforementioned insights, we propose the
Proxy and Cross-Stripes Integration Transformer (PCSformer)
for RS image dehazing. Drawing inspiration from Cswin
Transformer [26], we introduce a sliding cross-stripes Trans-
former block. This block performs self-attention calculations
in both vertical and horizontal stripes concurrently, where each
stripe provides abundant contextual information for large-scale
objects. In addition, we propose a shifted stripes scheme and
efficient batch computation approach, further enhancing the
modeling power of PCSformer. Then, leveraging a crucial
observation that the attention weight map exhibits cross-
scale similarity, we introduce a local proxy-based global
Transformer block. Specifically, for each nonoverlapping small
patch, we employ the multiexpert system (MOE) to select
a proxy token and conduct self-attention with all other
proxy tokens in the feature map. By controlling the small
patch size, we attain global self-attention in a highly cost-
effective manner. The local proxy-based global Transformer
block efficiently propagates valuable information from thin
haze regions to thick haze regions, avoiding the accuracy
degradation issue caused by the complete coverage of the local
attention window by thick haze during dehazing. This results
in finer and more consistent texture and structural details.
Subsequently, we incorporate a shallow deep network with
a small receptive field to restore better local texture details
that may not be restored by the large receptive field of the
global Transformer blocks and eliminate artifacts. The local
refinement stage is computationally economical to have a small
overhead and sufficiently expressive to provide additional
flexibility when handling diverse types of information.

Researchers currently utilize pairs of synthetic hazy images
and corresponding ground-truth images to train deep RS
image dehazing networks. However, existing open-source RS
image dehazing datasets either have a small number of
images [22], [27], [28] or lack commonly occurring objects
in downstream tasks (such as object detection [1] or semantic
segmentation [2]) in the images [18]. The former limitation
may lead to overfitting, resulting in poor generalization. The

latter limitation results in the inability to significantly improve
the performance of downstream computer vision tasks in hazy
scenes after using a trained dehazing model to preprocess
hazy images compared with not preprocessing hazy images.
However, an important role of image dehazing algorithms
is to serve as a preprocessing step to assist downstream
computer vision tasks in hazy scenarios. To overcome these
challenges, we propose synthesizing hazy images using large-
scale RS object detection datasets (e.g., DIOR [29]) and
RS semantic segmentation datasets (e.g., LoveDA [30]). This
approach not only facilitates the acquisition of large-scale
datasets but also allows the dehazing model to learn prior
knowledge about downstream task scenarios during training.
Consequently, it can better preprocess hazy images, thereby
improving the performance of downstream tasks in hazy
scenes. Our experiments demonstrate the effectiveness of this
approach.

The contributions of our work can be summarized as
follows.

1) We establish an expressive and general RS image
dehazing framework named PCSformer. PCSformer has
achieved state-of-the-art results on multiple benchmarks,
particularly excelling in thick haze removal, while
maintaining a lower parameter count and FLOPs.

2) We propose two innovative Transformer blocks, i.e.,
sliding cross-stripes Transformer block and local proxy-
based global Transformer block. These blocks are
capable of capturing rich contextual relationships for
large-scale objects commonly observed in RS images
and providing better restoration results for thick haze
regions.

3) We incorporate a local refinement stage with a small
receptive field, which significantly enhances visual
quality and facilitates the recovery of rich texture and
structural details, mitigating artifacts associated with a
large receptive field.

4) We contribute two large-scale nonhomogeneous RS
image dehazing benchmarks. After preprocessing hazy
images with a dehazing model trained on our datasets
rather than existing datasets, there is a more significant
improvement in the performance of downstream com-
puter vision tasks.

II. RELATED WORK

A. Prior-Based Methods

As discussed in the Introduction, the prior-based dehazing
methods rely on haze imaging equation [i.e., (1)] and impose
one or more prior knowledge or assumptions on it to reduce
the uncertainty of haze removal [31]. Kopf et al. [32] directly
utilized 3-D geographic scene models extracted from Google
Earth or Microsoft’s Virtual Earth to calculate the scene
depth map corresponding to the hazy images. However,
accurately pinpointing the locations of many captured hazy
images is challenging, leading to a lower generality of the
algorithm. Tan [5] observed that hazy images have higher
contrast compared to haze-free images. Within the Markov
random field framework, image dehazing is achieved by
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Fig. 1. Architecture of our proposed PCSformer for RS image dehazing. The Transformer network mainly consists of the proposed sliding cross-stripes
Transformer block (SCSB) and local proxy-based global Transformer block (LPGB), which produce the coarse dehazed image Icoarse

out . In the local refinement
network, local refinement blocks are utilized to generate finer structural and texture details, resulting in the refined dehazed image Irefine

out . (a) Detailed structure
of SCSB. (b) Detailed structure of LPGB. (c) Detailed structure of local refinement block. Please note that blocks of the same color represent the same
functionality.

maximizing the contrast of local image patches. However,
the dehazed images often exhibit significant saturation and
may introduce halo artifacts at depth discontinuities. Based
on extensive observations of haze-free outdoor images,
He et al. [6] proposed a simple yet effective DCP. This means
that in most of the nonsky patches, at least one color channel of
a certain pixel has very low intensity, even close to zero. At the
same time, to eliminate the block artifacts in the estimated
transmission map, He et al. [33] proposed the use of a guided
filter for fine-tuning the edge regions, significantly improving
the visual quality of the dehazed images.

Although prior-based methods can partially remove haze
and enhance perceptual quality, they struggle to handle
complex scenes or thick haze. More importantly, handcrafted
prior assumptions do not always hold.

B. Deep Learning-Based Methods

With the rapid advancement of deep learning, initial CNN-
based methods achieved better estimation of the transmission
map t and atmospheric light A. For example, [34] employs

a U-shaped network for predicting t and A and utilizes
a discriminator for joint optimization. Subsequently, deep
learning-based methods no longer rely on the estimation of t
and A but instead directly predict the haze-free images or the
residual of hazy images. For instance, FFA-Net [15] designs a
feature attention module containing channel attention and pixel
attention modules. These attention mechanisms make FFA-Net
more focused on high-frequency information and regions with
dense haze.

With the increasing potential demonstrated by ViT in
various visual tasks, more Transformer-based dehazing models
are being introduced. Dehazeformer [18] is one of the most
representative works. It utilizes Swin Transformer [35] as a
backbone and introduces several key design modifications,
such as normalization layers, activation functions, and spatial
information aggregation schemes. To obtain a reasonable
estimation of the haze parameters, Trinity-Net [22] feeds
the prior information obtained from DCP [6] into the
Swin Transformer. In addition, a gradient guidance module
is designed for the Swin Transformer blocks to prevent
potential blurring of details that may be caused by the Swin
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Transformer. AIDTransformer [20] introduces spatially atten-
tive offset extraction in the deformable attentive Transformer
block to extract relevant spatial features crucial for effective
dehazing. While these Transformer-based methods have
achieved impressive performance, they have not fully exploited
the advantages of the self-attention mechanism in modeling
long-range dependencies. In contrast, our PCSformer captures
long-range dependencies directly within a single Transformer
block through carefully designed modules.

III. METHOD

A. Overall Architecture

An overview of the PCSformer architecture is illustrated
in Fig. 1. Our goals are threefold: 1) capturing long-range
dependencies for large-scale objects in a single Transformer
block; 2) providing more reliable and consistent restoration
results for thick haze regions; and 3) generating finer
details and eliminating potential artifacts caused by a large
receptive field. Moreover, achieving the above three goals
is computationally friendly. To address the first two goals,
we design a biscope Transformer block, including sliding
cross-stripes Transformer block (SCSB) and local proxy-based
global Transformer block (LPGB). To improve computational
efficiency and maintain model simplicity, we only utilize
addition operations to fuse the two parallel feature maps.
Addressing the latter, based on the coarse dehazed image
restored by the first Transformer network, we tailor a local
refinement stage using a shallow deep network with a small
receptive field.

Given a hazy image Iin ∈ RH×W×3, based on the
local smoothness prior of images and considering that early
convolution can help the Transformer be more robust and
easier to optimize [36], we utilize overlapped depthwise
separable convolutional token embedding (7 × 7 with stride
2) to obtain X0 ∈ R(H/2)×(W/2)×C . To reduce computational
complexity and obtain hierarchical representation, we adopt
a U-shaped encoder–decoder structure. Each encoder stage
comprises a biscope Transformer block and a patch merging
layer. The biscope Transformer block consists of a stack of
SCSBs and an LPGB arranged side by side. Subsequently,
feature maps are downsampled via the patch merging layer.
For example, for input feature maps X0 ∈ R(H/2)×(W/2)×C ,
the lth stage of the encoder outputs feature maps
Xl ∈ R(H/2l+1)×(W/2l+1)×2l C .

Moving on, the bottleneck stage exclusively utilizes a
biscope Transformer block. For feature reconstruction, the
LPGB is deemed unnecessary, resulting in a decoder stage
comprising only a stack of SCSBs and a patch unmerging
layer. We employ PixelShuffle [37] for upsampling, reducing
half of the feature maps channels and doubling the size
of the feature maps. At the end of Transformer network,
the output feature maps from the last encoder stage are
projected back to the original image size (H × W × 3)
via the image reconstruction module, yielding a coarse
dehazed image Icoarse

out ∈ RH×W×3. It is noteworthy that we
connect each stage of the Transformer network in a densely
connected manner [38] (not shown in Fig. 1). This dense

connection enhances information flow throughout the network,
contributing to the effective restoration of intricate details.

As for the local refinement network, we initially project
the coarse dehazed image Icoarse

out back into the feature space.
Subsequently, a stack of local refinement blocks is employed
to enhance the restoration of local structures, intricate texture
details, and eliminate potential artifacts. Finally, the refined
dehazed image Irefine

out ∈ RH×W×3 is obtained. The same loss
function is applied to both Icoarse

out and Irefine
out .

B. Sliding Cross-Stripes Transformer Block

Since large-scale objects (such as bridges and football
fields) are frequently present in RS hazy images, abundant
contextual information becomes crucial for accurate haze
removal. Building upon this understanding, we introduce an
SCSB specifically designed for RS image dehazing.

In contrast to existing methods [18], [19], [20], [21], [22],
[23] that are confined to local windows, given the input
X ∈ RH×W×C , the SCSB performs self-attention in both
horizontal stripes (sh × W ) and vertical stripes (H × sw),
where sh and sw represent the height and width of the stripe.
To introduce no extra computation cost while enlarging the
area for computing self-attention within each Transformer
block, we employ them to different attention heads in parallel.

Specifically, we execute the attention operation M (the
heads number) times in parallel, with (M/2) devoted to
horizontal stripes and the remaining (M/2) dedicated to
vertical stripes. For horizontal stripe self-attention, we evenly
split X into nonoverlapping sh × W horizontal stripes,
denoting the i th horizontal stripe feature as X i ∈ R(sh×W )×C ,
where i = 1, . . . , (H/sh). The output of X i can be computed
as (

Qk
i , K k

i , V k
i

)
=

(
X i W

Q
k , X i W K

k , X i W V
k

)
Y k

i = Attention
(

Qk
i , K k

i , V k
i

)
= Softmax

(
Qk

i

(
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i

)T

√
d

)
V k

i

Yi = Concat
(

Y 1
i , . . . , Y

M
2

i

)
(2)

where Y k
i ∈ R(sh×W )×D is the attention feature of X i in the kth

head and D = (C/M) is the channel dimension in each head.
W Q

k , W K
k , W V

k ∈ RC×(C/M) represent the projection matrices
of query, key, and value for the kth head. Yi ∈ R(sh×W )×(C/2)

represents the self-attention output for the horizontal stripe
X i . d is a learnable parameter. Performing the attention
operation on all X i (i = 1, . . . , (H/sh)), reshaping, and
merging them, we obtain the horizontal stripe attention feature
Y horizontal

∈ R(H×W )×(C/2) of X .
Similar to the horizontal stripe self-attention, the vertical

stripe self-attention partitions X into nonoverlapping H × sw
vertical stripes and denote the i th vertical stripe feature as
X i ∈ R(H×sw)×C , where i = 1, . . . , (W/sw). The output of X i

can be computed as(
Qk

i , K k
i , V k

i

)
=

(
X i W

Q
k , X i W K

k , X i W V
k

)
Y k

i = Attention
(

Qk
i , K k

i , V k
i

)
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Fig. 2. Illustration of an efficient batch computation approach for
(a) horizontal self-attention and (b) vertical self-attention in shifted stripe
partitioning. Having the same border color indicates belonging to the same
strip when strip partitioning, and having the same geometry indicates that
attention should be calculated between them. The same geometry with
different colors is used to demonstrate the rules of cyclic shift. N represents
the number of stripes.

= Softmax

(
Qk

i

(
K k

i

)T

√
d

)
V k

i

Yi = Concat
(

Y
M
2 +1

i , . . . , Y M
i

)
. (3)

The vertical stripe attention feature, denoted as
Y vertical

∈ R(H×W )×(C/2), is derived similarly. Finally,
the outputs of these two parallel groups are concatenated
along the channel dimension. The process is formulated as

SCS-Attention = Concat(Y horizontal, Y vertical)W p (4)

where W p
∈ RC×C represents the projection matrix for

feature fusion and SCS-Attention represents the output of self-
attention calculations in SCSB.

The stripe-based self-attention module lacks connections
across stripes, which limits its modeling power. To establish
connections between stripes while preserving the efficient
computation of nonoverlapping stripes, we draw inspiration
from [35] and propose an efficient batch computation
approach, as illustrated in Fig. 2. Cyclic shift displaces
the stripes by ([sh/2], [sh/2]) or ([sw/2], [sw/2]) pixels,
respectively, from the regularly partitioned stripes in horizontal
stripe self-attention or vertical stripe self-attention. After this
shift, the bottom stripe with height sh or the rightmost
stripe with width sw in the feature map is composed of
two nonadjacent substripes in the feature map before the
shift. Because the self-attention computation between these
substripes is meaningless, applying a masking mechanism is
necessary to limit it.

C. Local Proxy-Based Global Transformer Block

For thick and nonhomogeneous RS hazy images, propagat-
ing clear and effective information from thin haze regions to
thick haze regions helps to restore more realistic and consistent
texture details and structures for thick haze regions. To avoid
attention windows encompassing numerous tokens projected
from thick haze regions, the intuitive idea is to perform full
attention across the entire feature map, but its computational
complexity is unacceptable. Hence, we propose the LPGB as
a solution to address this challenge.

As shown in Fig. 3, the attention map exhibits cross-scale
similarity due to the homogeneous semantics carried by each

Fig. 3. Illustration of attention maps’ cross-scale similarity. (a) Hazy images.
(b) Attention map between the center pixel and the original resolution image.
(c) Attention map between the center pixel and the image after 2× average
pooling. (d) Attention map between the center pixel and the image after 4×

average pooling. For better visibility, we normalize the values of the attention
map to [0, 1]. Attention maps at different scales exhibit similar structures.

small patch. This observation suggests that achieving global
self-attention does not necessitate performing full attention
on the original input feature map. Specifically, given an
input feature map X ∈ RH×W×C , we choose a proxy token
for each small patch, resulting in a proxy feature map
X P ∈ R(H/s)×(W/s)×C , where s represents the small patch size.
Subsequently, we conduct full attention on X P .

Taking inspiration from the classical Mixture-of-Experts
(MoEs) [39], we adopt a multiscale approach to select
proxy tokens for small patches and utilize a simple gating
network for aggregation, as illustrated in Fig. 1(b). The
average proxy can extract background information, but
it may dilute significant feature responses; Max proxy
excels in texture and edge detection, but it tends to be
oversensitive. Leveraging learnable proxy is an adaptive
feature representation modulation approach, which provides
greater flexibility and generalization. Then, we employ a
gated fusion subnetwork, denoted by G, to determine the
contributions of each proxy token selection strategy. G is
computationally inexpensive yet sufficiently expressive to
make informative decisions, which can be expressed as

(σ1, σ2, σ3) = G(Avg(X), Max(X), Conv(X))

X P = σ1 ∗ Avg(X) + σ2 ∗ Max(X) + σ3 ∗ Conv(X)

(5)

where Avg(X), Max(X), and Conv(X) represent preliminary
proxy feature maps obtained using average pooling, max
pooling, and learnable convolutional layers, respectively.
In order to reduce computational load, G is composed
of depthwise separable convolution layers [40]. Finally,
we execute full self-attention [17] on the proxy feature map
X P

(Q, K , V ) = (X P WQ, X P WK , X P WV )

LPG-Attention = Softmax
(

QK T

√
d

)
V (6)

where WQ, WK , WV ∈ RC×C represent the projection matrices
of query, key, and value. d is a learnable parameter. LPG-
Attention represents the output of self-attention calculations
in LPGB.
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The computational complexity of a proxy-based global
multihead self-attention is

� = 4H WC2
+ 2
(

H W
s2

)2

C (7)

where H and W are the height and width of the original
feature map, s is the patch size, and C is the channel
dimension. Therefore, the proposed LPGB has roughly
the same computational complexity as the window-based
Transformer block. In other words, we generate more
consistent and realistic dehazed results for thick haze regions
without incurring high computational complexity.

D. Local Refinement Network

For local refinement, we adopt a shallow deep network.
Considering that FFA-Net [15] has achieved impressive results
in image dehazing, we only use a stack of five basic blocks
proposed in FFA-Net [15] to construct our local refinement
network. We would like to emphasize that a network with
small receptive fields is an important supplement to image
dehazing, so we do not care about the specific structural design
of the local refinement network. Therefore, other modules can
be used here to replace the modules in FFA-Net [15].

We begin by projecting the coarse dehazed image
Icoarse

out ∈ RH×W×3 back into the feature space, yielding
Fin ∈ RH×W×C . This Fin is then fed into a stack of five FFA
basic blocks, and the architecture of each FFA basic block is
illustrated in Fig. 1(c). Finally, a simple convolutional layer is
utilized for reconstruction, yielding the refined dehazed image
Irefine

out ∈ RH×W×3. The local refinement network introduces
only additional 215k parameters, but ablation experiments
demonstrate its significant capacity to enhance the texture
and structural details of the dehazing results while eliminating
artifacts.

E. Loss Function

The loss function of PCSformer includes three terms, i.e.,
L1 loss L1, robust loss LR , and perceptual loss LP .

Robust loss is proposed in [41], which can described as

LR
(

Jd , Ĵ , α, c
)

=
|α − 2|

α

(((Jd − Ĵ )/c
)2

|α − 2|
+ 1

)α/2

− 1


(8)

where α ∈ R is a shape parameter that controls the robustness
of the loss and c > 0 is a scale parameter that controls the size
of the loss’s quadratic bowl near Jd− Ĵ = 0. In the experiment,
α and c > 0 are learnable parameters. Jd is the dehazed image,
and Ĵ is the corresponding ground-truth image.

Perceptual loss is first proposed in [42] to keep image
contents for style transfer and is now widely used for image
dehazing [13], [43], [44] to minimize the perceptual difference
between the reconstructed image and the ground-truth image.
The perceptual loss computes the L1 loss in the feature level

LP
(

Jd , Ĵ
)

=

P−1∑
p=0

∣∣∣9 Jd
p − 9 Ĵ

p

∣∣∣
N

9 Ĵ
p

(9)

Fig. 4. Illustration of hazy image synthesis based on postprocessed
transmission maps. (a) Collected RS hazy image. (b) Estimated transmission
map by FSID [47]. (c) Refined transmission map obtained by postprocessing
(b). (d) Collected RS haze-free image. (e) Hazy image synthesized using (b).
(f) Hazy image synthesized using (c).

TABLE I
SUMMARY OF HAZY-DIOR AND HAZY-LOVEDA DATASETS

where 9 Ĵ
p denotes the activation from the pth selected layer

of the pretrained network given the input Ĵ and N
9 Ĵ

p
is the

number of elements in the pth layer. We use layer relu2_2,
relu3_3, and relu4_3 from the VGG [45] network pretrained on
ImageNet [10].

The overall loss function is defined as

Ltotal = λ1L1 + λ2LR + λ3LP (10)

where λ1, λ2, and λ3 are empirically set to 1, 0.4, and 0.5 to
balance the scales of multiple losses, respectively.

The currently available large-scale datasets lack frequently
occurring objects in downstream visual tasks, limiting the
assistance of dehazing models for downstream visual tasks
in foggy weather scenarios.

IV. EXPERIMENTS

A. Data Generation

A large-scale nonhomogeneous RS image dehazing dataset
is crucial for training a deep network. However, the
currently available open-source large-scale dataset [18] lacks
frequently occurring objects in downstream visual tasks,
limiting the assistance of dehazing models for downstream
visual tasks in haze weather scenarios. To address this issue,
we propose collecting RS haze-free images from the DIOR
(RS object detection dataset) [29] and the LoveDA (RS
semantic segmentation dataset) [30]. Inspired by the method
of synthesizing hazy images in [46], we synthesize the RS
hazy images based on (1).

To synthesize nonhomogeneous haze, we collect 20 000
nonhomogeneous RS hazy images and estimate their transmis-
sion maps using FSID [47]. However, estimated transmission
maps using prior-based method may contain undesirable
and data-dependent scene texture details, which lead to
synthetic hazy images having artifacts, as shown in Fig. 4.
We perform smoothing and refinement operations on coarse
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Fig. 5. Samples from the Hazy-Dior and Hazy-LoveDA datasets.

transmission maps acquired from FSID [47] to obtain the
refined transmission maps. From Fig. 4, it can be observed
that the hazy images synthesized using the refined transmission
map are more realistic and visually appealing.

We collect 23 463 haze-free images from the DIOR [29]
and 5987 haze-free images from the LoveDA [30] to
create the Hazy-DIOR dataset and the Hazy-LoveDA dataset,
respectively. For each haze-free image, we randomly select
one from the 20 000 refined transmission maps and multiply
the transmission map t in (1) by a coefficient to synthesize
thin, moderate, and thick haze images. Hazy-DIOR and Hazy-
LoveDA are divided into the training set, the validation set,
and the test set according to the ratio of 8:2:1. The summary
of Hazy-DIOR and Hazy-LoveDA is shown in Table I. Some
example images of the constructed datasets are presented
in Fig. 5.

B. Implementation Details

1) Parameter Settings: The proposed PCSformer is
implemented with the PyTorch framework on an Intel
Gold 6252 CPU and an NVIDIA A100 GPU. We use the
Adam [51] optimizer with default parameters (β1 = 0.9 and
β2 = 0.99) and cosine annealing strategy [52] to train the
PCSformer.

For data augmentation, we randomly crop the input into
a size of 256 × 256 and undergo horizontal flipping with
a certain probability. The batch size and epoch were set to
10 and 100, respectively.

2) Benchmarks and Metrics: To validate the effectiveness
of our proposed PCSformer, we train and test the model
on the proposed Hazy-DIOR and Hazy-LoveDA datasets,
respectively. For a more convincing comparison, we further
extend evaluation to other real-world datasets, such as
WHUS2-CR [53] and RICE-I [28]. The WHUS2-CR dataset
is obtained from the Sentinel-2A satellite, and the period
of acquisition of image pairs was the revisit time of

the satellite (ten days) to a minimum of the difference
between cloud and clean images. It contains a total of
24 450 images, with resolutions of 10, 20, and 60 m.
We performed random cropping, generating 5000 image
patches with dimensions of 256 × 256 pixels from the
original high-resolution image pairs. In our experimentation,
4000 pairs were allocated for training, while the remaining
1000 pairs were reserved for testing. The RICE-I [28] dataset
contains 500 image pairs from Google Earth, and each pair has
cloudy and cloud-free images with sizes of 512 × 512. From
RICE-I [28], 400 pairs were randomly allocated for training,
while the remaining 100 pairs were reserved for testing
purposes.

To evaluate the effectiveness of different image dehazing
algorithms objectively, we use four metrics: peak signal-to-
noise ratio (PSNR), structural similarity index (SSIM) [54],
learned perceptual image patch similarity (LPIPS) [55], and
CIDE2000 [56]. In general, a higher PSNR or SSIM while a
lower LPIPS or CIDE2000 indicates more authentic restored
results and higher quality details.

C. Comparison With the State-of-the-Art

We compare our PCSformer with many state-of-the-art
methods, including DCP [6], FFA-Net [15], UHD [48],
Dehamer [19], Uformer [49], Restormer [25], UMW-
Transformer [23], FocalNet [50], Trinity-Net [22], and
DehazeFormer [18]. To verify scalability, we provide two
architectures of PCSformer including PCSformer-B (the basic
model) and PCSformer-S (a smaller variant).

1) Quantitative Comparison: We quantitatively compare
the performance of PCSformer and challenging baselines.
Table II displays the results on the Hazy-DIOR and Hazy-
LoveDA datasets, while Tables III and IV present the
results on the WHUS2-CR and RICE-I datasets, respectively.
Our method achieves nearly SOTA performance in all
metrics across all benchmarks. Overall, DehazeFormer [18],
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TABLE II

AVERAGE PSNR (dB), SSIM, LPIPS (×102), AND CIDE2000 ON HAZY-DIOR AND HAZY-LOVEDA DATASETS.
THE BEST RESULTS ARE HIGHLIGHTED IN BOLD, AND THE SECOND BEST RESULTS ARE UNDERLINED

TABLE III

AVERAGE PSNR (dB), SSIM, LPIPS (×102), AND CIDE2000 ON
THE WHUS2-CR DATASET. THE BEST RESULTS ARE HIGHLIGHTED

IN BOLD, AND THE SECOND BEST RESULTS ARE UNDERLINED

Uformer [49], and Restormer [25] are the best-performing
methods among the baselines. In thin haze scenes of the
Hazy-DIOR and Hazy-LoveDA datasets, our PCSformer-B
only shows a slight advantage over them. However,
PCSformer-B achieves a significant lead in moderate haze
scenes and thick haze scenes. As stated in the introduction,
Dehazeformer [18] and Uformer [49], which perform self-
attention within local windows, face limitations in capturing
rich contextual information for large-scale objects commonly

TABLE IV

AVERAGE PSNR (dB), SSIM, LPIPS (×102), AND CIDE2000 ON THE
RICE-I DATASET. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD,

AND THE SECOND BEST RESULTS ARE UNDERLINED

found in RS images. Moreover, their effectiveness may be
compromised when a local window is entirely covered by
a thick haze region, as valuable information may be lacking
within the confined local window. Restormer [25] applies self-
attention across channels rather than the spatial dimension,
which results in a lower expressive capacity for the model.
This limitation makes it unsuitable for handlingchallenging
restoration tasks. Thanks to the designs of SCSB and
LPGB, PCSformer achieves a large receptive field with lower
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Fig. 6. Visual comparisons on the Hazy-DIOR dataset. The values below the images represent the PSNR and SSIM metrics.

Fig. 7. Visual comparisons on the Hazy-LoveDA dataset. The values below the images represent the PSNR and SSIM metrics.

computational complexity within a single Transformer block.
In this process, it significantly enhances the ability to remove
thick haze without sacrificing performance in scenes with thin
haze. In summary, we establish an expressive and general RS
image dehazing framework.

2) Qualitative Comparison: For a more intuitive com-
parison, we report the visual results of all approaches in
Figs. 6, 7, and 8. Our method can handle challenging thick and
nonhomogeneous haze, producing fewer artifacts and better
haze removal compared to the baseline. For example, in the
third and fourth rows of Fig. 6, only our method achieves
nearly complete removal of haze in the water surface area.
This once again confirms the superiority of our PCSformer in
thick haze removal.

3) Performance and Efficiency Tradeoffs: Fig. 9 reflects
the performance and efficiency tradeoffs of several SOTA
methods, with the bar graph representing inference time
and the line graph representing PSNR. The inference time
is calculated on 256 × 256 images. Distinctly, only the

proposed PCSformer and DehazeFormer [18] have achieved
excellent performance and efficiency tradeoffs across all
datasets (i.e., the line graph being notably higher than
the bar graph). The inference time of PCSformer is only
slightly higher than DehazeFormer [18] yet still achieves
29 frames per second (FPS), while the dehazing performance
has significantly improved. These results demonstrate the
efficiency and practicality of PCSformer.

D. Ablation Study

We conduct comprehensive ablation studies on the proposed
dataset to verify the effectiveness of core components.

1) Training Dataset: To assess whether there is a more
significant improvement in the performance of downstream
computer vision tasks in hazy scenes after preprocessing hazy
images with a dehazing model trained on our proposed datasets
rather than existing datasets, we conduct a comprehensive
ablation study on object detection and semantic segmentation
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Fig. 8. Visual comparisons on the WHUS2-CR dataset. The values below the images represent the PSNR and SSIM metrics.

Fig. 9. Comparison of performance and efficiency tradeoffs on
(a) Hazy-LoveDA and (b) WHUS2-CR [53] datasets. The PSNR on the
Hazy-LoveDA dataset is the average over thin, moderate, and thick haze.

Fig. 10. Pipeline of ablation experiment that demonstrates the effectiveness
of proposed RS image dehazing datasets. We trained the same image dehazing
network using the proposed datasets (i.e., Hazy-DIOR or Hazy-LoveDA) and
an existing dataset (e.g., RSHaze [18]), respectively. These two networks are
then used to preprocess images for downstream visual tasks in hazy scenes.
Finally, the preprocessed images (dehazed images) were fed into a pretrained
downstream task network. We compare the results on downstream tasks, and
it can be seen that the dehazing network trained on the proposed datasets can
better help downstream computer vision tasks in hazy scenes.

tasks. The pipeline for this ablation experiment is shown in
Fig. 10.

In this study, we adopt RSHaze [18] as the baseline dataset,
which lacks commonly occurring objects in downstream
tasks. This helps us validate that reasonably selecting clear
images (i.e., selecting clear images that contain objects
frequently appearing in downstream tasks) is crucial to support
downstream computer vision tasks in hazy scenes. Some
example images of RSHaze [18] are presented in Fig. 11.
To ensure a fair comparison, we resynthesize hazy images
on the clear images from RSHaze [18] using the method

Fig. 11. Examples of clear images from the RSHaze [18] dataset.

in Section IV-A, denoted as RSHaze-New. This is consistent
with how Hazy-DIOR and Hazy-LoveDA were constructed.
Considering that RSHaze [18] contains 5700 clear images
from different scenes, and each clear image is synthesized into
three different concentrations of hazy images, RSHaze-New
comprises 17 100 training image pairs. Due to the unequal
number of image pairs in RSHaze-New compared to Hazy-
DIOR or Hazy-LoveDA, for a fair comparison, we randomly
select image pairs from the dataset with a larger number of
pairs to match the number of pairs in the dataset with a smaller
number. Subsequently, we train the PCSformer on RSHaze-
New and proposed datasets for 100 epochs.

Next, we need to synthesize the test sets for downstream
computer vision tasks in hazy scenes. We use the test set
of DOTAv1.0 [57] (object detection), the validation set of
iSAID [58] (semantic segmentation), and the validation set of
ISPRS Potsdam (semantic segmentation) as clear images and
use the method in Section IV-A to synthesize thick-level hazy
images. The obtained test sets are denoted as Hazy-DOTA,
Hazy-iSAID, and Hazy-Potsdam. To validate the proposed
Hazy-DIOR dataset, we conduct an ablation study on object
detection and semantic segmentation tasks using the Hazy-
DOTA and Hazy-iSAID datasets, respectively. To validate the
proposed Hazy-LoveDA dataset, we conduct an ablation study
on the semantic segmentation task using the Hazy-Potsdam
dataset.

We use Oriented RepPoints [59] and HRNet [60] as
object detection and semantic segmentation models, respec-
tively. We utilize public codebase MMDetection [61] and
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TABLE V
ABLATION EXPERIMENT ON THE PROPOSED DATASET HAZY-DIOR USING THE HAZY-DOTA DATASET, INVESTIGATING THE IMPACT OF TRAINING

DATASET ON THE PERFORMANCE OF RS OBJECT DETECTION IN HAZY SCENES. THE BEST RESULTS AMONG HAZY, RSHAZE-NEW, AND HAZY-
DIOR SETTINGS ARE HIGHLIGHTED IN BOLD, AND THE SECOND BEST RESULTS ARE UNDERLINED

TABLE VI
ABLATION EXPERIMENT ON THE PROPOSED DATASET HAZY-DIOR USING THE HAZY-IDAID DATASET, INVESTIGATING THE IMPACT OF TRAINING

DATASET ON THE PERFORMANCE OF RS SEMANTIC SEGMENTATION IN HAZY SCENES. THE BEST RESULTS AMONG HAZY, RSHAZE-NEW, AND
HAZY-DIOR SETTINGS ARE HIGHLIGHTED IN BOLD, AND THE SECOND BEST RESULTS ARE UNDERLINED

Fig. 12. Qualitative comparison of the impact of training dataset for dehazing models using the Hazy-DOTA dataset. Hazy denotes direct object detection on
hazy images. RSHaze-New denotes object detection on dehazed images generated by PCSformer trained on the RSHaze-New dataset. Hazy-DIOR denotes
object detection on dehazed images generated by PCSformer trained on the proposed Hazy-DIOR dataset. Clear denotes object detection on clear images.

MMSegmentation [62] in our implementation, respectively.
We use mean Average Precision (mAP) and mean Intersection
over Union (mIoU) as evaluation metrics for object detection
and semantic segmentation, which are the most commonly
used metrics.

The corresponding quantitative results are presented in
Tables V–VII, respectively. Specifically, the setting “Clear”
indicates performing downstream tasks directly on clear
images, representing the highest performance achievable
by the selected pretrained downstream task network. The
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Fig. 13. Qualitative comparison of the impact of training dataset for dehazing models using the Hazy-iSAID dataset. Hazy denotes direct semantic segmentation
on hazy images. RSHaze-New denotes semantic segmentation on dehazed images generated by PCSformer trained on the RSHaze-New dataset. Hazy-DIOR
denotes semantic segmentation on dehazed images generated by PCSformer trained on the proposed Hazy-DIOR dataset. Clear denotes semantic segmentation
on clear images.

TABLE VII
ABLATION EXPERIMENT ON THE PROPOSED DATASET HAZY-LOVEDA

USING THE HAZY-POTSDAM DATASET, INVESTIGATING THE IMPACT
OF TRAINING DATASET ON THE PERFORMANCE OF RS SEMANTIC

SEGMENTATION IN HAZY SCENES. THE BEST RESULTS AMONG
HAZY, RSHAZE-NEW, AND HAZY-LOVEDA SETTINGS ARE

HIGHLIGHTED IN BOLD, AND THE SECOND BEST
RESULTS ARE UNDERLINED

TABLE VIII
ABLATION STUDY ON WINDOW PARTITIONING STRATEGIES. THE BEST

RESULTS ARE HIGHLIGHTED IN BOLD, AND THE SECOND BEST
RESULTS ARE UNDERLINED

setting “Hazy” indicates performing downstream tasks directly
on hazy images without using a dehazing model for
image preprocessing. The setting “RSHaze-New” indicates
performing downstream tasks on the dehazed images produced
by the dehazing model trained on the RSHaze-New dataset.
Similarly, the setting “Hazy-DIOR” or “Hazy-DIOR” indicates
performing downstream tasks on the dehazed images produced
by the dehazing model trained on the proposed Hazy-DIOR
or Hazy-LoveDA dataset.

The visualization results of object detection and semantic
segmentation are shown in Figs. 12–14, respectively. It is
evident that the dehazing model trained on the proposed Hazy-
DIOR and Hazy-LoveDA datasets can significantly enhance
the performance of downstream tasks in hazy scenes. Most
importantly, we provide a new insight for selecting clear
images to create large-scale dehazing datasets.

2) Window Partitioning Strategy: We investigate the impact
of window partitioning within the Transformer block on the
proposed Hazy-DIOR dataset, and the results are displayed in

TABLE IX
ABLATION STUDY ON LOCAL PROXY-BASED GLOBAL TRANSFORMER

BLOCK. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD, AND THE
SECOND BEST RESULTS ARE UNDERLINED

Table VIII. We replace the SCSB with the Swin Transformer
block [35] as the baseline. Notably, despite PCSformer having
1 million fewer parameters, it outperforms in performance
across all three haze densities. This implies that SCSB can
replace the commonly used Swin Transformer block in the
image dehazing backbone as a fundamental building block.
Moreover, SCSB significantly enhances the model’s expressive
power, achieving better dehazing performance with fewer
computational expenses.

3) Local Proxy-Based Global Transformer Block: This
ablation study was conducted on the proposed Hazy-LoveDA
dataset, and the results showcasing the effectiveness of the
LPGB are presented in Table IX. To establish a baseline,
we exclude the LPGB and adjust the model hyperparameters
to make their parameter counts approximately equal for a
fair comparison. To validate that LPGB can generate superior
restoration results in regions with thick haze, we report the
metrics on the Hazy-LoveDA dataset for moderate and thick
levels of haze. This implies that LPGB has the potential to
serve as a supplementary block for dehazing models, bringing
finer and more consistent restoration results to challenging
dense haze regions.

4) Proxy Selection Strategy: We investigate the impact of
three proxy selection strategies and the gating network on the
proposed Hazy-DIOR dataset, and the quantitative comparison
results are presented in Table X. The fusion of a multiscale
selection strategy and gating network enhances the robustness
of proxy token selection, significantly improving dehazing
performance with only minimal additional computational cost.
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Fig. 14. Qualitative comparison of the impact of training dataset for dehazing models using the Hazy-Potsdam dataset. Hazy denotes direct semantic
segmentation on hazy images. RSHaze-New denotes semantic segmentation on dehazed images generated by PCSformer trained on the RSHaze-New dataset.
Hazy-LoveDA denotes semantic segmentation on dehazed images generated by PCSformer trained on the proposed Hazy-LoveDA dataset. Clear denotes
semantic segmentation on clear images.

Fig. 15. Ablation study on the local refinement network, where w/o R represents without the local refinement network. The local refinement network is able
to capture finer local textures and structural details while reducing artifacts. Zoom in for the best view and artifact areas marked in red box.

TABLE X
ABLATION STUDY ON PROXY SELECTION STRATEGY. THE BEST

RESULTS ARE HIGHLIGHTED IN BOLD, AND THE SECOND
BEST RESULTS ARE UNDERLINED

5) Local Refinement Network: We qualitatively investigate
the impact of the local refinement network on the proposed
Hazy-DIOR and Hazy-LoveDA datasets. Visual comparisons
are illustrated in Fig. 15, where w/o R represents without the
local refinement network. We observe that the incorporation
of the local refinement network enables the capture of finer

TABLE XI
ABLATION STUDY ON LOSS FUNCTION. THE BEST RESULTS

ARE HIGHLIGHTED IN BOLD, AND THE SECOND
BEST RESULTS ARE UNDERLINED

local textures and structural details. We have brought a new
perspective to image dehazing, showing that while large
receptive fields are better suited for handling dense haze
regions, complementary small receptive fields are effective in
eliminating artifacts.

6) Loss Function: Furthermore, we investigate the influence
of the objective function on the network’s final recovery
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performance on the proposed Hazy-LoveDA dataset. The
corresponding experimental results are displayed in Table XI.
Perceptual loss [42] may not handle moderate and thick haze
scenes well, so we use robust loss [41] as a supplementary
measure. We are the first to introduce the robust loss [41] into
the field of image dehazing and demonstrate its effectiveness.

V. CONCLUSION

In this article, we propose an expressive and general RS
image dehazing framework called PCSformer, which achieves
state-of-the-art results on multiple evaluation metrics across
multiple benchmarks with a lower number of parameters
and Flops. PCSformer introduces two innovative Transformer
blocks, namely, SCSB and LPGB. The former can serve
as the fundamental building block for the image dehazing
backbone, not only significantly enhancing the model’s feature
representation capability but also effectively addressing the
common limitations of Transformer-based dehazing models.
The latter is a supplementary block that can be used in
any network, capable of providing finer restoration results
for dense haze regions without significantly increasing the
model complexity. The local refinement network effectively
eliminates artifacts in the dehazing results, emphasizing the
importance of small receptive fields and bringing a new
perspective to image dehazing. Finally, we provide two large-
scale datasets for RS image dehazing. Through numerous
experiments, we demonstrate that after preprocessing hazy
images with a dehazing model trained on our datasets, rather
than existing datasets, there is a more significant improvement
in the performance of downstream computer vision tasks in
hazy scenes. This provides insights into the creation of RS
image dehazing datasets.
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