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Abstract001

Topic modeling is a Natural Language Pro-002
cessing (NLP) technique that is used to iden-003
tify latent themes and extract topics from text004
corpora by grouping similar documents based005
on their most significant keywords. Although006
widely researched in English, topic modeling007
remains understudied in Bengali due to its mor-008
phological complexity, lack of adequate re-009
sources and initiatives. In this contribution,010
a novel Graph Convolutional Network (GCN)011
based model called GHTM (Graph-Based Hy-012
brid Topic Model) is proposed. This model013
represents input vectors of documents as nodes014
in the graph, which GCN uses to produce se-015
mantically rich embeddings. The embeddings016
are then decomposed using Non-negative Ma-017
trix Factorization (NMF) to get the topical rep-018
resentations of the underlying themes of the019
text corpus. This study compares the proposed020
model against a wide range of Bengali topic021
modeling techniques, from traditional methods022
such as LDA, LSA, and NMF to contemporary023
frameworks such as BERTopic and Top2Vec024
on three Bengali datasets. The experimental025
results demonstrate the effectiveness of the pro-026
posed model by outperforming other models027
in topic coherence and diversity. In addition,028
we introduce a novel Bengali dataset called029
’NCTBText’ sourced from Bengali textbook030
materials to enrich and diversify the predomi-031
nantly newspaper-centric Bengali corpora.032

1 Introduction033

Topic modeling is a powerful unsupervised text034

mining technique that helps make sense of unstruc-035

tured and unlabeled real-world data, without the036

manual labor of going through large volumes of037

documents. Through clustering words that tend038

to co-occur frequently across multiple documents,039

topic models generate insightful and thematic set040

of words that can enlighten us about the topics041

from any massive amount of text corpora, which042

can further contribute in other Natural Language043

Processing (NLP) tasks like document classifica- 044

tion, information retrieval, sentiment analysis, ex- 045

ploratory data analysis, etc. 046

The field of topic modeling has advanced a lot re- 047

cently since its inception, from conventional mod- 048

els like Latent Dirichlet Allocation (LDA) (Blei 049

et al., 2003), Latent Semantic Indexing (LSI) (Deer- 050

wester et al., 1990), Non-negative Matrix Factor- 051

ization (NMF) (Lee and Seung, 1999) etc. to 052

high-quality sentence embedding based models 053

like BERTopic (Grootendorst, 2022), Top2vec (An- 054

gelov, 2020) etc. and neural models like ETM (Di- 055

eng et al., 2020), ProdLDA (Srivastava and Sutton, 056

2017), NeuralLDA (Card et al., 2018) etc. Ear- 057

lier the text extraction only depended on either 058

Bag-of-Words (BOW) or Term Frequency-Inverse 059

Document Frequency (TF-IDF), which has later 060

evolved into word-based embeddings and sentence 061

level embeddings. As text vectorization methods 062

improved, topic models also progressed over time 063

from probabilistic and algebraic form to neural net- 064

work and embedding-based models. 065

Even though recent benchmarks for topic model- 066

ing in English are leveraging cutting-edge tools and 067

techniques, Bengali is lagging in this field. Bengali 068

topic modeling has mostly been explored around 069

LDA and extensions of LDA like LDA2Vec (Hasan 070

et al., 2019) and BERT-LDA (Paul et al., 2025). 071

Not only is there a lack of advanced research in 072

Bengali topic modeling, but there is also no widely 073

accepted benchmark dataset for evaluating such 074

models. Most of the available Bengali datasets are 075

scraped from online newspapers, often lacking in 076

variation of topics. 077

This paper presents a novel topic modeling ap- 078

proach, especially for Bengali language, called 079

Graph-based Hybrid Topic Model (GHTM) which 080

is an innovative fusion of TF-IDF weighted GLoVE 081

(Pennington et al., 2014) embeddings, Graph Con- 082

volutional Network (GCN) (Kipf and Welling, 083

2017)and NMF, that is evaluated against currently 084
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available models and outperforms them in topic085

coherence and topic diversity. GHTM constructs a086

k-nearest-neighbor graph, where each document087

serves as a node, and uses cosine similarity to088

measure document similarity to connect edges.089

Documents are represented as TF-IDF-weighted090

GloVe embeddings, which are subsequently refined091

through GCN. Finally, NMF is applied to the re-092

fined embeddings to extract interpretable topics.093

To ensure compliance with NMFs non-negativity094

constraint, the refined embeddings are converted to095

their absolute values.096

We evaluated a wide range of models, including097

our proposed approach, on three differently sized098

datasets. Two of these are publicly available news-099

paper datasets, while the third is a novel Bengali100

textbook dataset curated from materials provided101

by Bangladesh’s National Curriculum and Text-102

book Board (NCTB) website1.103

The major contributions of this study are as fol-104

lows:105

• Development of a novel graph-based topic106

modeling approach called GHTM.107

• Generation of a novel dataset, NCTBText that108

introduces diversity into the currently domi-109

nant newspaper-centric Bengali corpora.110

• A comprehensive comparison of topic mod-111

eling methods using a wide range of existing112

and newly generated datasets.113

2 Related Work114

This section reviews related studies, by showing115

their contributions and identifying key research116

gaps, that we aim to address in this work.117

Helal and Mouhoub (2018) took the first step118

towards Bengali topic modeling by applying LDA119

on Bengali dataset, which shows the efficacy of120

LDA with bi-grams for Bengali news classification121

and topic extraction. Hasan et al. (2019) proposes122

LDA2Vec, which is a combination of the parts of123

LDA and word2vec. The study shows LDA2Vecs124

high accuracy over LDA itself in a comparison be-125

tween these two models on a Bengali newspaper126

dataset but did not employ more than one dataset.127

Alam et al. (2020) curated a Bengali dataset con-128

sisting of 70K news articles and applied LDA to129

uncover latent topics and observe media trend evo-130

lution over time in Bengali news. The study of-131

fers an in-depth analysis and demonstrates how132

1http://www.nctb.gov.bd

different topics prevail across weeks. Ahmed et al. 133

(2021) presents a structured overview of topic mod- 134

eling research from 2003 to 2020, covering a wide 135

range of techniques. Its strength lies in highlight- 136

ing the disparity between English and Bengali topic 137

modeling efforts, answering some of the most im- 138

portant questions regarding topic modeling such as 139

"What are the techniques that have been used in En- 140

glish topic modeling but not yet used in Bangla?", 141

"What are the sources of the datasets used?" etc. 142

through rigorous research. The study also effec- 143

tively outlines future research scopes for Bengali 144

topic modeling. But the review lacks quantitative 145

analysis and remains mostly descriptive. Paul et al. 146

(2025) compiled a novel Bengali news dataset and 147

proposed a hybrid model combining the potentials 148

of both LDA and BERT, called BERT-LDA, ad- 149

vancing topic modeling in Bengali. The study com- 150

pares its proposed hybrid model with traditional 151

models like LDA, LSI, Hierarchical Dirichlet Pro- 152

cess (HDP) etc. in terms of topic coherence. The 153

authors also applied their model on English bench- 154

mark datasets (20NewsGroup, BBC) for topic mod- 155

eling and demonstrated the results. Dawn et al. 156

(2024) proposes a Dirichlet-polynomial cluster- 157

ing model called Likelihood Corpus Distribution 158

(LCD), which is based on a Bayesian numerical 159

prototype that evaluates the probability distribution 160

of words in a document to identify topics. Exper- 161

iments are done to show the efficiency of LCD 162

over conventional topic models on five real-world 163

datasets of Bengali corpora. 164

Graph Neural Networks (GNN) have been 165

proven to be effective across many scientific tasks 166

including NLP and have also caught the attention 167

of the topic modeling community in recent years. 168

Thus, many researchers in this field have success- 169

fully incorporated GNN in topic modeling. Some 170

graph-based topic modeling studies are discussed 171

below. Shen et al. (2021) proposed a novel method 172

called Graph Neural Topic Model (GNTM), which 173

represents documents as semantic graphs and uses 174

the Neural Variational Inference (NVI) approach 175

with GNN for topic modeling. They evaluated their 176

model against baseline topic modeling methods 177

on four benchmark English datasets and showed 178

promise in performance. Graph Contrastive Neu- 179

ral Topic Model (GCTM) (Luo et al., 2024) in- 180

tegrates contrastive learning with topic modeling 181

via graph-based sampling to resolve semantic re- 182

dundancy and false negatives in topic discovery. 183

Their model treats document data augmentation as 184
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a graph data augmentation problem and conducts185

graph contrastive learning (GCL) based on instruc-186

tive positive and negative samples generated by187

a graph-based sampling strategy. GCTM signifi-188

cantly outperforms existing neural topic models in189

coherence and representation quality across bench-190

mark datasets in English. Graph Enhanced Au-191

toencoded Variational Inference for Biterm Topic192

Model (GraphBTM) (Zhu et al., 2018) represents193

bi-terms as graphs and design GCNs with resid-194

ual connections to extract transitive features from195

bi-terms, resulting in more coherent topics. They196

also propose a dataset called “All News” which has197

larger documents than 20 Newsgroups. Topic Mod-198

eling with Graph Isomorphism Network (GINopic)199

(Adhya and Sanyal, 2025) is another approach that200

takes the word similarity graphs for each document,201

where the word similarity graph is constructed us-202

ing word embeddings to capture the complex corre-203

lations between the words. The study performs ex-204

trinsic evaluations on diverse benchmark datasets,205

showing the effectiveness of GINopic.206

While GNN-based models have shown their207

prominence in topic modeling, it has not been208

adapted for Bengali language yet, to the best of209

our knowledge. To bridge this gap, we propose a210

novel method using GCN, especially tailored for211

Bengali.212

3 Methodology213

The proposed GHTM model consists of three214

stages. First, text features are extracted using a215

combination of TF-IDF and GloVe representations.216

The second stage constructs a graph from the ex-217

tracted vectors, which is then processed by a graph218

convolutional network to produce similarity-aware219

embeddings. Finally, matrix factorization is ap-220

plied to the embeddings to generate diverse and221

coherent topic keywords.222

3.1 Text Vectorization223

The text vectorization process is based on the com-224

bination of TF-IDF and GloVe. First, the TF-IDF225

vectorizer constructs a sparse document-term ma-226

trix of size N × V, where N is the number of doc-227

uments and V is the vocabulary size. Separately,228

the GloVe model generates a dense V × D ma-229

trix of pre-trained word embeddings for the same230

vocabulary, where D denotes the embedding di-231

mension. The matrix dot product of the TF-IDF232

matrix and the GloVe embeddings produces the233

Figure 1: Text Vectorization Stage. TF-IDF produced
sparse document-term matrix of size N × V and a
dense V × D matrix generated by GloVe goes through
matrix multiplication. It yields a document representa-
tion matrix of size N × D.

final document representation matrix of size N × 234

D. This effectively merges the statistical relevance 235

of TF-IDF with the semantic richness of GloVe. 236

As a result, the input vector becomes the GloVe 237

embeddings weighted by TF-IDF for each docu- 238

ment, where each vector reflects the importance of 239

its constituent words based on their TF-IDF scores. 240

3.2 Graph Convolutional Network (GCN) 241

GCN (Graph Convolutional Network) is a power- 242

ful neural architecture that is used in GHTM to 243

learn the similarity of documents for topic mod- 244

eling. Since, GCN requires graph representation 245

of input, a K-Nearest-Neighbor (KNN) graph is 246

constructed from the previously calculated vectors. 247

To construct this graph, we represent the docu- 248

ments as graph nodes and connect these nodes with 249

edges based on document similarity. As this is a 250

KNN graph, the edges are connected depending on 251

neighbors of each node and the distance is calcu- 252

lated using cosine similarity. Therefore, we get a 253

graph representation of our input vectors, which 254

is similarity-aware. The GCN here acts as a influ- 255

ential intermediary which learns the way to keep 256

close similar nodes together and push the dissimilar 257

nodes apart and reduces the dimensionality along 258

the way. 259

Cluster-GCN (Chiang et al., 2019) is used to 260

utilize the GPU memory efficiently, dividing the 261

input graph into sub-graphs. This way, the GPU 262

does not run out of memory trying to process the 263

whole graph at once, when the training data is sub- 264

stantially large. The performance does not suffer 265

because of Cluster-GCN as we preserve the inter- 266

cluster edges. 267

The architecture employs a joint loss function, 268

combining margin-based hinge loss, enforcing 269

local edge structure preservation through posi- 270

tive/negative node pair contrast, with a global con- 271
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Figure 2: Graph Convolutional Network (GCN)
Stage. The document representation matrix of size N
× D, converted to a KNN graph and passed through
Cluster-GCN to get enriched similarity-aware document
embeddings. Here, Do denotes the output dimension of
the GCN.

trastive loss that sharpens embedding distinctive-272

ness via self-supervised discrimination. To sim-273

ply put, hinge loss penalizes dissimilar connected274

nodes, and contrastive loss makes each nodes em-275

bedding unique, balancing local relational fidelity276

(via edges) and global semantic separation (via277

contrastive pull-push). The architecture employs278

edge dropout and residual connections, enabling279

scalable processing of graph-structured data and280

stabilizes training via graph normalization.281

At the end of this stage, GCN produces refined,282

dimensionality reduced and semantically enriched283

embeddings which now can be applied to the next284

stage.285

3.3 Matrix Factorization286

This is the final stage of GHTM, where Non-287

negative Matrix Factorization (NMF) is applied to288

decompose the GCN produced embeddings for ex-289

tracting topics. Unlike traditional NMF-based topic290

modeling, which factorizes a sparse document-term291

matrix, our approach factorizes a dense document292

embedding matrix.293

Since NMF requires non-negative inputs, sev-294

eral transformation techniques—such as ReLU,295

SoftPlus, Global Minimum Shift, and Absolute296

Value Transformation—are explored to ensure non-297

negativity. Among these, Absolute Value Transfor-298

mation yields the best performance in our case.299

Xnon-negative = |X| (1)300

where X is the input matrix.301

Following factorization, a document-topic dis-302

tribution matrix (W) is obtained, where each row303

corresponds to a document and each column re-304

flects the document’s association with a topic. Ad-305

ditionally, a topic-embedding matrix (H) is gener-306

ated; however, this matrix does not directly map307

Figure 3: Matrix Factorization Stage. Refined em-
beddings from GCN stage are factorized using NMF
to derive document-topic distribution matrix (W) and
topic-embedding matrix (H).

to words, as it captures abstract relationships in 308

the embedding space rather than explicit vocabu- 309

lary terms. Therefore, instead of directly retrieving 310

topic words from the factorized matrices, a post- 311

processing workaround is employed to map the 312

learned topics to human-interpretable keywords, as 313

described in the following steps. 314

1. From the document-topic matrix (W), we iden- 315

tify the representative documents for each 316

topic. 317

2. We aggregate the term frequencies from those 318

documents using the original sparse matrix 319

from the vectorization stage of size N × V. 320

3. Finally, we select the most frequent terms in 321

these aggregated weights as the topic words. 322

This bypasses the need to interpret the abstract 323

embedding-based topic components, rather, this 324

method assumes that documents strongly associ- 325

ated with a topic will contain words relevant to that 326

topic in their raw text data. 327

4 Results and Analysis 328

This section elaborately discusses the datasets and 329

evaluation metrics used in this study, experimental 330

setup, comparative analysis results and the findings. 331

This study benchmarks the proposed model 332

against diverse topic-modeling approaches: tra- 333

ditional methods like LDA (Blei et al., 2003) 334

(probabilistic generative modeling), LSA (Deer- 335

wester et al., 1990) (linear algebra via Singular 336

Value Decomposition), and NMF (Lee and Seung, 337

1999) (non-negative matrix factorization); neural 338

variants including ProdLDA (Srivastava and Sut- 339

ton, 2017) (Variational Autoencoder with multino- 340

mial decoding), NeuralLDA (Card et al., 2018) 341

(neural parameterization of Dirichlet priors), and 342

ETM (Dieng et al., 2020) (topic-word embedding 343
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alignment); embedding-enhanced models such344

as CombinedTM (Bianchi et al., 2021a) (BoW345

+ SBERT inputs) and ZeroShotTM (Bianchi346

et al., 2021b) (SBERT-based zero-shot transfer);347

and clustering-driven frameworks Top2Vec (An-348

gelov, 2020) (joint document-word embedding349

with UMAP/HDBSCAN) and BERTopic (Groo-350

tendorst, 2022) (BERT embeddings, UMAP, HDB-351

SCAN, and c-TF-IDF for data-driven topics). The352

comparison spans probabilistic, neural, embedding-353

integrated, and clustering-based paradigms to eval-354

uate cross-methodological performance.355

4.1 Datasets356

This research utilizes three datasets of varying sizes357

to evaluate the proposed GHTM approach along-358

side existing topic modeling techniques.359

Jamuna News is curated from the Jamuna TV360

website. It is a balanced collection of short docu-361

ments, obtained from Kaggle2.362

BanFakeNews (Hossain et al., 2020), is com-363

piled from Bengali newspaper. This dataset was364

released to combat the spread of fake news in Ben-365

gali. This study uses its "Authentic-48K" subset,366

sourced from Kaggle and stripped the labels for367

topic modeling purposes.368

NCTBText, is a novel dataset developed for this369

research. It comprises unlabelled text from text-370

books available on the Bangladesh Government’s371

NCTB website. The dataset includes diverse sub-372

jects such as Religion, Bengali, Science, Agricul-373

ture, Information and Communication Technology374

(ICT), Business, Social Science, and Home Sci-375

ence. The attributes of the datasets are presented376

as a summary in Table 1.377

4.2 Evaluation Metrics378

We evaluate the performance of the models in terms379

of both topic diversity and topic coherence. The380

metrics used in this study are introduced below.381

Normalized Pointwise Mutual Information382

(NPMI) (Newman et al., 2010) is statistical mea-383

sure of word association that measures topic co-384

herence internally using a sliding window to count385

word co-occurrence patterns. The measure ranges386

from [-1, 1] where 1 indicates a perfect relevance387

of words in a topic.388

2https://www.kaggle.com/datasets/
durjoychandrapaul/over-11500-bangla-news-for-nlp

NPMI (wi, wj) =
log

P (wi,wj)
P (wi)P (wj)

− logP (wi, wj)
(2) 389

where P (wi) and P (wj) are marginal probabilities 390

of the words wi and wj . P (wi, wj) is the joint 391

probability of co-occurrence. 392

Topic Coherence (CV) (Röder et al., 2015) is a 393

variant of NPMI that measures the semantic relat- 394

edness of topic words. It uses the one-set segmen- 395

tation to count word co-occurrences and the cosine 396

similarity as the similarity measure. It ranges from 397

[0, 1], where 1 means closely related words identi- 398

fied as topic representatives. 399

Topic Diversity (TD) (Dieng et al., 2020) mea- 400

sures the uniqueness of the words across all top- 401

ics and the measure ranges from [0, 1] where 0 402

indicates redundant topics and 1 indicates highly 403

diverse topics. 404

TD =

∣∣⋃K
k=1Wk

∣∣
K × T

(3) 405

where Wk = Set of top T words in topic k, and 406

K = Total number of topics. 407

Inverted Rank-Biased Overlap (IRBO) (Web- 408

ber et al., 2010), a diversity metric that evaluates 409

inter-topic dissimilarity, derived from Rank-Biased 410

Overlap (RBO). While RBO quantifies the similar- 411

ity of ranked word lists across topics, IRBO inverts 412

RBO to penalize overlapping top words. 413

We used Gensim’s CoherenceModel (Řehůřek 414

and Sojka, 2010) to compute coherence metrics 415

(NPMI and CV) and OCTIS (Optimizing and Com- 416

paring Topic models is Simple) (Terragni et al., 417

2021) to calculate diversity metrics (TD and IRBO). 418

Runtime (RT) is also recorded for each run to ob- 419

serve how long models take to train, as the size of 420

the dataset grows. 421

Usually, the topic modeling studies experiment 422

with the topic number, k, but we set the number of 423

topics according to the ground truth to ensure uni- 424

formity across the models. Except BERTopic and 425

Top2vec, all the models that are being compared 426

here expects the topic number to be set beforehand. 427

Therefore, we add another metric in our compari- 428

son table called, Topics Identified (n) to observe 429

how many topics the models (BERTopic, Top2Vec) 430

think are there in the dataset. 431

4.3 Experimental Setup 432

This section outlines the experimental settings used 433

in this research, including data preparation and 434
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Dataset Count of Documents Vocabulary Size Classes Size Avg. Word Count

Jamuna News 11 904 34 101 4 19.2 MB 89.00
NCTBText 8 650 84 269 8 37.6 MB 271.73
BanFakeNews 48 678 130 227 12 244.4 MB 304.59

Table 1: Dataset Summary

Embedding Model Name Dimension

Word2Vec
(W2V)

bnwiki_word2vec 100

Doc2Vec bangla_news_article_doc2vec 100
GloVe bn_glove.39M.300d 300
FastText fasttext_cc.bn.300 300
ST bangla-sentence-transformer

(Uddin et al., 2024)
768

Table 2: Embedding Model Summary

model configuration.435

4.3.1 Data Preparation436

We prepared the datasets in both tokenized se-437

quences and raw sentence forms to accommodate438

all the models used in the comparative analysis.439

While BERTopic and Top2Vec accepts raw sen-440

tences as they work with sentence-level embed-441

dings, other conventional and neural models ac-442

cept tokenized list of words as documents. Com-443

binedTM and ZeroShotTM, on the other hand lever-444

ages both formats. The tokenized format of the445

datasets went through rigorous pre-processing steps446

like tokenization, stop words removal, lemmatiza-447

tion, while raw sentence format only had unnec-448

essary punctuations and numerics removed. We449

used unigrams across all the models for this study450

to keep the comparison straightforward.451

4.3.2 Model Configuration452

All the models employed in the study were set to453

their default configurations and hyper-parameters,454

but we had to modify sklearns CountVectorizer455

parameters for the models that uses this module456

for vectorization to accurately handle Bengali text457

tokenization. The hyper-parameter values used in458

GHTM, on the other hand, are shown in Table 3459

for each dataset. The embedding models that are460

used throughout the experiment are summarized in461

Table 2.462

4.4 Findings463

This section discusses and analyzes the results of464

the experiment that is shown in Table 4.465

Among the conventional models LSA per-466

formed poorly than the others. In case of BanFak-467

Hyper-parameter Jamuna News NCTBText BanFakeNews

# Hidden Layers 3 2 2
# Clusters in GCN 4 8 12
Hidden Dimension 32 32 128
Output Dimension 64
Epochs 100
# Neighbors in KNN 15
Learning Rate 0.005
Dropout 0.4
Edge Dropout 0.2

Table 3: GHTM hyper-parameter values for the datasets

eNews dataset, LDA and NMF failed to find the 468

topics k, which was set to ground truth, and there- 469

fore the metric Topics Identified (n) is mentioned 470

on the comparison table, despite being irrelevant 471

for traditional models. This metric is only applica- 472

ble for BERTopic and Top2Vec. 473

Considering the neural models, ETM has the 474

inferior results than the others, despite using Fast- 475

Text for word embeddings, while CombinedTM 476

performs well leveraging both BoW and sentence 477

transformer embeddings, which also thrives in gen- 478

erating diverse topics. 479

Among the cluster-based models, Top2Vec 480

based on Doc2Vec embeddings is way ahead 481

than others. Despite performing well on 482

Doc2Vec, while tried on other available 483

embedding options for Bengali such as 484

universal-sentence-encoder-multilingual, 485

distiluse-base-multilingual-cased and 486

paraphrase-multilingual-MiniLM-L12-v2, 487

Top2Vec fails by only producing 1 topic. We 488

also learn from Table 4 that, as the size of the 489

dataset grows, the runtime for Top2Vec increases 490

rapidly. BERTopic on the other hand takes a 491

reasonable amount of time based on dataset 492

size, but its performance lags behind Top2Vec. 493

As BERTopic offers modularity and flexibility 494

in choosing embedding model, dimensionality 495

reduction model and clustering model, it gave us 496

the chance to explore a lot of combinations for 497

Bengali. And our experiments show that Bengali 498

sentence transformer model along with UMAP 499

and KMeans works best for Bengali in BERTopic, 500

rather than the authentic BERTopic combination of 501

UMAP and HDBSCAN. 502
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Model Jamuna News NCTBText BanFakeNews

CV NP
MI TD IR

BO RT n CV NP
MI TD IR

BO RT n CV NP
MI TD IR

BO RT n

Traditional Models
LDA (BOW) 0.62 0.08 0.89 0.95 3 - 0.50 0.03 0.83 0.95 3 - 0.64 0.12 0.86 0.97 33 10
LDA (TF-IDF) 0.57 0.03 0.91 0.95 3 - 0.51 -0.04 0.96 0.99 3 - 0.65 0.09 0.97 1.00 30 10
LSA (BOW) 0.51 -0.04 0.60 0.63 1 - 0.34 -0.05 0.47 0.78 1 - 0.44 -0.01 0.39 0.79 12 -
LSA (TF-IDF) 0.49 -0.05 0.68 0.67 1 - 0.42 -0.07 0.61 0.78 2 - 0.45 -0.03 0.42 0.83 21 -
NMF (BOW) 0.62 0.09 0.91 0.95 1 - 0.54 0.06 0.82 0.96 1 - 0.67 0.13 0.84 0.97 8 10
NMF (TF-IDF) 0.65 0.08 0.98 0.99 1 - 0.57 0.04 0.95 0.99 1 - 0.72 0.17 0.94 0.99 16 10
Neural Models

ProdLDA 0.60 -0.02 1.00 1.00 166 - 0.66 0.05 1.00 1.00 219 - 0.39 -0.19 0.89 0.98 2355 -
Neural LDA 0.55 -0.24 1.00 1.00 163 - 0.54 -0.30 1.00 1.00 214 - 0.42 -0.22 0.96 0.99 2187 -
ETM (FastText) 0.49 -0.02 0.92 0.95 14 - 0.40 -0.14 0.81 0.94 21 - 0.49 -0.12 0.08 0.00 411 -
Combined TM 0.67 0.04 1.00 1.00 174 - 0.64 0.05 1.00 1.00 174 - 0.71 0.14 1.00 1.00 686 -
ZeroShot TM 0.66 0.04 0.87 0.93 104 - 0.64 0.05 1.00 1.00 115 - 0.60 0.05 0.37 0.75 353 -
Cluster-Based Models

Top2vec 0.83 0.18 1.00 1.00 32 72 0.74 0.11 1.00 1.00 134 87 0.80 0.12 0.99 1.00 1651 502
BERTopic
(W2V+UMAP+HDBSCAN) 0.26 -0.15 0.78 0.81 35 3 0.44 -0.05 0.73 0.90 34 9 0.39 -0.12 0.85 0.95 176 6

BERTopic
(GloVe+UMAP+HDBSCAN) 0.53 0.03 0.83 0.88 19 120 0.56 0.13 0.68 0.91 21 110 0.43 -0.11 0.83 0.95 278 7

BERTopic
(Doc2Vec+UMAP+HDBSCAN) 0.25 -0.16 0.67 0.72 36 4 0.44 -0.05 0.72 0.90 34 11 0.36 -0.12 0.84 0.94 157 6

BERTopic
(FastText+UMAP+HDBSCAN) 0.25 -0.18 0.77 0.80 47 3 0.42 -0.07 0.79 0.93 43 11 0.40 -0.12 0.86 0.96 167 6

BERTopic
(ST+UMAP+HDBSCAN) 0.48 -0.06 0.85 0.93 68 150 0.82 -0.08 0.44 0.52 56 6 0.62 0.03 0.93 0.99 356 773

BERTopic
(ST+PCA+HDBSCAN) 0.55 -0.03 0.99 1.00 82 4 0.78 -0.05 0.49 0.61 53 6 0.62 0.00 0.93 0.99 239 10

BERTopic
(ST+SVD+HDBSCAN) 0.66 0.01 1.00 1.00 82 5 0.78 -0.04 0.51 0.62 53 6 0.56 0.03 1.00 1.00 285 3

BERTopic
(ST+HDBSCAN) 0.65 0.02 1.00 1.00 82 4 0.77 -0.04 0.55 0.74 52 7 0.53 0.02 0.97 0.99 282 3

BERTopic
(ST+UMAP+KMeans) 0.71 0.08 0.99 1.00 82 4 0.69 0.02 0.97 0.99 54 8 0.67 0.07 0.94 0.99 307 12

BERTopic
(ST+UMAP+Agglomerative) 0.54 -0.09 0.93 0.96 81 4 0.58 -0.09 0.86 0.96 53 8 0.65 0.00 0.97 0.99 232 12

BERTopic
(ST+UMAP+DBSCAN) 0.43 -0.12 0.91 0.92 82 4 0.65 -0.09 0.76 0.86 52 4 0.59 0.01 0.94 0.99 233 43

BERTopic
(ST+UMAP+Spectral) 0.56 0.02 0.93 0.97 72 6 0.66 0.01 0.93 0.98 55 10 0.66 0.07 0.92 0.98 354 337

GHTM (Proposed) 0.91 0.31 1.00 1.00 23 - 0.87 0.27 0.99 1.00 15 - 0.82 0.28 0.96 0.99 230 -

Table 4: Comprehensive model comparison across the datasets. Metrics: Coherence Value (CV), Normalized PMI
(NPMI), Topic Diversity (TD), IRBO, Runtime in seconds (RT), and Topics Identified by model (n). Here, ST =
Sentence-Transformer. The results are averaged across 3 runs. All RT and n values have been ceilinged to nearest
integer.

k CV NPMI TD IRBO

20 0.735 0.173 0.910 0.993
50 0.659 0.135 0.580 0.972
100 0.624 0.105 0.523 0.980

Avg. 0.673 0.138 0.671 0.982

Table 5: Evaluation metrics for different values of k.
Last row shows the average of metrics across k = 20,
50, and 100.

GHTM performed really well in terms of both503

coherence and diversity, as we can see in Table504

4, Figure 4 and Figure 5. It also doesn’t require505

much runtime, even when the dataset size grows.506

The overall results verify GHTM’s efficacy over507

Bengali text data. The topics generated by GHTM508

along with the original categories is demonstrated509

in Table 5 for the dataset NCTBText.510

Bigrams for performance boost: While gen-511

erating the vocabulary, if we consider bi-grams 512

along with unigrams, the performance of GHTM 513

increases in every aspect. However, bi-grams were 514

not employed in this study, to ensure uniformity in 515

experimental setup across the models. 516

Cluster Size for Cluster-GCN: Too many clus- 517

ters fragment the graph, degrading model perfor- 518

mance, whereas too few clusters cause memory is- 519

sues. Thus, while setting the ‘num_clusters’ param- 520

eter for Cluster-GCN, we’ve to maintain a balance 521

depending on the dataset size, number of hidden 522

layers, memory size etc. In our case, this parameter 523

was set to k (the number of topics) after empirical 524

testing showed it yielded the best model perfor- 525

mance. 526

GHTM on English: We also tried GHTM on En- 527

glish benchmark dataset for topic modeling called 528

20NewsGroup. We tried different number of topic 529

numbers, k = {20,50,100} and averaged the re- 530

7



0.2

0.1

0.0

0.1

0.2

0.3

N
PM

I

0.0

0.2

0.4

0.6

0.8

1.0

TD

0

50

100

150

R
T

0.3

0.2

0.1

0.0

0.1

0.2

0.3

N
PM

I

0.0

0.2

0.4

0.6

0.8

1.0

TD

0

50

100

150

200

R
T

LD
A

LS
A

NMF

Pr
od

LD
A

Neu
ra

l L
DA

ETM CTM ZTM

To
p2

ve
c

BERTo
pic

 (h
db

sc
an

)

BERTo
pic

 (k
mea

ns
)
GHTM

0.2

0.1

0.0

0.1

0.2

0.3

N
PM

I

LD
A

LS
A

NMF

Pr
od

LD
A

Neu
ra

l L
DA

ETM CTM ZTM

To
p2

ve
c

BERTo
pic

 (h
db

sc
an

)

BERTo
pic

 (k
mea

ns
)
GHTM

0.0

0.2

0.4

0.6

0.8

1.0

TD

LD
A

LS
A

NMF

Pr
od

LD
A

Neu
ra

l L
DA

ETM CTM ZTM

To
p2

ve
c

BERTo
pic

 (h
db

sc
an

)

BERTo
pic

 (k
mea

ns
)
GHTM

0

500

1000

1500

2000

R
T

Jamuna News NCTBText BanFakeNews

Figure 4: Comparative analysis of topic modeling performance across Jamuna News, NCTBText, and BanFakeNews
datasets. Each row represents a dataset, with columns illustrating the metrics NPMI, TD and RT respectively.
GHTM consistently outperforms baseline models in coherence and diversity.

Figure 5: NPMI score comparison across datasets. Mod-
els are sorted across X axis based on performance. Re-
sults for BoW and TF-IDF were averaged here for LDA,
LSA and NMF

sults. The results are shown in Table 5. Consid-531

ering 20NewsGroup dataset, GHTM outperforms532

GINopic (Adhya and Sanyal, 2025) in terms of CV533

(0.647) and NPMI (0.102).534

5 Conclusion535

Despite having a lot of potential in Bengali NLP,536

topic modeling is rarely utilized and studied for537

Bengali. This study verifies that, we can use topic538

models for generating coherent and latent themes539

from Bengali corpus. The topics extracted can540

be used to initially make sense of an unlabeled541

text dataset and further utilized for data annotation,542

which can contribute a lot in NLP tasks, especially543

for low-resource languages. Leveraging GCN and544

NMF, we have developed a hybrid topic model-545

ing approach called GHTM, which significantly546

Figure 6: Visualization of topics generated by GHTM
for the NCTBText dataset, distributed across original
categories to demonstrate topic quality.

improves performance in topic coherence and di- 547

versity for Bengali dataset compared to existing 548

models. The model shows promise and can be fur- 549

ther advanced in the future for even better results 550

and adapted for any language. 551

Limitations 552

This paper assumes topic numbers as a constant 553

based on ground truth rather than a hyperparam- 554

eter to be tuned. This approach forces models to 555

generalize the topics to align with the authentic cat- 556

egories, because we intended find out which mod- 557

els can do it best. We strongly believe that topic 558

models can act as a great starter for annotating unla- 559

beled documents for low-resource languages. How- 560

ever, setting the topic number beforehand while not 561

knowing the exact categories of an unstructured 562

or unlabeled dataset, can be count as a limitation. 563

8



We hope to experiment further in future on how564

clustering works on GCN refined embeddings, so565

that we don’t have to rely on topic numbers and let566

the model identify the latent topics by itself. More-567

over, GHTM, being a neural network-based model,568

intensively uses GPU for the Cluster-GCN part and569

the runtime can become slower if ran on CPU only.570
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