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Abstract

Trajectory prediction is an important task that
involves modeling the indeterminate nature of
agents to forecast future trajectories given the ob-
served trajectory sequences. The task of predict-
ing trajectories poses significant challenges, as
agents not only move individually through time
but also interact spatially. The learning of com-
plex spatio-temporal representations stands as a
fundamental challenge in trajectory prediction.
To this end, we propose a novel approach called
SSWDP (Self-Supervised Waypoint Distortion
Prediction). We propose a simple yet highly effec-
tive self-supervised task of predicting distortion
present in the observed trajectories to improve
the representation learning of the model. Our ap-
proach can complement existing trajectory predic-
tion methods. The experimental results highlight
a significant improvement with relative percent-
age differences of 22.7%/38.9%, 33.8%/36.4%,
and 16.60%/23.20% in ADE/FDE for the NBA,
TrajNet++, and ETH-UCY datasets, respectively,
compared to the baseline methods. Our approach
also demonstrates a significant improvement over
baseline methods with relative percentage dif-
ferences of 76.8%/82.5% and 61.0%/36.1% in
ADE/FDE for TrajNet++ and NBA datasets in
distorted environments, respectively.

1. Introduction

Trajectory prediction involves estimating an agent’s future
movement by analyzing its historical past trajectories. This
process holds significant importance in various applications,
including autonomous driving, robotics, surveillance sys-
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tems, drones, and other autonomous systems. Several re-
search studies have focused on utilizing deep generative
models (Gu et al., 2022; Mao et al., 2023; Xu et al., 2022a)
to address trajectory prediction tasks. For example, some
approaches employ generative adversarial networks (GANs)
(Gupta et al., 2018; Hu et al., 2020; Sadeghian et al., 2019)
to diversify the distribution across all potential future trajec-
tories. Other approaches (Lee et al., 2022; Mangalam et al.,
2020; Xu et al., 2022a;c) utilize conditional variational au-
toencoders (CVAE) to capture the multi-modal distribution
of future trajectories. Transformers (Girgis et al., 2022; Giu-
liari et al., 2021; Gu et al., 2023; Tsao et al., 2022) have
also been employed for trajectory prediction. Several works
(Bae & Jeon, 2023; Lv et al., 2023; Sekhon & Fleming,
2021; Xu et al., 2022a; 2023c) use graph-based models to
model the social interactions between agents in trajectory
prediction tasks.

The future trajectories of agents, such as pedestrians, of-
ten exhibit uncertainty due to the ability of these agents to
adapt their movement in response to changing environments
and physical constraints. The task of predicting trajectories
poses significant challenges, as agents move not only indi-
vidually through time but also interact spatially. Learning
complex spatio-temporal representations stands as a fun-
damental challenge in trajectory prediction. Consequently,
an effective trajectory forecasting model must be capable
of learning the underlying representation more effectively.
Some works attempt data augmentation techniques to help
the model in learning better representations. Data augmenta-
tions, such as trajectory flipping (Ye et al., 2023), trajectory
masking (Chen et al., 2023b; Cheng et al., 2023), and noise
augmentation (adding noise to trajectory) (Bae et al., 2023;
Saadatnejad et al., 2022; Ye et al., 2023), have been ex-
plored. However, these augmentations have not yielded
significant improvements, as evident in the S-ATTack study
(Saadatnejad et al., 2022) where noise augmentation did not
lead to a significant improvement. We also attempted flip-
ping, masking, and noise augmentations using the GroupNet
baseline (Xu et al., 2022a) over the NBA dataset and did not
obtain a significant improvement compared to the baseline
model (see Section 4.6.1). Therefore, in this work, we fo-
cus on utilizing self-supervised learning. Self-supervision
(Wei et al., 2019) has garnered significant attention, and its
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Figure 1. Illustration of SSWDP, where we first create two distinct views of past observed trajectories: the clean view X ;t"b and the

. . < . . . . - - .
distortion view X; °" across the spatial domain of waypoints. We then enforce the trajectory prediction model © ., to maintain spatial

consistency between predictions from these two views and predict the future trajectories Y;and Y; (see Section 3.2.2). In the distortion
prediction module, we predict the distortion present in the two views of past observed trajectories as an auxiliary self-supervised pretext
task (see Section 3.2.3). Brown and gray lines represent the flow for clean and distorted views, respectively, while the green lines represent

the ground truth (gt).

objective is to assist models in acquiring more generalized
representations through pretext tasks.

To enhance representation learning, we propose a novel
approach called SSWDP (Self-Supervised Waypoint Distor-
tion Prediction). We propose a simple yet highly effective
self-supervised pretext task: predicting distortion present in
the observed trajectories. To the best of our knowledge, this
paper is the first work to explore distortion prediction as a
self-supervised pretext task to improve the representation
learning of the model in trajectory prediction. Our approach
consists of two modules (spatial consistency module and
distortion prediction module) as shown in Figure 1. In the
spatial consistency module, we create two distinct views of
past observed trajectories: the clean view and the distorted
view. The clean view represents the original past observed
trajectory, while the distorted view represents past observed
trajectories that have been spatially relocated. Since the
distorted view is created by relocating waypoints from the
clean view, both views are similar (though not identical).
We enforce the trajectory prediction model to maintain spa-
tial consistency between predictions derived from these two
views.

In the distortion prediction module, we predict the spatial

distortion present in the past observed trajectories (coor-
dinates) as an auxiliary self-supervised pretext task. This
simple yet highly effective task assists the trajectory predic-
tion model in better learning the underlying representation
for trajectory prediction, thereby enhancing future predic-
tions (see Table 3 and Figure 2). It is important to note that
the novelty of our work lies in the proposed pretext task,
not the augmentation. We demonstrated in Section 4.6.1
that using only augmentation approaches results in subopti-
mal performance. We also conduct ablation experiments in
Section 4.6.2 to empirically demonstrate that both modules
(i.e., spatial consistency module and distortion prediction
module) are crucial for our approach.

Our approach can be easily integrated with existing trajec-
tory prediction methods. We have integrated our approach
into four existing methods: the generative-based GroupNet
(Xu et al., 2022a), the goal-oriented Graph-TERN (Bae &
Jeon, 2023), Graph-based SSAGCN (Lv et al., 2023) and
the transformer-based AutoBot (Girgis et al., 2022). Our ex-
tensive experiments demonstrate the ability of our approach
to accurately forecast future trajectories, leading to substan-
tial performance improvements across the NBA SportVU
(Zhan et al., 2018), synthetic partition Trajnet++ (Kothari
etal.,2021), and ETH-UCY (Pellegrini et al., 2009) datasets.
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Additionally, we conduct ablation experiments (see Sec-
tion 4.6.4) to demonstrate that incorporating SSWDP into
the model learning process significantly improves perfor-
mance in a distorted environment compared to the baseline
method.

2. Related Work

2.1. Trajectory prediction

The trajectory forecasting model seeks to predict future
trajectories considering the observed trajectories. When
forecasting an agent’s future trajectory, a wide range of fu-
ture trajectories can be possible. The stochastic prediction
model has been used in several works (Gupta et al., 2018;
Lee et al., 2022; Mangalam et al., 2020; Shi et al., 2021; Xu
et al., 2022¢). These models include a range of methods,
such as conditional variational autoencoders (CVAEs) (Lee
et al., 2022; Mangalam et al., 2020; Xu et al., 2022a;c), gen-
erative adversarial networks (GANs) (Gupta et al., 2018; Hu
et al., 2020; Sadeghian et al., 2019), and diffusion models
(Gu et al., 2022; Mao et al., 2023). Some work, including
RMB (Shi et al., 2023a), addresses the issue of superfluous
interactions by proposing the Interpretable Multimodality
Predictor (IMP), which models the distribution of mean loca-
tions as a Gaussian Mixture Model (GMM) and encourages
multimodality by sampling multiple mean locations of pre-
dictions. Transformers (Girgis et al., 2022; Yu et al., 2020;
Yuan et al., 2021; Zhou et al., 2023) are widely employed to
capture temporal and social dimensions through the atten-
tion mechanism. Graph-based (Lv et al., 2023; Sekhon &
Fleming, 2021) methods are specifically utilized to explicitly
model social interactions among agents in the scene through
relational reasoning. These approaches adeptly capture in-
teractions and their associated strengths in both groupwise
and pairwise interactions to predict plausible future trajecto-
ries. DynGroupNet (Xu et al., 2023b) and TDGCN (Wang
et al., 2023a) focus on capturing temporal groupwise in-
teractions, considering interaction strength and interaction
category. Additionally, several other efforts have been made
in trajectory prediction, such as endpoint-conditioned tra-
jectory prediction (Bae & Jeon, 2023), long-tail trajectory
prediction (Wang et al., 2023b), and others. MERA (Sun
et al., 2023) utilizes different types of modalities in motion
predictions, processing different feature clusters to represent
modalities such as scene semantics and agent motion state.

2.2. Self-supervised Learning

Self-supervised learning is a paradigm that has gained pop-
ularity across various domains of deep learning, including
computer vision. Through different pretext tasks, additional
supervision is generated from unlabeled data, which is then
used to train a model in a self-supervised manner. Several
self-supervised approaches (Caron et al., 2018; Gidaris et al.,

2018; Pathak et al., 2017; Wei et al., 2019) have been devel-
oped to acquire better representation learning. For example,
in the context of acquiring image features (Gidaris et al.,
2018), self-supervised tasks train deep networks to recog-
nize the 2D rotation angles of images. In another approach
(Wei et al., 2019), a pretext task is proposed to learn spatial
relationships by dividing an image into a grid of patches,
rearranging their spatial positions, and training the network
to restore their accurate spatial arrangement. Additional
self-supervised learning techniques include image cluster-
ing (Caron et al., 2018), segmentation prediction (Pathak
et al., 2017), and others.

Recently, in trajectory prediction (Bhattacharyya et al.,
2023; Halawa et al., 2022; Wang et al., 2023b), a few works
have explored self-supervised learning. Some employ con-
trastive learning (Halawa et al., 2022; Wang et al., 2023b)
to enhance the representation ability of the network, while
others, like SSL lanes (Bhattacharyya et al., 2023), uti-
lize map/agent-level data to formulate various pretext tasks.
Unlike the above-mentioned methods, we propose a novel
pretext task that predicts the distortion present in the clean
and distorted views of past observed trajectories as an aux-
iliary self-supervised pretext task to enhance the trajectory
prediction task.

2.3. Learning with Regularization

Several techniques have been explored in recent studies to
regularize trajectory prediction (Chen et al., 2023b; Cheng
et al., 2023; Saadatnejad et al., 2022; Ye et al., 2023). Some
methodologies, like the one proposed by Ye et al. (Ye et al.,
2023), utilize a variety of transformations applied to the
same input data to generate perturbation-invariant represen-
tations. Wu et al. (Wu et al., 2023) employed masked tra-
jectory predictions and reconstruction to extract additional
pieces of information from trajectories. TENET (Wang
et al., 2022b) propagates learning embeddings through a
temporal flow network to reconstruct the input, serving as
a means to enhance the acquired embeddings. Researchers
(Girgis et al., 2022; Sekhon & Fleming, 2021; Zhu et al.,
2020) also implement a mechanism wherein the predicted
future trajectory is reversed temporally and fed back into the
prediction model. This approach aims to predict the histori-
cal trajectory, and the loss is calculated with the inclusion
of an extra cycle loss term.

3. Methodology

3.1. Problem Formulation

The goal of trajectory predictions is to forecast the future
trajectories of agents in a dynamic environment based on
their past trajectories. A trajectory is represented by a tem-
poral series of spatial points, termed as waypoints. The
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past observed trajectory, spanning from ¢; to ¢,p, can be
denoted as XZS%” = w? , w?, s :cﬁ"”}, where 935"" e R?
corresponds to the 2D coordinates of agent ¢ at time step t,p.
Similarly, the predicted future trajectory for agent ¢ over
the duration ¢,p+1 to ¢ ¢, can be described as )A/it"b“StStf v,
Corresponding ground truth for the future trajectory of agent
7 can be described as Y;"”“Stét’" “ over the duration ¢, 1
to .. It is worth noting that the problem formulation is
given for the i*" agent for the sake of simplicity, but it can

be generalized to all agents present in the scene.

3.2. Self-Supervised Waypoint Distortion Prediction
3.2.1. CLEAN AND DISTORTED VIEWS

In our approach, we first generate two different views of
past observed trajectories: one characterized as the clean
view and the other as a distorted view. The clean view
corresponds to the original past trajectory, while the dis-
torted view corresponds to the past trajectory that has been
spatially relocated with some additive noise.

Given the observed past trajectory Xft"b of agent i, the

clean view and distorted view are denoted by X?t"”
and X;t"b respectively. We sample the Gaussian noise
(NV(0,1)) and add it to X Z.St”b to create the distorted view.
Specifically, &' =" ~ A(0,1) is noise sampled from the
standard normal distribution. We control this noise by a
parameter (w) called the noise factor to get the final additive
noise (@?t"b) as shown in Eq. 1. We have also provided
an ablation in Section 4.6.3 on choosing the appropriate w
value. The noise factor controls the spatial relocation of

waypoints in the distorted view.

(bigtob = w (I)/iétob (1)
X?tob _ X?tob + q,iftob (2)

~ <to
X5 2 e )+ (o ey )

We add additive noise <I>i§t°b = {ol',...,o}""} to the past

observed trajectory X =" = {x! ... '} of agent i to
. . . o <to

obtain the distorted view (X; "). Here, aﬁ"b € R? repre-

sents the 2D Gaussian noise vector for agent ¢ at time step

tob-

3.2.2. SPATIAL CONSISTENCY MODULE

After creating clean and distorted views for agent ¢, we feed
them as input to the feature extraction network (Oy.). The
feature extraction network generates features corresponding
to both the clean view and the distorted view. The fea-
tures from the clean view are then input into the trajectory
prediction network (O,,;,) to predict the future trajectory

(}A/i). Similarly, the features from the distorted view are also

passed through the trajectory prediction network (O,,;,) to
obtain the future trajectory corresponding to the distorted
view, as indicated in the Egs. below.

YIRS = 0,00 (X)) @)
~tobr1<t<tsy .
Y, = @sup(@fE(XiStab) Q)

Here, }7; and Y; denote the future trajectory predictions
from the clean and distorted views of the past observed
trajectory, respectively. Next, we use the trajectory predic-
tion loss (L) to minimize the gap between the predicted
trajectory and the ground truth trajectory. The supervised
loss (Lgyp) is calculated using Eq. 6. It is evident from

Eq. 6 that we are minimizing the gap between 171 and Y;.
Simultaneously, we are also minimizing the gap between Y,
and Y, thus implicitly minimizing the gap between Y; and

571-. Therefore, Ly, maintains spatial consistency between
the future predictions from clean observed trajectories and
the distorted trajectories. This consistency ensures that both
views are consistent with each other.

N

1 Stopir <t<t tops1 <t<t
_ ob+1<t<tfy ob+1<t<tjfy
Lap =~ (LolV, Y, )+
N <
i=1 (6)
’Jtob+1gt§tfu
tob+1<t<tyu

£tP(Y aYi )

Where N is the number of agents, Y; is the ground truth
future trajectory for agent 7.

3.2.3. DISTORTION PREDICTION MODULE

The self-supervised distortion prediction task involves
predicting the distortion present in both the clean view
(observed past trajectory X ft"b) and the distorted view
(Xl-gt””). Specifically, the goal is to estimate the spatial
relocation values associated with the given observed way-

points.
~><top

B, =0u(05 (X))

7

DE = O,45(O (X))

(2

(N

Where O, represents the parameters of the distorted pre-
~><top

diction network. ®, 1is the predicted spatial relocation

values in the distorted view of agent ¢, @?t"b is the predicted
spatial relocation values for the clean view of agent i. @;t“’
is the ground truth relocation values (see Eq. 1). Please
note that the features extracted by © ¢, are utilized as input
to O, (distortion predicting network) for predicting the
relocation values in the observed past trajectory (clean and
distorted views as shown in Eq. 7).

The self supervised distortion prediction loss (L) is given
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Table 1. The Average Displacement Error (ADE) and Final Displacement Error (FDE) for prediction on the NBA dataset using the SSWDP
approach. (B) denotes the baseline GroupNet model. RD(%) indicates the relative percentage difference compared to the baseline. The

top performance is highlighted in bold.

Time
Method Venue I.0s 205 3.0s 10

SSTGCNN CVPR 2020 | 0.36/0.50 | 0.75/0.99 | 1.15/1.79 | 1.59/2.37

STAR ECCV 2020 | 0.43/0.65 | 0.77/1.28 | 1.00/1.55 | 1.26/2.04

PECNet ECCV 2020 | 0.51/0.76 | 0.96/1.69 | 1.41/2.52 | 1.83/3.41

NMMP CVPR 2020 | 0.38/0.54 | 0.70/1.11 | 1.01/1.61 | 1.33/2.05

MemoNet CVPR 2022 | 0.38/0.56 | 0.71/1.14 | 1.00/1.57 | 1.25/1.47

NPSN CVPR 2022 | 0.35/0.58 | 0.68/1.23 | 1.01/1.76 | 1.31/1.79

GroupNet (B) CVPR 2022 | 0.34/0.48 | 0.62/0.95 | 0.87/1.31 | 1.13/1.69

MERA TPAMI 2023 - - 1.17/2.21

DISTL NeurIPS 2023 | 0.30/0.40 | 0.58/0.88 | 0.87/1.31 | 1.13/1.60

DCG arXiv 2024 - - - 1.16/1.64

Our (B)+SSWDP - 0.23/0.31 | 0.45/0.63 | 0.67/0.92 | 0.90/1.14

RD(%) ADE/FDE - 38.6/43.0 | 31.8/40.5 | 26.0/35.0 | 22.7/38.9

below: 4. Experiments

1 X R <ty In this section, we present the quantitative and qualitative
L= — Z (Emse(@iét"b, 0) + Linse(®; <I>Z.§t°”)> results of our approach. Additionally, we have conducted
N i=1 several ablation studies to validate our approach. Experi-

(®)
Here, mse refers to mean square error. O signifies that the
spatial relocation values are zero in the clean view, indicat-
ing that no distortion is present in the original past observed
trajectory (X ft"b) of agent 7.

It is worth noting from Eq. 8 that we are also minimizing
~<t

e > >Ulob
Linge(B="",0) along with Lyee(®; , ®="") so that the
model can better differentiate between non-distorted and
distorted trajectories.

3.3. Learning and Evaluation

The total loss is defined using Eq. 9.

L:tolal = [fsup + /\L‘ss 9)

(O CM

x .
sup O =  argmin

efe 7®sup ,ess

Ctotal (10)

Here, L () denotes the total loss for training the SSWDP.
A signifies the contribution of the self-supervised loss in the
total loss for training the model using our approach. Using
Eq. 10, we get the optimal parameters that would be utilized
at inference time as given in Eq. 11. At evaluation time, we
can predict the future trajectory using Eq. 11 for any given
observed trajectory.

?tob+1gt§t.f'7" — o* ( ?e(XStOb)) (11)

2 sup [

mental details, including implementation details, baseline
models, and architecture details, have been provided in Ap-
pendix A.

4.1. Datasets

We evaluate the performance of SSWDP on three trajectory
datasets: NBA (Zhan et al., 2018), a synthetic partition of
TrajNet++ (Kothari et al., 2021), and ETH-UCY (Lerner
et al., 2007; Pellegrini et al., 2009). The NBA Sports VU
Dataset includes player trajectory data from all ten play-
ers in live NBA games, where teammates heavily influence
player motions. In this assessment, we predict the following
ten timestamps (4.0 seconds) using the five timestamps that
occurred before them, spanning 2.0 seconds of past data.
The key objective of TrajNet++ is to highlight significant
agent-agent interactions across a scenario. Specifically, we
evaluate the model for the subsequent 12 timestamps based
on the agents’ last nine timestamps. There are a total of
54,513 unique scenes in the dataset. ETH-UCY is a compos-
ite of two datasets featuring smooth trajectories and straight-
forward agent interactions. The ETH dataset includes two
scenarios, ETH and HOTEL, totaling 750 pedestrians. On
the other hand, UNIV, ZARA1, and ZARA?2 scenarios, total-
ing 786 pedestrians, are included in the UCY dataset. These
scenes encompass various settings, including roads, inter-
sections, and open areas. The world-coordinate sequence
comprises trajectories covering eight time steps or 3.2 sec-
onds. We aim to forecast the next 12 time steps, so our
predictions will cover 4.8 seconds in total.
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Figure 2. Visual representation of results on the NBA dataset. Trajectories of ten players from each team (cyan and red) are depicted
alongside GroupNet (Xu et al., 2022a) and the ground truth for comparison. Past trajectories are represented in a lighter color, while

predicted waypoints are shown in a solid color. The

color represents the ball trajectory. The first and second columns show the

model’s predictions for the next ten timestamps in both clean and distorted environments.

Table 2. Quantitative results using the SSWDP approach on the
TrajNet++ dataset during training. (B) stands for the baseline
model. RD(%) indicates the relative percentage difference from
the baseline. The top performance is highlighted in bold.

ADE | FDE

Model Venue W) W)
Linear Extrapolation | ICLR 2022 | 0.409 | 0.897
AntiSocial ICLR 2022 | 0.316 | 0.632
Ego ICLR 2022 | 0.214 | 0.431
AutoBot (B) ICLR 2022 | 0.128 | 0.234
Traj-MAE ICCV 2023 | 0.093 | 0.181
Our (B)+SSWDP - 0.091 | 0.162
RD(%) - 33.8 | 364

4.2. Evaluation Metrics

We use standard evaluation metrics such as Average Dis-
placement Error (ADE) and Final Displacement Error (FDE)
for trajectory prediction evaluation. ADE represents the
average L2 distance between predicted and ground truth
trajectories across all time steps. In contrast, FDE quantifies

the L2 distance at the last time step or final endpoint.

4.3. Quantitative Results
4.3.1. EVALUATION ON THE NBA DATASET

On the NBA dataset, based on past trajectories from the
last five timestamps (2.0 seconds), we forecast future tra-
jectories for ten timestamps (4.0 seconds ahead). Table 1
summarizes the results of an evaluation involving several
methods. We compare our approach with SSTGCNN (Mo-
hamed et al., 2020), STAR (Yu et al., 2020), PECNet (Man-
galam et al., 2020), NMMP (Hu et al., 2020), MemoNe
(Xu et al., 2022b), NPSN (Bae et al., 2022), GroupNet (Xu
et al., 2022a), MERA (Sun et al., 2023), DISTL (Cao et al.,
2023), and DCG (Li et al., 2024). Our findings demon-
strate a significant outperformance of our approach com-
pared to others. Notably, at 4.0 seconds, the minimum
Average Displacement Error (minADE) and minimum Final
Displacement Error (minFDE) decrease to 0.90 and 1.14, re-
spectively (with a relative improvement of 22.7% and 38.9%
in ADE/FDE) compared to the baseline GroupNet (Xu et al.,
2022a). Our approach shows significant improvement not
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Table 3. ADE ({) / FDE ({) for trajectory prediction on the ETH-UCY dataset utilizing the SSWDP technique during training. (B1) and
(B2) denote the first and second baseline models. RD1 (%) and RD2 (%) indicate the relative percentage difference compared to the

baseline B1 and B2, respectively. The top performance is highlighted in bold.

Method Venue ETH HOTEL UNIV ZARA1 ZARA2 AVG
STT (Monti et al., 2022) CVPR 2022 | 0.54/1.10 | 0.24/0.46 | 0.57/1.15 | 0.45/0.94 | 0.36/0.77 | 0.43/0.88
SEEM (Wang et al., 2022a) TPAMI 2022 | 0.48/0.86 | 0.52/1.18 | 0.35/0.65 | 0.28/0.47 | 0.24/0.50 | 0.38/0.71
GroupNet (Xu et al., 2022a) CVPR 2022 | 0.46/0.73 | 0.15/0.25 | 0.26/0.49 | 0.21/0.39 | 0.17/0.33 | 0.25/0.44
DynGroupNet (Xu et al., 2023b) NN 2023 0.42/0.66 | 0.13/0.20 | 0.24/0.44 | 0.19/0.34 | 0.15/0.28 | 0.23/0.38
RMB (Shi et al., 2023a) TPAMI 2023 | 0.29/0.49 | 0.12/0.18 | 0.29/0.51 | 0.20/0.36 | 0.15/0.27 | 0.21/0.36
BCDiff (Li et al., 2023) NIPS 2023 | 0.53/0.91 | 0.17/0.27 | 0.24/0.40 | 0.21/0.37 | 0.16/0.26 | 0.26/0.44
EqMotion (Xu et al., 2023a) CVPR 2023 | 0.40/0.61 | 0.12/0.18 | 0.23/0.43 | 0.18/0.32 | 0.13/0.23 | 0.21/0.35
FlowChain (Maeda & Ukita, 2023) ICCV 2023 | 0.55/0.99 | 0.20/0.35 | 0.29/0.54 | 0.22/0.40 | 0.20/0.34 | 0.29/0.52
BOsample (Chen et al., 2023a) ICCV 2023 | 0.52/0.95 | 0.19/0.39 | 0.30/0.67 | 0.14/0.33 | 0.20/0.45 | 0.27/0.56
TUTR (Shi et al., 2023b) ICCV 2023 | 0.40/0.61 | 0.11/0.18 | 0.23/0.42 | 0.18/0.34 | 0.13/0.25 | 0.21/0.36
EigenTrajectory (Bae et al., 2023) ICCV 2023 | 0.36/0.57 | 0.13/0.21 | 0.24/0.43 | 0.19/0.34 | 0.14/0.25 | 0.21/0.36
Graph-TERN (B1) (Bae & Jeon, 2023) | AAAI2023 | 0.42/0.58 | 0.14/0.23 | 0.26/0.45 | 0.21/0.37 | 0.17/0.29 | 0.24/0.38
SSAGCN (B2) (Lv et al., 2023) TNLS 2023 | 0.21/0.38 | 0.11/0.19 | 0.14/0.25 | 0.12/0.22 | 0.09/0.15 | 0.13/0.24
ST-motion (Saadatnejad et al., 2023) ICLR 2024 | 0.93/1.81 | 0.32/0.60 | 0.54/1.16 | 0.42/0.90 | 0.32/0.70 | 0.51/1.03
SMEMO (Marchetti et al., 2024) TPAMI 2024 | 0.39/0.59 | 0.14/0.20 | 0.23/0.41 | 0.19/0.32 | 0.15/0.26 | 0.22/0.35
Our (B1)+SSWDP - 0.38/0.48 | 0.14/0.23 | 0.24/0.40 | 0.19/0.32 | 0.15/0.25 | 0.22/0.33
RD1(%) ADE/FDE - - - - - - 8.60/14.0
Our (B2)+SSWDP - 0.21/0.38 | 0.08/0.10 | 0.10/0.17 | 0.11/0.19 | 0.08/0.12 | 0.11/0.19
RD2(%) ADE/FDE - - - - - - 16.60/23.20

Table 4. Results for the GroupNet+SSWDP model on the NBA dataset. (B) indicates the baseline GroupNet model. (B+SC) denotes the
baseline with the spatial consistency module. (B+SC+DP) denotes the baseline with both the spatial consistency module and the distortion

prediction module. RD(%) refers to the relative percent difference with respect to the baseline. Top performance is highlighted in bold.
ADE FDE
Method T0s [ 2.0s [ 3.0s | 40s | 1.0s | 2.0s | 3.0s [ 4.0s | APF/FDERD(%)
B 034 | 062 | 087 | 1.13 | 048 | 0.95 | 1.31 | 1.69 -
B+ SC 0.28 | 0.52 | 0.77 | 1.018 | 0.37 | 0.75 | 1.10 | 1.36 10.42/21.49
B+SC+DP | 023 | 045 | 0.67 | 0.903 | 0.31 | 0.63 | 0.92 | 1.14 22.33/38.28

Table 5. Results for the SSAGCN+SSWDP model on the ETH-
UCY dataset. (B) indicates the baseline SSAGCN model.
(B+SC) denotes the baseline with the spatial consistency module.
(B+SC+DP) denotes the baseline with both the spatial consistency
module and the distortion prediction module. We report the aver-
age of the minADE/minFDE of each subset within the ETH-UCY
dataset.

Method AVG minADE | AVG minFDE
B 0.13 0.24
B+ SC 0.12 0.22
B + SC + DP 0.11 0.19

only on short-time horizon prediction (1-2s) but also on
longer-time horizon prediction (2-4s).

4.3.2. EVALUATION ON THE TRAJNET++ DATASET

On the synthetic partition of the TRAJINET++ Dataset, lever-
aging data from the preceding nine timestamps, we forecast
the subsequent 12 timestamps for each agent. We com-

pare our approach with Linear Extrapolation, AntiSocial,
Ego, AutoBot (Girgis et al., 2022) and Traj-MAE (Chen
et al., 2023b). The integration of SSWDP into the Auto-
Bot baseline showcased enhanced performance compared
to the baseline, as illustrated in Table 2. Notably, there is
a substantial 33.8% improvement in ADE and a 36.4% im-
provement in FDE values when compared to the baseline
AutoBot model.

4.3.3. EVALUATION ON THE ETH-UCY DATASET

Table 3 presents a comparison of ADE and FDE val-
ues for various methods, including our approach. No-
tably, our approach demonstrates a significant improve-
ment over the baselines (B1 and B2). Specifically, with
the integration of SSWDP, we achieved a relative percent-
age gain of 8.60/14.00% concerning baseline one (B1) and
16.60/23.20% concerning baseline two (B2) in ADE/FDE.
Our model (B2) + SSWDP achieved state-of-the-art results
in the trajectory prediction task on the ETH-UCY Dataset,
as detailed in Table 3.
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Table 6. Results for the GroupNet+SSWDP model using various
noise factor values during training. The noise factor (w) of 0.05
exhibits the best ADE/FDE values on the validation data. The top
performance is highlighted in bold.

. Validation Accuracy
Model Noi
Da(ig:e/t Fa(z:tifr ADE | FDE
4.0s 4.0s
1 0.908 | 1.154
GroupNet, 0.1 0.905 | 1.131
NBA 0.05 | 0.896 | 1.130
0 1.13 1.69

4.4. Qualitative Results on NBA Dataset

We further assessed the capabilities of our approach through
qualitative results. Figure 2 illustrates the predictions of
our SSWDP and GroupNet in both clean and distorted envi-
ronments on the NBA SportVU dataset. It is evident from
Figure 2 that our approach performs better in both clean
and distorted environments in most cases. This superior
performance is also reflected in the ADE/FDE matrices, as
demonstrated in Tables 1 and 7.

4.5. Qualitative Results on ETH-UCY Dataset

We have provided visualizations of predicted density on the
ETH/UCY datasets as shown in Figure 3. Our approach
captures the agent’s future trajectory distribution by accu-
rately predicting the future density represented by the blue
color (Agent 1) and green color (Agent 2). In contrast to
SSAGCN, which predicts the density slightly deviated from
the ground truth, our approach precisely predicts the future
density, as illustrated in Figure 3.

4.6. Ablation Studies
4.6.1. DIFFERENT DATA AUGMENTATIONS

We tested various data augmentation approaches, including
trajectory flipping, trajectory masking, and noise augmen-
tation using GroupNet on the NBA dataset. Our findings
reveal that trajectory flipping augmentation shows insignifi-
cant improvement, with only a 0.88%/2.4% relative increase

Agent 1 Agent 2
p— .
- . : .
& 200 \\
a . N
AN v \
>, 150 \‘
SSAGCN =/ .

w0 100 .
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Figure 3. Illustration of temporal density estimations of the agent
for the ETH/UCY datasets using SSAGCN (Lv et al., 2023) and
our approach. The color density (blue for Agent 1 and for
Agent 2) depicts the forecasted distribution of future trajectories,
with the blue dotted line representing the historical trajectory (8
timestamps) and the red dotted line corresponding to the actual
ground truth (12 timestamps).

in the ADE/FDE values compared to the baseline GroupNet
model. Trajectory masking augmentation shows relatively
better improvement, exhibiting a 4.5%/11.0% relative in-
crease in the ADE/FDE values compared to the baseline.
Noise augmentation achieves the best improvements among
the three approaches, with a 10.42%/21.49% relative in-
crease in the ADE/FDE values compared to the baseline.
In contrast, our approach (distortion prediction as a self-
supervised pretext task) achieves the highest improvements,
demonstrating a 22.33%/38.28% relative increase in the
ADE/FDE values compared to the baseline.

4.6.2. SIGNIFICANCE OF COMPONENTS

We conducted experiments to validate the different mod-
ules of our approach. The results in Table 4 show that
including the proposed pretext task (Model B+SC+DP) im-
proves trajectory prediction performance from 1.13/1.69
to 0.903/1.147 (ADE/FDE values), representing a relative
percentage difference of 22.33/38.28%. Furthermore, the
(B+SC) model achieved a result of 1.018/1.362, which is

Table 7. The results from experiments, which involved introducing distorted and clean environments in the trajectory prediction task
during testing, reveal that SSWDP demonstrates resilience, whereas baseline models experience a significant performance decline. RD(%)

represents the relative percent difference compared to the baseline. The top performance is highlighted in bold.
Methods Datasets | Environment A]?]; Seh;?)E ADEourFDE ( AIE]EEI(ZO]Z))E)
AutoBot | TrajNet++ Clean 0.128 | 0.234 | 0.091 | 0.162 33.8/36.4
AutoBot | TrajNet++ Distorted 0.301 | 0.469 | 0.134 | 0.195 76.8/82.5
GroupNet NBA Clean 1.13 1.69 0.90 1.14 22.7/38.9
GroupNet NBA Distorted 1.784 | 1.771 | 095 | 1.23 61.0/36.1
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Table 8. Training time and memory usage for the baseline SSAGCN model and our SSWDP model on the ETH-UCY dataset are reported.
Time is measured in seconds, and memory is reported in MB. We report the training time for a single training epoch on the ETH-UCY

dataset with a batch size of 128.

Dataset | Training Time (SSAGCN) | Training Time (Our) | Training Memory (SSAGCN) | Training Memory (Our)
ETH 0.98 s 1.04 s 656 MB 698 MB
HOTEL 3.88s 4.26s 928 MB 970 MB
UNIV 12.95s 13.53s 4372 MB 4454 MB
ZARA1 8.52s 10.08 s 920 MB 970 MB
ZARA2 11.55s 12.34 s 1314 MB 1442 MB

Table 9. Test time and memory usage for the baseline SSAGCN model and our SSWDP model on the ETH-UCY dataset are reported.
During testing, we compute the inference time of the prediction model to infer the trajectory of a single agent (12 timestamps). Time is
measured in seconds, and memory is reported in MB. For testing, we report the trajectory of a single agent with the batch size set to 1.

Dataset | Test Time (SSAGCN) | Test Time (Our) | Test Memory (SSAGCN) | Test Memory (Our)
ETH 0.0017 s 0.0017 s 460 MB 460 MB
HOTEL 0.0017 s 0.0017 s 468 MB 468 MB
UNIV 0.0021 s 0.0021 s 706 MB 706 MB
ZARA1 0.0018 s 0.0018 s 576 MB 576 MB
ZARA2 0.0018 s 0.0018 s 596 MB 596 MB

worse than the result of our (B+SC+DP) model. We also con-
duct similar ablation experiments on ETH-UCY as shown
in Table 5.

4.6.3. CHOICE OF NOISE FACTOR

We conducted a study to evaluate the selection of the noise
factor (w) for training our SSWDP. This noise factor is cru-
cial as it regulates the impact of distortion in repositioning
spatial waypoints to generate the distorted view. The results
are outlined in Table 6; it is worth noting that the value of
the noise factor may vary from dataset to dataset, and its
determination involves the use of cross-validation.

4.6.4. CLEAN VS. DISTORTED ENVIRONMENT

We assess the effectiveness of our approach in a distorted
environment by introducing distortion into past trajectories.
Both the baseline model and our model use the same dis-
torted past trajectories to make future trajectory predictions.
The results are presented in Table 7. On TrajNet++, the
introduction of distortion led to a deterioration in baseline
method performance compared to our approach, with a rel-
ative percentage difference of 76.8/82.5% in ADE/FDE.
Similarly, for the NBA dataset, we observed a difference
of 61.0/36.1% in the ADE/FDE values between our model
and the baseline, indicating that our model performs signifi-
cantly better in a distorted environment. It is worth noting
that for these experiments, we did not use the exact same
amount of distortion that was used to train our model ini-
tially. This deliberate choice illustrates the generalizability
of the model trained using our approach in a distorted envi-
ronment.

4.6.5. COMPUTATIONAL COMPLEXITY

We report the training and testing complexities in terms
of memory utilization and time consumption in Tables 8
and 9. Regarding GPU utilization, our approach results
in a slight increase in GPU memory usage compared to
the baseline model during training. However, the GPU
memory utilization and inference time during testing remain
consistent with the baseline model, as only one view (clean
view) is utilized.

5. Conclusion

This work proposes a novel approach named SSWDP (Self-
Supervised Waypoint Distortion Prediction), consisting of
spatial consistency and distortion prediction modules. Our
approach generates clean, and distorted views of historical
trajectories observed over spatial waypoints. Subsequently,
we enforce the trajectory prediction model to maintain spa-
tial consistency between predictions derived from these two
views. We also propose a simple yet highly effective pretext
task of distortion prediction within observed trajectories.
This self-supervised pretext task contributes to a deeper
understanding of underlying representations in trajectory
prediction, thereby enhancing the accuracy of future predic-
tions. Experimental results show that incorporating SSWDP
into the model learning process yields substantial perfor-
mance improvements, even in distorted environments, when
compared to baseline methods. This underscores the poten-
tial of our approach as a valuable complement to existing
trajectory prediction techniques.
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Impact Statement

This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
specifically highlighted here.
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A. Experimental Details
A.1. Implementation Details

To ensure a fair comparison with the methods under consideration, we maintained their default configurations, including
the trajectory sequence length and timestamps used as model input. For Autobots, we report the Scene-level minADE
and Scene-level minFDE (6 samples), while for GroupNet, SSAGCN, and Graph-TERN, we report minADE/minFDE (20
samples). We selected the loss weight A value based on the convergence of the self-supervised loss, and one such plot for
GroupNet is shown in Figure 4. We considered Gaussian noise with a mean of 0 and a standard deviation of 1 for sampling
noise. The noise factor (w) is used to generate a distorted view, while A defines the contribution of the self-supervised loss
to the total training loss. The values for the noise factor (w) and A used in our experimentation during the training of the
model are provided in Table 10. Section 4.6.3 provides insight into the choice of the noise factor. Since we utilize two views
(distorted and clean views), theoretically, the training time should double. However, as we processed both views in parallel
rather than sequentially on the NVIDIA RTX A5000 GPU with AMD EPYC 7543 CPU, we observed a slight increase
(approximately 1.25 times) in training time compared to the baseline model training time. Nevertheless, our approach does
not impact test time since we only use one view during testing.

A.2. Baseline Models

We assess our approach by testing it on four distinct models: a Variational Autoencoder-based model (GroupNet (Xu et al.,
2022a)), Transformer-based model (AutoBot (Girgis et al., 2022)), Graph-based (SSAGCN (Lv et al., 2023)) and Goal-based
model (Graph-TERN (Bae & Jeon, 2023)). GroupNet adeptly captures interactions among agents, enabling it to anticipate
socially plausible trajectories through relational reasoning. When combined with a Conditional Variational Autoencoder
(CVAE), GroupNet can learn complex social variables for better trajectory prediction. AutoBot is an encoder-decoder
architecture utilizing transformers to construct multi-agent trajectories consistent with the scene. In this architecture, the
encoder employs alternating temporal and social multi-head self-attention mechanisms to facilitate learning across time
and social dimensions. The SSAGCN models the degree of influence among pedestrians using a spatial-temporal graph
and forecasts trajectories that align with both social and physical feasibility. Graph-TERN captures social and temporal
relationships through a pedestrian graph and then employs control point prediction to refine trajectories. Graph-TERN also
overcomes accumulated errors through control points and intermediate destinations.

To demonstrate the effectiveness of our approach, we choose the best/second-best performing model in their respective
categories (depending on reproducibility) for each dataset. For instance, on the ETH-UCY dataset, we select the Graph-
TERN model (Bae & Jeon, 2023) as the first baseline (B1) since it is the top-performing model in the endpoint trajectory
prediction category. Similarly, we select SSAGCN (Lv et al., 2023) as the second baseline (B2) because it is the best
performing model in the recursive trajectory prediction category.

Self-supervised Loss

Steps

Figure 4. Ilustration of the self-supervised loss (L) plot for GroupNet+SSWDP, indicating a decrease in loss value over the training
steps on the NBA dataset. The hyperparameter value for A is chosen to be 0.01 (shown in red), suggesting improved learning facilitated by
the distortion prediction network.
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Table 10. Noise factor (w) and A values used in our experiments.

Dataset Baselines w A
NBA GroupNet 5%1072 | 1072
TrajNet AutoBot 1071 1071

ETH, UNIV Graph-TERN, SSAGCN | 1072 [ 107!
ZARA1, ZARA?2 | Graph-TERN, SSAGCN | 10-T [ 1071
HOTEL Graph-TERN, SSAGCN | 10=3 [ 107!

A.3. Architecture Details

The SSWDP architecture comprises three primary components, as illustrated in Figure 1: the feature extractor network,
the trajectory prediction network, and the distortion prediction network. The feature extraction network (O ;.) generates
features for both clean and distorted views. For GroupNet, © s, represents the encoder of CVAE; for Autobot, it is the
encoder of the transformer; for GraphTern, it is the multi-relational graph convolutional network; and for SSAGCN, it is
a convolutional neural network. The trajectory prediction network (©,,,) predicts the future trajectory. For GroupNet,
the trajectory prediction network is the decoder of CVAE. For AutoBot, the trajectory prediction network is the decoder
of the transformer. For GraphTern, it is the graph convolutional network. For SSAGCN, it is the temporal convolutional
neural network. The distortion prediction network (0 ) predicts the distortion present in the observed past trajectory. The
distortion prediction network is a simple multilayer perceptron (MLP). The input layer dimension of MLP is the dimension
of output produced by the feature extraction network. The output layer dimension of MLP is the dimension of past observed
trajectory. There are two hidden layers in MLP, with 128 and 64 nodes in the first and second hidden layers, respectively.
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