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Abstract

Emotional response generation is an area of par-
ticular interest within conversational AI. How-
ever, many approaches lack control over the
response. Potentially, due in part to the widely
adopted approach of reflecting the users emo-
tion in the response. As such this paper pro-
poses an independent, but adaptable, emotion
for the conversational agent that is separate
from the user’s, using Valence, Arousal, and
Dominance scores which are updated based on
user input. Additionally, by treating the align-
ment of the response as a matter of translation,
a set of fine tuned sequence to sequence models
are used to translate an initially generated re-
sponse into one aligned with the agent emotion.
This work provides a unique perspective on
the topic of emotional response generation and
showcases that potential means for improved
consistency and controlability may yet be dis-
covered beyond traditional methods.

1 Introduction

Producing dialogue possessing emotion has been
a topic of focus within generative artificial intelli-
gence in the last few years. This prevalence is due
in large part to the fact that emotion and emotional
understanding are crucial in human conversation,
and subsequently for the success of a conversa-
tional agent(Rashkin et al., 2019; Zhou et al., 2018;
Liu et al., 2022). Moreover, such emotional capa-
bility can increase the perception of friendliness
and intelligence of an agent(Wang and Wan, 2018)
and is often expected by the user(Ensi Chen and
Wang, 2022; Fung et al., 2016).

Emotional responses, sometimes referred to as
empathetic responses, usually incorporate emo-
tional information from the users utterances in or-
der to create an aligned response. Many of these ap-
proaches, rely singularly on the emotion conveyed
in the user input, following the empathy strategy
that the input and response should have consistent
emotions(Qian et al., 2023).

Additionally, with conversational generation, it
can be difficult to maintain control over the emo-
tion of the generated response (Zhou and Wang,
2018) with emotional consistency also being noted
as necessary for creating an appropriate response
(Zhou et al., 2018). Sensitivity to input(Hamad
et al., 2024) and a lack of control over responses
(Li et al., 2024) have additionally been encountered
in conversational generation and subsequently can
be anticipated in emotional generation.

The contribution of this paper is twofold. Firstly,
an investigation into the use of Valence, Arousal,
and Dominance scores to provide a consistent but
adaptable emotion for the agent, and secondly, pre-
senting emotional alignment as a matter of transla-
tion between an initial utterance and one in the tar-
geted emotion. The approach, dubbed ETC (Emo-
tional Translation for Consistency), is outlined in
the following sections, including the implemen-
tation which is made avaliable on GitHub ! and
experiments conducted, as well as a discussion of
the outcomes.

2 Similar Works

Many works in the area of emotional generated di-
alogue responses follow the principle that the pro-
duced response should reflect or be similar to the
emotion of the user (Ensi Chen and Wang, 2022)
or uses the users emotion in order to determine the
emotion of the agents response (Liu et al., 2022;
Pang et al., 2024). A notable example of which is
(Majumder et al., 2020) MIME, which argued that
the degree to which the response should mimic the
users, emotion depended on the positivity or nega-
tivity of the utterance. Gao et al. (2023) conversely,
employed dual latent variables to capture the emo-
tions of both interlocutors, which then influences
the generated response.
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Yang et al. (2024) meanwhile, used smaller mod-
els to help large language models improve emo-
tional understanding, using an emotion prediction
strategy. Shin et al. (2021) Not only investigates
creating emotional responses, but also uses rein-
forcement learning to reward the model if the users
emotion improves. Shin et al. (2021) is not the
only work to extend beyond a one-to-one emotional
response generation. It is also becoming increas-
ingly common to encounter approaches that extend
beyond emotional integration often with common
sense information (Ensi Chen and Wang, 2022;
Sabour et al., 2022) or dialogue and emotional his-
tory being leveraged to generator response (Cai
etal., 2024).

MOoEL (Lin et al., 2019) introduced a framework
where an emotion distribution was created based
on the user emotion, which different listeners op-
timized to certain emotions used to create output
states. These output states were then combined in
order to create an empathetic response. While ETC
bears some similarities to MoEL (Lin et al., 2019),
as both employ emotion specific modifiers to the
generation, ETC differs in that the emotion of the
agent is tracked through numeric scores. Addition-
ally, fine-tuned models were used for ETC instead
of independent decoders for each emotion. The
notion of modifying initially generated response
to better align with a target emotion has also been
investigated in Qian et al. (2023). Despite these
similarities, ETC presents a unique approach with
the potential of improving consistency and control-
lability, by maintaining a separate agent emotion.

3 Methods

At runtime the ETC framework begins by handing
the user input to both the Multioutput Regression
Model (MRM), which supplies the input’s VAD
value, and the initial response generator. The in-
put’s VAD score is averaged with that of the agent
to provide the agents updated VAD score. Near-
est neighbor comparison (Buitinck et al., 2013) is
then used to determine which of the five emotions
was most similar to the agent score. The selected
emotion then indicates which of the five fine-tuned
models to use. The initially generated response is
then handed to the selected translator to produce
the translated response. Figure 1 provides a visual
overview of the framework.

Multi-output
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Initial Response
Generator

Outputs Outputs
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Model Comparison
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Figure 1: The user input’s VAD score is averaged with
the agents to provide an updated agent score for that turn
of the conversation, on the start of a new conversation,
the agent’s score is reset to calm.

3.1 Managing The Emotion Values

Valence, Arousal, and Dominance scores(Russell
and Mehrabian, 1977) provide means for represent-
ing emotion in a three-dimensional space. These
values were selected over labels in order to record
the agents emotional value with more precision
than that of a label. Additionally, by using the
scores it is possible to average them with the score
for the input, allowing for incremental modification
that is reactionary without completely discarding
the agents emotion from the previous turn.

The VAD scores generated at runtime were pro-
duced by the MRM, which accepted text and re-
turned a VAD score, the idea for which was inspired
by Park et al. (2021). The model was created by
using a MultiOutput Regressor wrapper on a Gra-
dient Boosting Regressor(Pedregosa et al., 2011;
Buitinck et al., 2013), which applies a regressor per
target which, in this case corresponded to V, A, and
D.

The data sets used for training the MRM were
EmoBank(Buechel and Hahn, 2017a,b) and NRC
VAD Lexicon(Mohammad, 2018). EmoBank pro-
vides utterances and associated VAD scores, while
the NRC VAD Lexicon provides individual words



and their associated scores. The combination of the
two data sets somewhat reduced the likelihood that
the vectoriser used with the model would encounter
completely unseen words. Additionally, while it
is not uncommon to encounter data sets that sup-
ply text and an associated emotion like Gupta et al.
(2018) and Rashkin et al. (2019) the selected data
sets are some of the few that use VAD values to
indicate the emotion.

In order to handle the agents VAD value, at the
beginning of each conversation, it would be reset
to calm, the value for which is [.875, .1, .282]
in the NRC VAD Lexicon data set (Mohammad,
2018) . Following an input, the agents value was
then averaged together with the value assigned to
the user input by the MRM. This allows for the
agents emotion to adapt to the conversation, while
maintaining consistency and somewhat reducing
sensitivity to input.

3.2 Emotionally Aligned Response Generation

In the 1970s Ekman and Friesen (1971) proposed
that there were six main labels chosen to explain
emotional facial expression. These emotions are
anger, disgusted, fear, happiness, sadness, and sur-
prise, now often referred to as Ekman’s universal
basic emotions Wortman (2024). These emotions
were selected for the translators to reduce complex-
ity.

Facebook’s BlenderBot (Roller et al., 2021) 400
million parameter distill model %> provided the
initial generated responses. BlenderBot was se-
lected as it is capable of producing human like
responses, and contains no explicit emotional han-
dling beyond fine-tuning on the EmpatheticDia-
logues dataset(Rashkin et al., 2019). This provides
the opportunity to modify those responses to in-
stead align with the emotion of the agent without
attempting to override the efforts of an emotion
module.

The initial response was then supplied to the
selected translator model based on which of the
five emotions was most similar to that of the
agent emotion after adjustment based on the in-
put. Each of the translation models was a fine
tuned GODEL(Peng et al., 2022) seq2seq model?.
This model was selected as sequence to sequence
models are widely used in machine translation.

Zhttps://huggingface.co/facebook/blenderbot-400M-
distill

3https://huggingface.co/microsoft/GODEL-v1_1-base-
seq2seq

The data used to find tune these models was a
combination of the EmpatheticDialogues(Rashkin
et al., 2019) and Emotion DatasetSaravia et al.
(2018). As the EmpatheticDialogues data con-
tained disgust but the Emotion Dataset did not, it
was ultimately omitted in order to reduce an imbal-
ance in the amount of data for each emotion. The
EmpatheticDialogues data set was selected as it is
widely used both for training and benchmarking
(Lin et al., 2019; Sabour et al., 2022; Cai et al.,
2024; Yang et al., 2024).

As no data set existed which contained an ut-
terance with the same meaning in two different
emotions, for each of the five selected emotions, a
subset of the data set was created containing only
the target emotion. Each utterance in the subset
was then compared against the rest of the data to
find the most semantically similar utterance in a dif-
ferent emotion using Semantic Textual Similarity
from Reimers and Gurevych (2019). The utterance
in a different emotion was then used as the initial
value and the target emotion utterance as the target
for the fine-tuning.

Though in other endeavors manipulating the data
like this would generally be somewhat inadvisable,
for the purpose of this project, the intention was to
use the fine-tuned models to ensure that the emo-
tional response contains words more frequently
seen with the target emotion. Therefore, even if
the utterances are not terribly similar in regards to
their content, the models should still learn to use
the emotionally coded words for the target emotion
more frequently.

4 Experiments and Results

The validation subset of the dialogsum dataset
(Chen et al., 2021) was used, with conversations
containing more than two interactants or an unbal-
anced number of utterances being omitted, the re-
sponses were also cleaned of padding tokens prior
to evaluation.

Approach BLEU METEOR ROUGE L
ETC 0.007236 0.11122 0.11140
Untuned 0.00477  0.10664 0.10216
BlenderBot 0.01580  0.17393 0.12986
Table 1: The untuned model is a GODEL seq2seq

model, which is the same type as the emotional transla-
tors.

It has been established that automated transla-



Approach

Utterance 1

Utterance 2

Initial utterance

I really want to take a nap. I feel very
sleepy today.

I fell asleep very late. It was almost
two o’clock in the morning when I
finally fell asleep.

Data set response

What’s the matter? Didn’t you get
enough sleep last night?

Are you worried about something?
Why couldn’t you sleep?

long day of work. What time do you
want to nap?

ETC ifeel like i am a little tired from work | I was so tired I had to go to sleep.

Untuned I like to nap at night. I’'m usually up | I did, but I was so tired I couldn’t
at 5 or 6 in the morning sleep.

BlenderBot I'love a good nap, especially after a | Oh no! I hate when that happens.

Did you get up and go back to sleep?

Table 2: The initial utterance and data set response are from the dialogsum train subset.

Approach Utterance 1 VAD Utterance 2 VAD
Agent Emotion [0.71126, 0.33504, 0.42927] [0.64523, 0.43851, 0.51128
ETC 0.51598, 0.51605, 0.51834] [0.55561, 0.57950, 0.57430

BlenderBot

[
Untuned [0.59914, 0.62133, 0.62106]
[0.59914, 0.62133, 0.62106]

[0.59674, 0.61308, 0.63007
[0.59674, 0.61308, 0.63007

— e

Table 3: While the proposed approach is unique, both the Untuned and BlenderBot VAD scores are identical.

tion metrics such as do not align well with human
judgment in regards to evaluating machine gen-
erated text, and that such means should only be
used alongside human evaluation (Liu et al., 2016),
however, this is not always an available option.

The ETC was compared with BlenderBot and
BlenderBot responses sent through an untuned se-
quence to sequence model (noted as untuned in
the tables). BlenderBot was used to provide in-
sight on how the translation modified an initial re-
sponse, and the responses modified by an untuned
seq2seq model were to determine whether the trans-
lational fine-tuning had an impact on the sort of
words used in the response. The selected metrics
for comparison were BLEU(Papineni et al., 2002),
ROUGE(Lin, 2004), and METEOR(Banerjee and
Lavie, 2005) the outcome from these investigations
is shown in Table 1.

A comparison of the responses and subsequent
VAD scores produced by each of the aforemen-
tioned approaches to a set utterance, and how they
differed from the agents target emotion score was
also conducted. Table 2 shows the different ap-
proaches responses to selected conversation, and
Table 3 indicates the associated VAD value for each
of the responses as produced by the MRM.

5 Discussion

As shown by the evaluation, ETC did not perform
as well as the initial response generator, though it
did improve over that of the untuned seq2seq ap-
proach. Unfortunately, without human evaluation,
it is difficult to determine whether the translated
responses would be preferred by a human user,
though from the output in Table 2 the responses
that have been translated appear to be less conver-
sational than those of the initial generator.

In the example provided in table 2 the ETC re-
sponses differ on average from the agent’s target
emotion by .1265 while the BlenderBot and un-
tuned seq2seq model differed by .1553. Therefore,
is possible that this approach would lead to im-
prove the alignment with an created agent emotion
therefore, providing a sort of control over the emo-
tion of the response. However, it is difficult to
determine whether the ETC responses would be
preferred over that of the initial response generator.

Despite the somewhat poor results of automated
metrics, ETC provides a potential means for creat-
ing and maintaining an independent but influence-
able emotion for conversational Al. With further
work the incorporation and use of VAD scores for
agent emotion could provide a valuable way for en-
hancing consistency and control over the emotion
of a generated response.



6 Limitations

As this work provides an initial investigation into
the use of an independently maintained VAD score
for the agent, emotion and translation for emotional
alignment, there are a number of limitations.

The primary limitation is present in the quality
of the models used in order to create the framework.
As the focus was on investigating the theory as a
whole, less time was devoted to ensuring the qual-
ity of the independent models. For instance, though
different Regression Models such as a Linear Re-
gressor and Decision Tree Regressor were investi-
gated for the Multioutput Regression Model, the
first construction of the seq2seq translation models
were used despite potential ability to be improved.
Moreover, the evaluation was conducted against a
limited data set that may not truly reflect the frame-
work’s capability or lack there of.

Secondly, this work does not include human
evaluation, which as noted above, is crucial for
determining the actual quality of generated text.
Additionally, as the focus is on handling emotions
for conversation, the true quality of this approach
cannot be determined by automated metrics.

Despite these limitations, this paper still pro-
vides a valuable theoretical contribution to emo-
tional alignment in generated text by exploring a
novel means for controlled and consistent emo-
tional text generation.

6.1 Ethical Considerations

When working with emotions and text generation
designed to appear human, it is important to be
mindful of the ethical ramifications.

Some (Ghotbi, 2023) argue that present Al can-
not accurately assess emotional data due to the
complexity and nuances in its expression, and sep-
arately could reinforce stereotyping. Additionally,
Stark and Hoey (2021) notes the importance of
models of emotion and data used in regards to ethi-
cal appropriateness an emotional Al. As this work
incorporates emotion recognition on the user input,
it is crucial to acknowledge the risk of bias, sen-
sitivity of the data, and a risk of harm that might
arise from the technologies (Katirai, 2023).

Generative Al presents its own set of ethical
challenges. An agent presenting a emotion could
potentially be used to influence human decisions,
and as well as concerns over manipulation (Klenk,
2024). Oniani et al. (2023) proposes a set of ethical
principles, though intended directly for healthcare,

could be used to guide ethical generative Al across
fields.

When used ethically, these technologies have
potential to support their users. This could be in
the form of the ability to emotionally support users
or detect if a user is at risk of harming themselves.
Despite the aforementioned ethical concerns in this
portion of the field, it is the hope of the authors that
the ETC framework can inform future research,
which will use such technology in an ethical man-
ner to support its users.
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7 Appendix

7.1 Dataset Details

All the data sets used are of the English language,
and this work falls within the bounds of their li-
censes. Links, licenses, and URLs are provided in
Table 4.

7.2 Experimental Details

The artifacts from scikit learn fall under the BSD
License (new BSD), the HuggingFace libraries use
the Apache Software License (Apache 2.0 License),
and SentenceTransformers also uses the Apache
Software License (Apache License 2.0), and the
particular model used was the "all-MiniLM-L6-v2".
Where there is a paper relevant to the model it is
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Data set Reference License URL
EmoBank Buechel and | CC-BY-SA 4.0 | https://github.com/JULIELab/EmoBank/
Hahn (2017a,b) tree/master/corpus
NRC VAD Lexicon Mohammad non-commercial | https://saifmohammad.com/WebPages/nrc-
(2018) research and | vad.html
educational
purposes
EmpatheticDialogues | (Rashkin et al., | Attribution- https://huggingface.co/datasets/facebook/ empa-
2019) NonCommercial | thetic_dialogues
4.0 International
Emotion Dataset Saravia et al.| educational https://huggingface.co/datasets/dair-ai/emotion
(2018) and research
purposes
dialogsum (Chen et al,| CC BY-NC-SA | https://huggingface.co/datasets/knkarthick/ dialog-
2021) 4.0 sum
Table 4: Dataset details.
Component URL API

MultiOutput Regressor wrapper

https://scikit-learn.org/stable/modules/generated/
sklearn.multioutput. MultiOutputRegressor.html

scikit-learn

Gradient Boosting Regressor

https://scikit-learn.org/stable/modules/generated/
sklearn.ensemble.GradientBoostingRegressor.html

scikit-learn

vectoriser https://scikit-learn.org/stable/modules/generated/ | scikit-learn
sklearn.feature_extraction.text. Tfidf Vectorizer.html

Nearest Neighbors https://scikit-learn.org/stable/modules/neighbors.htmlscikit-learn

BlenderBot https://huggingface.co/facebook/blenderbot- HuggingFace transformers
400M-distill

GODEL https://huggingface.co/microsoft/GODEL-v1_1- | HuggingFace transformers

base-seq2seq

Semantic Textual Similarity

https://www.sbert.net/docs/sentence_transformer/
usage/semantic_textual_similarity.html and
https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2

SentenceTransformers

BLEU https://huggingface.co/spaces/evaluate- HuggingFace evaluate
metric/bleu

ROUGE https://huggingface.co/spaces/evaluate- HuggingFace evaluate
metric/rouge

METEOR https://huggingface.co/spaces/evaluate- HuggingFace evaluate

metric/meteor

Table 5: Where components are reused from other sources both the API and URL are listed above.




cited in the main text of the paper. The models used
their default hyperparameters for the purpose of
this project, the BlenderBot model has 400 million
parameters, all-MiniLM-L6-v2 has 22.7 million
parameters, and the GODEL model has 117 million
parameters. Further details are provided in Table 5.

Any other libraries used, as well as their versions,
are outlined in the code repository® .

It is estimated that in total the project required
around 36 hours for computation, including fine-
tuning, data processing, and evaluation. the com-
putation was run on an Apple M2 Max computer
using CPU.

As the proposed translation method is not a
model, but rather a framework, the evaluation was
conducted by first collecting predicted responses to
the data set from each model, these responses were
run through the various evaluation metrics.

*https://github.com/codesubmissionanon112/ACLAnonSubmission
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