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ABSTRACT

Nigerians have a notable online presence and actively discuss political and topi-
cal matters. This was particularly evident throughout the 2023 general election,
where Twitter was utilized for campaigning, fact-checking and verification, and
even positive and negative discourse. However, little or none has been done in the
detection of abusive language and hate speech in Nigeria. In this paper, we cu-
rate code-switched Twitter data directed at three musketeers of the governorship
election on the most populous and economically vibrant state in Nigeria; Lagos
state, with the view to detect offensive and hate speech on political discussion.
We develop EKOHATE—an abusive language and hate speech dataset for political
discussions between the three candidates and their followers using a binary (nor-
mal vs offensive) and fine-grained four-label annotation scheme. We analysed
our dataset and provide an empirical evaluation of state-of-the-art methods across
both supervised and cross-lingual transfer learning settings. In the supervised set-
ting, our evaluation results in both binary and four-label annotation schemes show
that we can achieve 95.1 and 70.3 F1 points respectively. Furthermore, we show
that our dataset adequately transfers very well to two publicly available offensive
datasets (OLID and HateUS2020) with at least 62.7 F1 points.

1 INTRODUCTION

The internet, with various social media platforms, has interconnected our world, facilitating real-
time communication. One area that has benefited from the use of social media platforms is elections
at various levels. Research has shown that these platforms have an impact on the outcome of elec-
tions in different countries (Fujiwara et al., 2021; Carney, 2022), but not without the spread of false
information (Grinberg et al., 2019; Carlson, 2020; Yerlikaya & Toker, 2020), dissemination of hate
speech (Siegel et al., 2021; Nwozor et al., 2022), and various other forms of attacks. Therefore, ef-
forts have been made to automatically identify hateful and divisive comments Davidson et al. (2017).
They include supervised methods, that focus on curating hate speech datasets (Mathew et al., 2021;
Demus et al., 2022; Ron et al., 2023; Piot et al., 2024).

However, the majority of these datasets were created for elections in the US (Suryawanshi et al.,
2020; Grimminger & Klinger, 2021; Zahrah et al., 2022) and other non-African countries (Alfina
et al., 2017; Febriana & Budiarto, 2019). In this work, we focus on Nigerian elections. Nigerians
have a notable online presence and actively discuss political and topical matters. This was par-
ticularly evident throughout the 2023 general election, where Twitter was used for campaigning,
fact-checking and verification, and even positive and negative discourse. However, little or none has
been done in the detection of offensive and hate speech in Nigeria.

In this paper, we create EKOHATE—a new code-switched abusive language and hate speech detec-
tion dataset containing 3,398 annotated tweets gathered from the posts and replies of three leading
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Tweet N-O N-A-H-C

Bro, go to the field and gather momentum. Social media can only do so much N N
LOL. This guy na mumu honestly O A
A bl00dy immigrant calling another person immigrant... O H
You will still be voted out of office sir. - C

Table 1: Examples of tweets, their labels under two labelling schemes. Where N is Normal, O is
offensive (i.e. Abusive & Hateful), A is abusive, and C is contempt.

political candidates in Lagos, annotated using a binary (“normal” vs “offensive” i.e abusive & hate-
ful) and fine-grained four-label annotation scheme. The four-label annotation scheme categorizes
tweets into “normal”, “abusive”, “hateful”, and “contempt”. The last category was added based on
the difficulty to classify some tweets are do not properly fit into “normal” or “abusive” but express
strong disliking in a neural tone, suggested by (Ron et al., 2023). Table 1 shows some examples of
tweets and their categorization. The last example “You will still be voted out of office sir.” does not
fit the categorization of “offensive” but can be “contemptuous” to a sitting Governor, implying that
despite his campaign, he would still be voted out.

Our evaluation shows that we can identify the offensive tweets with the high performance of 95.1
F1 by fine-tuning a domain-specific Twitter BERT model Barbieri et al. (2020). However, on a
four-label annotation scheme, the F1-score drops to 70.3 F1 showing the difficulty of the fine-
grained labeling scheme. Furthermore, we conduct cross-corpus transfer learning experiments using
OLID (Zampieri et al., 2019) and HateUS2020 (Grimminger & Klinger, 2021) which achieved 71.1
F1 and 58.6 F1 points respectively on EKOHATE test set. Interestingly, we find that our dataset
achieves a good transfer performance to the existing datasets reaching an F1-score of 71.8 on OLID
and 62.7 F1 on HateUS2020, which shows that our annotated dataset generalizes to political discus-
sions in other regions like the US despite the cultural specificity and code-switched nature of our
dataset. We hope our dataset encourages the evaluation of hate speech detection methods in diverse
countries. For reproducibility, we release our code, data and models on GitHub1

2 EKOHATE DATASET

2.1 LAGOS GUBERNATORIAL ELECTIONS

Lagos (also known as Èkó) is the commercial nerve centre of Nigeria, the former federal capital of
Nigeria, and the most populous city in Nigeria and Africa with over 15 million residents according
to Sasu (2023). In the 2023 Nigerian election, Lagos is probably the most strategic state because of
its voting power, and most importantly because the leading candidate for the presidential election is
from Lagos. There were three leading candidates from the major political parties: All Progressives
Congress (APC), Peoples Democratic Party (PDP), and Labour Party (LP). The latter was particu-
larly popular on social media and especially among the youths because Nigerians saw it as a third
force. Therefore, there was a lot of controversial and offensive tweets on social media during the
election of Lagos. Thus, we focus on analyzing the political tweets during the last Lagos election.

2.2 LABELLING SCHEME

There are different labeling scheme for offensive and hate-speech on social media. The simplest
approach is to categorize the tweets as either offensive or non-offensive (Zampieri et al., 2019). In
the literature (Davidson et al., 2017; Founta et al., 2018), it is popular to distinguish between the
type of offensive content as either abusive or hateful. Here, we adopted the labelling scheme of
normal (or non-offensive), abusive, hateful, and contempt. The last one was added based on the
difficultly of accurately classifying some political tweets showing a strong disliking to someone but
expressed using a neutral tone, following the categorization of Ron et al. (2023). Examples of such
tweets are: “Just dey play oooo” and “The sheer effrontery! (..to be contesting)”, “As if we were
sitting before” (a response to—Èkó E dı̀de (stand up Lagos)!! GRV..).

1https://github.com/befittingcrown/EkoHate
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Data collection and Annotation Tweets were manually extracted from twitter platform over a pe-
riod of ten weeks and about 3,398 tweets were collected and annotated. For the purpose of this study,
only tweets and replies from three candidates—Babajide Olusola Sanwo-Olu representing APC,
Gbadebo Chinedu Patrick Rhodes-Vivour popularly known as GRV representing LP, and Abdul-
Azeez Olajide Adediran, popularly known as Jandor representing PDP, were utilized due to the
substantial traffic and reactions on their pages, providing ample data for this research. The corpus
was annotated by two volunteers for the following five different label categories, normal, contempt,
abusive, and hateful and indeterminate. None of the tweets were classified as indeterminate. The
inter-agreement score of the annotation in terms of Fleiss Kappa score is 0.43 signifying a moderate
agreement. Since, we only have two annotators, we could not use majority voting. To determine the
final annotation, we ask the two to meet in-person, discuss and resolve the conflicting annotations.
Finally, one of the authors of the paper did a review of the annotation to check for consistency.
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Figure 1: EkoHate: The dataset in Summary.

EkoHate data statistics Figure 1a shows the annotated data distribution for the three political
candidates: Jandor, GRV, and Sanwo-Olu, with 332, 1385, and 1682 tweets respectively. The in-
cumbent governor, representing APC, garnered the highest engagement, resulting in more tweets.
Across these candidates, tweets categorized as abusive accounted for 40% of the total, while hateful
tweets were the least common category across the board.

The dataset exhibits three primary characteristics: it is multilingual, features code-switching, and is
inherently noisy due to its social media origin. It has tweets in English, Yoruba, and Nigerian Pidgin
(or Naija), which are commonly used languages in Nigeria. Moreover, it includes instances of code-
switching between these languages. Figure 1b shows the distribution of tweets across Yoruba, Naija,
Code-Switch and English, with 120 (3.5%), 247 (7.3%), 884 (26.0%), and 2,144 (63.2%) tweets
respectively. The abusive tweets outnumber normal tweets across all languages, with Yoruba, Code-
Switch, and Naija tweets having a higher proportion of abusive content compared to other categories
within each language.

We split the data per label into 70%, 10% and 20% to create the training, development and test.

3 EXPERIMENT SETUP

Dataset For our study, we opted for both binary and multi-class settings. For binary settings with
EkoHate, we consider binary label configurations: “normal vs. offensive” (N-O), and “normal vs.
hateful” (N-H). For the multi-class, we consider: “normal vs. abusive vs. hateful” (N-A-H), and
“normal vs. abusive vs. hateful vs. contempt” (N-A-H-C).

To assess the quality and consistency of our annotations relative to previous work, we conducted
cross-corpus transfer experiments. For this task, we opted for two widely known datasets which
are offensive language identification dataset (OLID) (Zampieri et al., 2019), and a corpus of of-
fensive speech and stance detection from the 2020 US elections (HateUS2020) (Grimminger &
Klinger, 2021). These are both datasets collected from Twitter and manually annotated. While
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Number of tweets
Data train dev test

Binary
OLID (N-O) 11916 1324 860
HateUS2020 (N-H) 2160 240 600
EkoHate (N-O) 1950 278 559
EkoHate (N-H) 976 139 280

Multi class
EkoHate (N-A-H) 1950 278 559
EkoHate (N-A-H-C) 2377 339 682

Table 2: The split of the different datasets.

schema normal offensive abusive hateful contempt F1

N-O 93.4±0.4 96.8±0.2 - - - 95.1±0.3

N-H 94.6±0.3 - 89.2±0.7 - 91.9±0.5

N-A-H 93.4±0.5 - 85.9±1.3 55.4±4.7 - 78.2±2.2

N-A-H-C 90.5±0.6 - 78.6±0.8 51.1±2.2 61.1±1.7 70.3±1.3

Table 3: Result of hateful and offensive language detection on EkoHate dataset.

OLID used offensive and non-offensive schema, HateUS2020 used hateful and non-hateful schema.
These datasets had no validation set, therefore, we sampled 10% of their training splits as the dev
set. See Table 2 for the splits and sizes of data.

Models and Training Using the respective datasets, we fine-tune Twitter-RoBERTa-base (Barbi-
eri et al., 2020). 2 Each model was trained for 10 epochs with a maximal input length of 256, batch
size of 16, a learning rate of 2 · 10−5 using the Huggingface Transformers framework (Wolf et al.,
2020). We reported label-wise F1 score as well as the average F1 of 5 runs for the different models.

4 RESULTS

EkoHate baseline We fine-tune Twitter-RoBERTa-base on the EkoHate dataset in both binary
and multi-class settings and present the results in Table 3. We observed that binary configurations
are easy tasks with high F1, however, multi-class configurations are difficult where classes are not
predicted equally well. Lastly, we observed that in all settings, hateful class was the most difficult.

Cross-corpus Transfer setting For this experiment, we trained Twitter-RoBERTa-base on exist-
ing datasets and evaluated its performance on the EkoHate dataset and vice versa. Table 4 shows the
result of our zero-shot cross-corpus transfer result. As expected, when models trained on corpora
are evaluated on their corresponding test data, we obtained a high F1 score with the lowest being
HateUS2020, where we obtained 77.8 F1 score. However, when these models are evaluated on a
different corpora, we observed significantly low performance, for example, HateUS2020→ EkoHate
gave 58.6 points. Surprisingly, transferring from our newly created data, EkoHate performs slightly
better than OLID (+1%) & HateUS2020 (+4%), which shows our dataset generalizes more.

Effect of model ensembling Instead of reporting the average F1 score, we opted to assess the
impact of ensembling the EkoHate baseline models. Table 5 shows a +2.3 improvement in the
N-A-H-C scheme with ensembling, while other schemes showed only marginal improvement.

2While our data is multilingual and code-switched, we find that English-only model performed better than
multilingual model from our early analysis. Result is in Appendix A
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dataset normal offensive hateful F1

OLID 88.3±0.2 69.5±1.0 - 78.9±0.6

→ EkoHate 69.2±0.2 73.1±0.4 - 71.1±0.3

EkoHate 93.4±0.4 96.8±0.2 - 95.1±0.3

→ OLID 80.4±0.7 63.2±0.8 - 71.8±0.7

HateUS2020 95.2±0.5 - 60.7±2.5 77.8±1.5

→ EkoHate 83.1±0.6 - 34.1±4.7 58.6±2.6

EkoHate 94.6±0.3 - 89.2±0.7 91.9±0.5

→ HateUS2020 87.2±1.2 - 38.3±1.6 62.7±1.4

Table 4: Cross-corpus transfer results between EkoHate and
other datasets.

schema F1

N-O 95.3
N-H 92.0
N-A-H 78.8
N-A-H-C 72.3

Table 5: Result of model en-
sembling in different settings.

5 RELATED WORK

Several works have been conducted to create hate speech datasets, but the majority have focused on
English and other high-resource languages, often within the context of specific countries (Mathew
et al., 2021; Demus et al., 2022; Ron et al., 2023; Ayele et al., 2023a; Piot et al., 2024). However,
in the context of Africa, only a few hate speech datasets exist to the best of our knowledge. For
example, Ayele et al. (2023b) created a hate speech dataset for Amharic tweets using a hate and
non-hate speech schema, while Aliyu et al. (2022) created a dataset for detecting hate speech against
Fulani herders using hate/non-hate/indeterminate schema. These works, however, primarily focus
on racial hate. In this work, we focus on election-related hate speech, which includes racial elements.

6 CONCLUSION

In this paper, we present EkoHate dataset for offensive and hate speech detection. Our dataset is
code-switched and focused on political discussion in the last 2023 Lagos elections. We conducted
empirical evaluations in fully supervised settings, covering both binary and multi-class tasks, finding
multi-class to be more challenging. However, ensemble methods slightly improved multi-class per-
formance. Additionally, cross-corpus experiments between EkoHate and existing datasets confirmed
our annotations’ alignment and our dataset’s usefulness.
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A PERFORMANCE USING DIFFERENT PRE-TRAINED LANGUAGE MODELS

We compared the performance of RoBERTa Liu et al. (2019) (English PLM model), XLM-
RoBERTa Conneau et al. (2019) (multilingual PLM trained on 100 languages excluding Nigerian-
Pidgin and Yoruba), Twitter-RoBERTa (Barbieri et al., 2020) (trained on English tweets) and AfroX-
LMR (Alabi et al., 2022) (an African-centric PLM that cover English, Nigerian-Pidgin, and Yoruba
in it’s pre-training). Our results show that the English models have better performance than the mul-
tilingual variants, and the Twitter domain PLM have a similar performance as the RoBERTa model
trained on the general domain. We have decided to use the Twitter domain-specific model for the
remaining experiments.

Models F1

RoBERTa-base (Liu et al., 2019) 70.4±1.2

XLM-RoBERTa-base (Conneau et al., 2019) 66.5±1.5

Twitter-RoBERTa-base (Barbieri et al., 2020) 70.3±1.1

AfroXLM-RoBERTa-base (Alabi et al., 2022) 69.9±1.0

Table 6: Comparing variants of RoBERTa on EkoHate N-A-H-C. We report the average Macro F1
after 5 runs.
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