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ABSTRACT

The evaluation of discourse-level translation in expert domains remains
inadequate, despite its centrality to knowledge dissemination and cross-
lingual scholarly communication. = While these translations demand
discourse-level coherence and strict terminological precision, current eval-
uation methods predominantly focus on segment-level accuracy and flu-
ency. To address this limitation, we introduce DiscoX, a new benchmark
for discourse-level and expert-level Chinese-English translation. It com-
prises 200 professionally-curated texts from 7 domains, with an average
length exceeding 1700 tokens. To evaluate performance on DiscoX, we also
develop Metric-S, a reference-free system that provides fine-grained auto-
matic assessments across accuracy, fluency, and appropriateness. Metric-S
demonstrates strong consistency with human judgments, significantly out-
performing existing metrics. Our experiments reveal a remarkable per-
formance gap: even the most advanced LLMs still trail human experts
on these tasks. This finding validates the difficulty of DiscoX and un-
derscores the challenges that remain in achieving professional-grade ma-
chine translation. The proposed benchmark and evaluation system provide
a robust framework for more rigorous evaluation, facilitating future ad-
vancements in LLM-based translation. Our data and code are available at
https://anonymous.4open.science/r/DiscoX-5F18.

1 INTRODUCTION

Translation, a critical application of intelligent systems, is central to enabling cross-lingual
communication and knowledge access. Recent advances in large language models (LLMs)
have yielded substantial progress in segment-level translation, with state-of-the-art (SOTA)
systems approaching human performance (Kocmi et all, 2024). However, notable shortcom-
ings persist in the context of longer and more specialized texts (Wang et al), 2024h). Yet,
existing benchmarks, such as WMT (Wang et al), 2023b), FLORES(Goyal et al), 2022) and
Redtrans Bench(Guo et alf, 2025b) predominantly focus on segment-level tasks,which means
evaluating one or serveral sentences at a time. Consequently, they fail to assess whether
models can sustain discourse-level coherence, handle domain-intensive terminology, or meet
expert stylistic standards. This gap underscores the need for benchmarks designed to eval-
uate these advanced capabilities.

Such capabilities are critical in expert domains such as scientific articles, legal contracts,
and technical manuals. For instance, as shown in Figure El, in scientific articles, failing to
sustain coherence across sections can distort the logical flow of arguments; in legal con-
tracts, inconsistent translation of specialized terminology may weaken their binding force
(Briva-Iglesias et all, 2024) and in technical manuals, imprecise or stylistically inappropriate
renderings may lead to misunderstandings that jeopardize operational safety.

To address this gap, we introduce DiscoX, the first benchmark to evaluate the translation
at the discourse-level and expert-level translation between Chinese and English (shown in
Table m[; The benchmark, which cost 1,330 person-hours to create, is designed to simulate
professional, real-world scenarios, comprising 200 cases across 7 domains, spanning both
academic and non-academic contexts, with an average length of 1712 tokens. The construc-
tion of the dataset followed a multi-stage expert curation process. This process ensures
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Figure 1: Definition and Leaderboard of DiscoX. The left panel illustrates the definition
of two core concepts in DiscoX benchmark: “discourse-level translation” and “expert-level
translation”. The leaderboard on the right displays the overall translation performance of
different LLM systems against an expert human baseline. Each system’s score is composed
of three dimensions: Accuracy, Fluency and Appropriateness. And the result shows that
even the most advanced LLM system still lags behind human experts.

that the test cases reflect authentic professional demands and incorporate domain-critical
aspects such as terminology and cultural expressions. For each case, the key challenges are
systematically collected and organized into expert-authored rubrics, such as the handling
of ambiguous terminology. For example, in academic contexts, the abbreviation LLM may
refer to Large Language Model in natural language processing, but to Master of Laws in the
legal domain, highlighting the importance of precise terminology handling in context.

However, evaluating performance on a benchmark like DiscoX presents its own set of chal-
lenges, as conventional reference-based metrics are inadequate fE'r long-form Lexj j?d glngle-
judge LLM evaluations can be unreliable (shown in Tableaﬂ (Szymanski et all, 202

overcome this, we developed Metric-S, a novel, automated evaluation system based on the
LLM-as-a-judge paradigm. Metric-S orchestrates multiple LLM agents in a structured work-
flow that includes pre-checking, quality estimation across accuracy, fluency, and appropriate-
ness, error deduplication and attribution, and severity weighting. This modular framework
exhlblts strong alignment with human Judgments (70.3% consistency on DiscoX) and sig-
f}(zmxj existing excellent reference-free metrics like XCOMET-QE (34.7%)

0

(Guerreiro et al 24) on DiscoX. Together, DiscoX and Metric-S provide a principled and
robust foundation for assessing professional-grade translation quality.

We apply DiscoX to g broad set of LLMs to test discourse-level and expert-level translation.
As shown in Figure EI, even the strongest LLM (GPT-5-high) still lags behind professional
human translators, particularly on discourse-heavy or domain-intensive texts. This gap
demonstrates that DiscoX serves as a realistic and challenging stress test for professional
translation. Performance also diverges across dimensions: some models excel in accuracy,
others in fluency, but none achieve a balanced, human-level competence. Overall, current
models fall short of expert-level and discourse-level translation, underscoring both the dif-
ficulty of DiscoX and the need for future progress. The contributions of this paper are as
follows:
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Table 1: Comparison of DiscoX with existing translation benchmarks. DiscoX distinguishes
itself by (a) targeting discourse-level texts with a larger average length and focusing on ex-
pert domains. And, (b) its companion metric, Metric-S, offers reference-free and explainable
evaluation, a unique feature among the compared methods.

(a) Benchmark Comparison (b) Metric Comparison
Benchmark Scenarios Avg. Tokens Metric Ref-based Explainability
FLORES General 48.88 N-grams Yes No
WMT (2024) News, Speech, Social, Lit. 45.84 Neural Metric Optional No
Redtrans Bench  Social Conversation 59.46 LLM-as-a-judge Optional Optional
DiscoX (Ours) Academic & Non-academic 1712.17 Metric-S (Ours) No Yes

e We present DiscoX, a benchmark that rigorously evaluates LLMs on discourse-level
and expert-level translation tasks.

e We design Metric-S, a workflow-based automatic evaluation system for DiscoX,
which enables more accurate and comprehensive assessments tailored to the re-
quirements of professional translation domains.

e We conduct an extensive empirical study across multiple models, leveraging the
explainability of Metric-S to reveal their respective strengths and limitations on
challenging translation tasks.

e We discuss implications for system development and propose concrete recommen-
dations to advance translation evaluation practices.

2 DiscoX

This section details the construction and composition of DiscoX. The benchmark is de-
signed around two core concepts: (1) Discourse-level translation, which requires rendering
a complete text as a single coherent unit, ensuring consistency in logic and style; and (2)
Expert-level translation, which addresses highly specialized fields where the primary chal-
lenge is accurately conveying complex concepts and terminology, demanding subject-matter
expertise. Based on these principles, we design a three-stage construction pipeline (Figure E)
to source texts from two primary and seven secondary domains. We next detail the expert
team, construction process, and dataset composition.

2.1 DATA CONSTRUCTION

The construction of DiscoX is a large-scale collaborative effort involving 133 profession-
als (115 vertical domain experts and 18 linguistic specialists; see Appendi for detailed
profiles). The process is structured into three stages (illustrated in Figurela).

Data Annotation. In the first stage, Vertical Domain Experts collect texts from their re-
spective fields. Each source text has to meet three core requirements: (1) reflect authentic
professional scenarios, (2) exceed a minimum length of 1,500 characters (Chinese) or words
(English), and (3) be specific, self-contained, and amenable to the creation of unambiguous
rubrics. Each text is then paired with a comprehensive set of expert-authored rubrics that
delineate specific, verifiable evaluation criteria, including Grammar, Topic Terms, Termi-
nology, and Culture-loaded Words. For instance, a rubric for a literary text: “Checkpoint
1: The term (‘yuanzi’) in context must be translated as ‘Ditan Park’ or ‘the park’, not
‘garden’” This initial phase yields 665 potential tas ith an average of 9.38 rubrics each.
Detailed cases of rubrics can be found in Appendix@

Quality Controlling and Filtering. The initial pool of 665 tasks then undergoes a
rigorous quality control and filtering stage. This stage begins with a peer review by linguistic
specialists to ensure textual professionalism. To establish a high and standardized difficulty,
each task is subsequently tested against two SOTA LLMs (see Appendixﬁ for prompt
structure). A task advances to the next stage only if both models fail on a minimum of
eight predefined rubrics, signifying a stringent difficulty threshold.
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Figure 2: Overview of the rigorous curation pipeline for the DiscoX benchmark. This process
transforms real-world texts into a validated evaluation set by employing a synergistic system
of expert judgment and automated difficulty filtering.

Reviewing and Selection. In the final stage, domain experts review the tasks that pass
the difficulty filter. From this pool, they select the final 200 tasks, representing a selection
rate of approximately 30%, ensuring a balanced and diverse distribution across domains.
The experts then perform a final refinement, correcting any remaining flaws in the source
texts and honing the rubrics based on the error patterns that are observed in the LLM
outputs from the filtering stage. This step serves to maximize the benchmark’s precision
and evaluative utility.

2.2 DiscoX COMPOSITION

The resulting DiscoX benchmark comprises 200 high-quality translation tasks. As detailed
in Table ]E, the dataset is balanced across two primary domains: Academic (121 tasks) and
Non-Academic (79 tasks), which are further subdivided into seven secondary domains. It
spans the language pairs of English-Chinese (en—zh) and Chinese-English (zh—en). No-
tably, with an overall average input length of 1712.17 tokens, DiscoX texts are substantially
longer than those in typical segment-level translation benchmarks.

Table 2: Composition of the DiscoX benchmark. The table shows the breakdown of the
200 tasks into Academic and Non-Academic domains, further subdivided into seven specific
fields. It presents the task count for each category and the average token length.

Primary Domain Secondary Domain Count Average tokens

Social Sciences 38
. Natural Sciences 35

Academic Papers Humanities 28 1875.58
Applied Disciplines 20
News and Information 37

Non-Academic Tasks Domain-Specific Scenarios 28 1450.49
Literature and Arts 14

Overall 200 1712.17

3 METRIC-S: AUTOMATIC EVALUATION SYSTEM FOR DiscoX

Evaluating the discourse-level translations in DiscoX demands metrics that capture nuances
beyond segment-level accuracy (Jiang et all, 2023; Zerva et all, 2024), such as fluency and
appropriateness, which conventional automated metrics often fail to address (Wang et all,
2023h). We developed Metric-S, an automated evaluation system that leverages a multi-
agent LLM system. As illustrated in Figure EC: it employs multiple LLMs to assess content
in three dimensions: accuracy, fluency, and appropriateness. It then applies a hierarchical
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de-duplication process to attribute errors to their root causes before calculating al,
severity-weighted score. The prompt of different LLM judges is shown in Appendix .
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Figure 3: Overview of the Metric-S automated evaluation workflow. The system first em-
ploys an instruction-following judge to filter out invalid outputs. It then evaluate the trans-
lation’s Accuracy, Fluency, and Appropriateness. Identified errors undergo a hierarchical
de-duplication process to isolate root causes before a final score is computed based on the
number and severity of the unique errors.

3.1 INSTRUCTION FOLLOWING CHECK

LLMs exhibit a tendency to deviate from translation instructions in discourse-level tasks,
often defaulting to text continuation or summarization. To mitigate this issue, we employ
an instruction-following check. Any output that fails to constitute a valid translation is
immediately assigned a zero score and excluded from further evaluation.

3.2 QUALITY ESTIMATION

For outputs that pass the initial check, the system proceeds to evaluate quality across three
dimensions: accuracy, fluency, appropriateness.

Accuracy The accuracy dimension evaluates how faithfully the translation preserves the
source text’s meaning, factual information, and emotional tone, while identifying issues
such as mistranslation, omission, over-translation, or code-switching. Given that discourse
includes professional articles across diverse domains, this metric also introduces the rubrics
completed in the data annotation stage, enabling predefined specification of key terms, such
as proper nouns and domain-specific terminology, that the model must handle correctly to
receive credit.

Fluency The fluency dimension focuses on the quality of the translation from the perspec-
tive of the target language. The translated text is expected to be evaluated as if read by
a native speaker, with attention to linguistic smoothness, lexical consistency, and overall
logical coherence. This requirement highlights a critical difference between discourse-level
evaluation and segment-level evaluation, as fluency in extended discourse cannot be fully
captured by traditional automatic metrics. It relies on LLMs’ extensive linguistic resources
and their capacity for self-assessment through learned analytic abilities.

Appropriateness The appropriateness dimension reflects a higher-level expectation of
translation quality. Beyond basic usability, this metric seeks to discover the upper bound-
ary of LLMs’ translation capabilities. In addition to accuracy and fluency, appropriateness
assesses whether culturally loaded expressions are properly rendered, whether the stylistic
features of the source text are preserved, and whether the emotional tone and literary flavor
are faithfully maintained in the translation.
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3.3 ERROR DEDUPLICATION AND ATTRIBUTION

In our multi-dimensional evaluation system, a single root error can propagate into mul-
tiple derivative issues. To prevent double-counting, Metric-S employs a hierarchical de-
duplication and attribution process. This process isolates the fundamental cause of each
error, ensuring that a single mistake is penalized only once. Specifically, errors marked as
“Extremely Critical” in Accuracy take overriding priority, rubric-defined violations are sys-
tematically attributed to Accuracy, and for other overlaps, causal analysis determines which
error is primary. For ezample, if a lexical choice error leads to disfluent phrasing, only the
Accuracy error is retained while the Flu symptom is discarded. Detailed example of
deduplication can be found at Appendix@

3.4 DiscoX SCORE CALCULATION

The final score is defined as Score = Spcc + Skiu + Sapp, Where for each dimension z €
{Acc,Flu, App}, S, = MAX, — Zf\/:*l wie?. Accuracy, Fluency, and Appropriateness are
weighted at 60, 20, and 20 points, respectively, which correspond to the maximum scores
MAX. For each error, deductions are applied based on severity: 2 points for minor, 5
points for major, 10 points for critical, and 50 points for extremely critical. The details of
severity levels in different domains can be found atnﬁ.

4 EXPERIMENTS

4.1 MAIN RESULTS

Evaluation Setting. In this section, we present the main results of DiscoX, covering 20
systems: 7 open-source LLMs, 11 closed-source LLMs, 1 domain-specific LLMs, and 1 neural
machine translation (NMT) system. Gemini-2.5-Pro is further employed as the judge model
within the Metric-S workflow. The list of all models can be found at Appendiqu%

Table 3: A ranked comparison of model performance on the DiscoX benchmark. The results
highlight that even the most advanced models still trail the human expert. The data reveals
imbalanced performance profiles, with different models excelling in distinct dimensions.

Models Overall Accuracy Fluency Appropriateness Open-source
Human Expert 80.16 49.80 15.96 14.40 -
GPT-5-high 76.66 48.65 15.21 12.80 X
Gemini-2.5-Pro 71.25 46.68 13.14 11.43 X
Qwen-3-235B 59.66 33.15 14.96 11.55 v
Kimi-K2 55.80 27.63 16.44 11.73 v
03-high 55.57 28.78 15.79 11.00 X
04-mini-high 55.09 29.55 14.29 11.25 X
Claude-4 54.03 39.38 5.98 8.68 X
Claude-4-T 53.53 38.98 5.47 9.08 X
Qwen-3-235B-T 49.97 23.20 15.54 11.23 v
GPT-4.1 49.65 29.25 11.05 9.35 X
DeepSeek-V3 49.60 22.80 16.20 10.60 v
Doubao-1.6-T 49.51 29.30 10.11 10.10 X
DeepSeek-R1 46.06 19.75 16.11 10.20 v
Gemini-2.5-Flash-Lite 44.01 26.70 7.91 9.40 X
Grok-4 43.82 31.38 4.71 7.73 X
GPT-40 39.93 20.35 11.28 8.30 X
Qwen-3-14B 39.36 22.40 7.73 9.23 v
Qwen-3-8B 28.37 15.13 5.84 7.40 v
Youdao-14B 46.37 28.50 9.82 8.05 -
Google-NMT 37.10 18.96 10.12 8.02 -
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Results Analysis. From the results in Table E, we have the following observations.
Discourse-level and expert-level translation remain a formidable challenge, and while
general-purpose LLMs significantly outperform traditional MT systems, their performance
still falls short of human standards. The results reveal a clear hierarchy, with the top
model, GPT-5-high, achieving an overall score of 76.66 on the strength of its accuracy, yet
still trailing human experts (80.16). Furthermore, performance is imbalanced across differ-
ent evaluation dimensions, indicating distinct and complementary strengths. For instance,
while GPT-5 excels in accuracy, other models like Kimi-K2 lead in fluency and appropriate-
ness, and Claude-4 variants are highly accurate but struggle with fluency, indicating distinct
and complementary strengths among the mode pecified cases of model performance on
different dimensions can be found in Appendixlﬁ

4.2 EFFECTIVENESS OF METRIC-S EVALUATION SYSTEM

To validate the effectiveness and reliability of Metric-S, we measured its pairwise consistency
(Freitag et al), 2024) with professional human judgments. The experiment is designed to
demonstrate Metric-S’s superiority, particularly on our proposed discourse-level benchmark,
DiscoX.

Evaluation Setting. The evaluation is conducted on two test sets: our DiscoX benchmark
and the WMT 2024 general translation task (Kocmi et all, 2024). We compared Metric-
S against two high-performing baselines from the WMT 2024 metric shared task (Freitag
et all, 2024): XCOMET-QE (Guerreiro et all, 2024) and ChrF (Popovid, 2015). For each
dataset, we randomly sampled 50 cases. In our evaluation, translations are scored by lin-
guistic experts, and both human and metric scores are normalized to a [0, 1] range for fair
comparison. Since ChrF requires reference, we only evaluate its performance on WMT 2024
tasks.

To measure alignment with human judgments, we adopted the unified pairwise ranking
consistency framework (Freitag et al|, 2024). This method evaluates how often our metric
agrees with human experts on which of two system outputs is superior. To ensure a robust
evaluation, we made specific adjustments for different levels: at the system level, we used Soft
Pairwise Accuracy (SPA) to provide a more nuanced comparison by accounting for statistical
uncertainty in human rankings. To handle ties in the segment level, we treat metric scores
as consistent if thejr difference is less than 0.05. Details of alignment framework can be
found in Appendix E

Table 4: Pairwise consistency of Metric-S and XCOMET-QE with human judgments. The
table presents a comparison of evaluation metrics at both the system and segment levels for
the DiscoX benchmark. ChrF is excluded because it requires a reference.

Metric Overall Avg. System Segment
zh—en en—zh zh—en en—zh
Metric-S 70.3% 80.0%  90.0% 54.8%  56.4%
XCOMET-QE 34.7% 10.0%  70.0% 26.4%  32.4%
ChrF - - - - -

Results Analysis. The experimental results, summarized in Table H, clearly demonstrate
the superiority of Metric-S, particularly on our proposed DiscoX benchmark. The most
striking finding is in the overall average consistency: Metric-S achieves 70.3%, more than
doubling the 34.7% score of XCOMET-QE, a SOTA baseline. This significant gap high-
lights the failure of traditional metrics to handle complex, discourse-level phenomena. The
divergence is especially pronounced at the system level, where XCOMET-QFE’s consistency
plummets to just 10.0% on the zh—en task, while Metric-S maintains a robust 80.0%. These
findings confirm that Metric-S provides a much more reliable and faithful alignment with
human judgments for discourse-level translati valuation. Case of the output of different
evaluation methods can be found at Appendix [C.]]. Beyond the comparative superiority over
existing baselines, we further investigated the robustness and internal validity of Metric-S.
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Through ablation and auxiliary experiments, we verified that its advantage does not stem
from a single factor but rather from the synergistic contribution of its core design com-
ponents. This evidence underscores both the effectiveness and stability of Metric-S, with
detailed results provided in Appendix a

5 ANALYSIS AND DISCUSSION

In this section, we move beyond raw scores to analyze what drives the observed performance
differences. By investigating different perspectives, we seek to better understand both the
current capabilities and the remaining limitations of LLMs in discourse-level translation.

5.1 LLM BETTER AT CHINESE-TO-ENGLISH THAN ENGLISH-TO-CHINESE

Our evaluation in Figure H, detailed in Appendix H, reveals a significant performance asym-
metry between translation directions, with LLMs consistently achieving higher scores in
zh—en than in en—zh tasks. This gap is particularly pronounced for models like DeepSeek-
V3, which shows a 34.8-point performance difference. In contrast, Doubao-1.6-T is the
most balanced model, with a gap of only 7.2 points. This disparity is primarily driven by
lower accuracy in en—zh translation, which we attribute to three main factors: (1) a data
imbalance, where high-quality English corpora are more abundant than Chinese ones; (2)
the prevalence of English-centric model architectures that require greater adaptation for
generating Chinese; and (3) the inherent linguistic complexities of Chinese, such as its rich
morphemes, implicit logic, and strong reliance on context and word order. Detailed cases
showing performance asymmetry are provided in Appendix
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en - zh Score Non-Academic Tasks

O © £ < 0 < © < & © Ne ~ N oy N N\

« ﬁ,\\@} \’1_6:2 (ot ao‘\"@ @‘Q\\L \a@e‘h ‘\yf,s Q\%’“\I\ _‘)x\\qi g o® o ao”’(’ @‘“\\L \a\&e’u ‘\3335 g\e_@'\
G G"“(\\‘\ Oee‘? Oo\s" O e o G 09“\\‘\ oeev 00\)‘3 T e o
(a) Performance by Translation Direction (b) Performance by Domain

Figure 4: Subplot (a) compares performance across translation directions, showing that
models are stronger when translating into English. Subplot (b) compares performance
across text domains, showing a clear advantage in translating academic papers over non-
academic texts.

5.2 STRONGER IN ACADEMIC PAPERS, WEAKER IN LITERATURE

Model performance exhibits a clear domain-based disparity, with significantly higher scores
in academic translation compared to literary translation (illustrated in Figure ﬁ, with de-
tailed results in Appendix [l). This gap is attributable to the inherent differences between the
domains. Academic papers, with their structured and logical format, are more amenable to
accurate machine translation. In contrast, literary works require models to interpret com-
plex syntax, rhetorical devices, and cultural nuances—abilities that are difficult to evaluate
and represent a key challenge for current LLMs. At the individual model level, GPT-5-high
demonstrates strong generalizability by leading in both domains, whereas Kimi-K2 displays
a particular strength in literary translation, reflecting its fluency-focused design.

5.3 PERFORMANCE DEFICIT OF THINKING MODELS

As shown in Table E, Contrary to expectations, our results indicate that thinking-enhanced
models consistently underperform their non-thinking counterparts in translation tasks. This
performance deficit is particularly stark for Qwen-3-235B, where the non-thinking version
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scores nearly 10 points higher (59.66 vs. 49.97), a gap driven primarily by a significant drop
in accuracy. A similar, though smaller, trend is observed with Claude-4. Error analysis
suggests this underperformance is due to the thinking models’ propensity to either over-
summarize the source text, leading to omissions (under-translation), or introduce extra-
neous structural content (over-translation), thereby compromising translation faithfulness.
Specified cases can be found in Appendix ﬁ

Table 5: Comparison of Thinking vs. Non-thinking Models. The data shows that Non-
thinking versions generally outperform their Thinking counterparts in translation tasks.

Models Type Score Accuracy Fluency Appropriateness
Thinking 49.97 23.20 15.54 11.23

Qwen-3-2358 N0 thinking  59.66 33.15 14.96 11.55

Clande-4 Thinking 53.53 38.98 5.47 9.08
Non-thinking  54.03 39.38 5.98 8.68

6 RELATED WORK

6.1 EVOLUTION OF MACHINE TRANSLATION BENCHMARKS

Machine translation evaluation has evolved from traditional benchmarks to more com-
plex, real-world scenarios, Initially, mainstays like WMT (Wang et al), 2024a; 20234) and
IWSLT (Agostinelli et al), 2025) guided progress but are limited in domain diversity and
focused primarily on sentence-level translation. Recent efforts have sought to address these
limitations: FLORES-101_(Goyal et all, 2022) expanded language coverage to a massive
scale, TransBench (ILi_et all, 2025) introduced domain-specific e-commerce tasks, and Red-
trans Bench (Guo et al), 2025b) tackled informal, culturally-rich content. Despite these ad-
vances, a significant gap persists, as most benchmarks still fall short of evaluating the deep
contextual reasoning and coherence required in discourse-level and expert-domain transla-
tion.

6.2 EVALUATION METRICS ON TRANSLATION TASKS

The development of evaluation metrics reflects a similar trajectory. Traditional metrics,
including n-gram-based methods and neural approaches like COMET (Rei et al}, 2020) and
Metric-X (Juraska et all, 2024), perform well on local adequacy and fluency. However,
their effectiveness diminishes for discourse-level tasks, where they fail to capture long-range
coherence and consistency, leading to a weaker correlation with human judgments (Kocmi
et all, 2024; Wang et all, 2023a). Furthermore, their dependency on static reference trans-
lations is a critical limitation, as a single reference cannot encompass the full range of valid
outputs (Kim et al), 2024).

LLM-ag-a-judge methods have emerged as a flexible, reference-free alternative (Deutsch
et_al), 2025). However, general-purpose LLMs are susceptible to hallucinations (Ji et al),
2023), biases (Wang et all, 2023d), and often provide incomplete assessments in complex
discourse scenarios. This has spurred a recent trend toward fine-tuning specialized evalu-
ation models on_curated datasets with domain-specific criteria to enhance their reliability
and accuracy (Zheng et all, 2023).

7 CONCLUSION

We present DiscoX the first benchmark for assessing discourse-level, expert-level LLM trans-
lation, alongside Metric-S, a new reference-free evaluation system that aligns with human
judgment. Our experiments show that while current LLMs are promising, they still under-
perform expert translators, struggling with global coherence, domain-specific terminology,
and professional style. We are releasing both DiscoX and Metric-S to the community to
foster research and advance the development of professional-grade translation models.
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A  ANNOTATOR BACKGROUND

The integrity of the DiscoX dataset is ensured by a 133-member curation team operating
under a dual-expertise model (summarized in Table é) The team integrated 115 Vertical
Domain Experts responsible for sourcing texts and authoring initial rubrics. They were
supported by 18 Linguistic Experts, a group of certified MTI graduates with 5-16 years
of experience. This latter group is tasked with ensuring linguistic accuracy, refining the
evaluation criteria, and exercising overall project oversight.

Table 6: Table overview of the annotator team provides a breakdown of 133 experts respon-
sible for the dataset curation, detailing the composition, number, professional experience,
and background of the Vertical Domain Experts and Linguistic Experts.

Composition Number of Experts Avg. Years Background

Experts in practical fields are primarily professionals with
4-10 years of experience, while those in academic disci-
plines are mainly Master’s/PhD holders from top-tier Chi-
nese universities.

Vertical Domain Experts 115 4-10

Composed of professional linguists and translation special-
ists, primarily composed of Master’s graduates in Transla-

Linguistic Experts 18 5-16 tion and Interpreting (MTI) with high-level language cer-
tifications (e.g., TEM-8, IELTS 8.0) and 5-16 years of pro-
fessional experience.

Overall 133 4-16 Expert in specific domain or linguistic.

B DETAILED PROMPT AND RUBRICS
B.1 SyYSTEM PRrROMPT

System Prompt

Translate from Source Language to Target Language. Do not output content beyond
the translation.

B.2 JubGE PrOMPT

Below is the complete prompt provided to the judge model, including the main stages of
Instruction Following Judge, Accuracy Judge, Fluency Judge, Appropriateness Judge, and
De-duplication Judge.

B.2.1 INSTRUCTION FOLLOWING JUDGE

Instruction Following Judge

55
HH A T AR R AT CIRE L
FREnE Gk i)
L ARA A - ™
o HIANZ, T
o HHIFSORNRIERNGE, fHRIFFRT 50%

Pt

R
TER, WA [ E e T e RSO B, AR [l 52 SE e S SO A 4 S AT
BHE, TROLAER LB
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T8, R BT R [ S A AE PP R IRR B G, (HLEVARTT 538 RAEPATRIFERE 2
PEIRSCA AT L 50% PALE, IRV 2 L

i A X

[ B2 ) AT )

BT A

RELAENE: £ /5

MRS FH/EEE ) To
(AR, B A8

[1F) I AY] - AU

R

R SR R G LR G PEH Ja i A 45 R
JUREH s AR T

25l

ZN K

Les moyennes quadratiques

P A

“Les moyennes quadratiques sont un type particulier de moyenne utilisée en math-
ématiques pour des ensembles de valeurs, notamment lorsque 1’on s’intéresse a des
quantités qui dépendent de carrés, comme 1’énergie (en physique) ou la dispersion
statistique.”

ERAEE: 2
RS R
RIEFTHIE

B.2.2 Accuracy JUDGE, FLUENCY JUDGE AND APPROPRIATENESS JUDGE

PE of Checkpoints
fr—fifiE e R, MKEEECRIIFE.

e, RELHERIT T 75 BARER % 55 53£ [checkpoints], #4422 73 [prompt]
ﬁﬁih%WMd,@ﬁ%%?&ﬁ%ﬁ%@ﬁ%ﬁﬁ,#%&Nmﬁﬁ%ﬁ%ﬁ

o

HE: BRSNS B3R/ MERFF L, A response M TR SE 4 —
%ﬁ@m%%ﬁﬁﬁﬁﬁ,WMﬁE%DW%K%%ﬁﬁﬁE%QEK,Kﬂ%%%

ROV (A% AT, TR IERY):
[ EAFS: 1,

R Bk,

FLELA T AR B 44T
Hir B Ew/#E),
{HEFE: 2,

AR Bk,

AT AR 8 44T
Hip bR Eoh/#EN
DA R RARAK 1 55

(. J
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Judge PE of Accuracy

A —ALIRBFEL S, TR SORSCNMERIBE , H IR B XS —
BT NE . IAEFRFAS B AL — IR OGSO EE] PUES 4R, X
AT S VAR, TR TR \ -
e — iR L 5%, BUEIRTZAPAG AN SO HERARE . TR Bk M4, DA™ HE 945
HE, AR R S G2 AR A A R S0, BRI SRR PR A E I SN 2
MBS, AT B ARG S AR —BUER S SR, AR 2 X Ty
TR NES, WA SOPAEFEES . R, SR M e, XHESCHER
FEBRA R, T IEA .
PR B 5L B LK)
L iR PESCH IS0 b SOR— 8, SEURIRREE B, POCH SOER, (15 1R
SCESUARTE, IR
2. Wbk POCTFOCHIEL, BRI, SRR, SEE
%ﬁ,ﬁxxﬁoﬁiaiﬁ%ﬁimﬁ,%ﬁ%&?i%%,MWPiﬁ
TEo
3. Ak BOCHBERBESONE, REFTIETIE, AEARL
4%5:%15%1&%,%mm%$§ﬁﬁﬁﬁﬁiﬁ,%ﬁ§ﬁiW§x

5. AP SO ).
Hop, FREESNRH— 2SR S . H A e S B I AR R I
)1
B ARRKEMRET. #FX: The KA is pretty good.
“%%”*ﬁ#?%@ﬁ\AZ\%**%ﬁﬂ@%%ﬁﬁ%Eimﬁﬁﬁi,%Y
PREE AT QRARTETPAL B B e a8, ot e, AREH CRRY 4%, JoEARE
Ak [HEE™E]
ELAH,
Bl2:
BX: ARKEAAMRE. #X: The KA (weather) is pretty good.
B 2 WL R AIFESC weather, (HFERIFES AR FSCHERT, ¥ CERES N, A
N LRIFEY, A EREE R E N [HEF™E].
#]3:
JB C: Victor Hugo is a writer.® X: W# (Victor Hugo) E—ffEX.
@3¢,E%%%W%%Tﬁi,ﬁﬁiaﬁﬁ%ﬂﬁﬁm,ﬁ%%%%,%E%%

[ ™ TR
L ¥l (Major): {HZUMREE, IR, SENIRAIBEMR, AEmBIgEg, o
WA P EE R R
2. j*# (Critical): MPHIHE, ik, SEOMEINESCXFERREE, 5
BORRIR B & SO U ZE . B bl sy K85 BRI AH iR
3. dEfgidi (Extremely Critical): JFUCAPRBRIE FRPE: KRR T %
B A B SRR

R, Ty R EARRE R, B HTEAT Y ™ (Critical )] 4525 #5418 %
R EEOR, MBS &, WATHRy [™E (Critical )1, [IEH ™8 (Extremely
Critical )] A5%5 H i ] THAR B RRIROR B RE,  DASARH) ™ B I 5 DL -
PGSR P A EHR R ML, ARSI, W, A, BATE sl AR 2%
&, MUBIESCRNE .

i A% X
UNAFAEA B, B3 DATR json /niAk s ey, AN B R ILLAS MR 2
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L FAFS: Rk, AL,

Bl fLBe % . Btk =,

Pl ALK AL 5538/ 0F %/ RE/HF/ LM,
5] AL AT AR B AT

BEEFEAE: YHE/E/EETE }
WSRAFFAEATA )R, HyH

{ HA™ERE: BEKLFEAN

PAF RARA IR BT 55 -
g J
—. Mt AE55

R — iR B AL £ K, I BARSER B TIFMESC B A Mg . ISR
prompt JF A response ¥3C, WRIMAERMT S 24T [prompt JF3CY FPAF EAlibR
e, BB, BAX [response i3C) AT TS
L VRl E & [l
1. IS HMmE:
o PESCIFIRIENT . HAGY, AREHILARIRBLIRE. AR A
o PESURBEAERTEEF S G . TIEREELSE, AREH BUE S IR .
P, SEFIR AL R

o ESCNAFA HARERIE S RIBIW, Nae PR A

o REEFFMEE LKA XEARIERLEE HART .

2. GRS PESCHTEYE . AEAREAEAE IR, AR T B A .

3. BEREVE: S CEEEF ST GEE, L nE SRR AT, ESC
WIARE Rt SUFRSCRER IRCAR, RSO EA I Bl S50 2R Y
way e HISCRIFIRIAN R RIEZ T, M HARESMRERT R Mk
SCFAREOR FRIVER . PRSI . A

4. 8otk SCE R AR IR N AR RS B R A . &
AP ARTE . FRESCABIRNCSE. 4N Syracuse XANMIAA B R “Blhil”
ii%,%ﬁéﬁﬁ¢ﬁﬂﬁﬁxgﬁ7Wﬁﬂ%ﬁﬁ%ﬁﬁ%ﬁ?Xﬁ%

FEAER : RO IR R . e s HAh 8, N RR SRR DA L PAl A v B
PERH) 4 DYERE AT AT ARITTE 2 BT
L SR 5 Y

1. A8 SRR S R . EEIEmYE . RS TTERNAL — 2 R
T8,

2. JCLE: FESOMMPAETE S W . RIS B SRR SUE
i, FEARRIR AT . AFEIEFEAET .

PR AR SR BB IR T RS A T RS AR A ™ E AR AR RS, A
ALRE LA RIS B — A IR BT B A P E AR B AR 25 e T o

M. Hibks X B

UIAFFEPA B IR, 353 PAT json nBilkg =, AN b H BRI DASRR) P 25 -

{
FIEFE: mRER, Kidfte,
AR BEE,
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102,
m%&%:&%%
| % T W R/ VE ik E /R R /R — B,

1]

WERAFAEAEAT I/, it -
{
}]mﬁﬁﬁﬁﬁzﬁﬁimﬁ

PATR RARAK AL S5

(& J

Judge PE of Appropriateness

R — A EBRIPAGAE S, IXAMESS EBE N =AY BIMER EE VAl .
PRI VAL RO R R KU — B VA, AR T @wﬂ%*ﬁfﬁﬁﬂy

R — BRI ST R, RIS, R IAESCAE RS ERER . SORA
AR ARZE T RTEIR™E . 2 H—4F LI, KM NS R ER . 3
RN SCAVIE B TSP A X3 SCEA 7o A1

K4 4K prompt [ CHI response 130, MRIAERIES5 24T [prompt J53C] HIDA
TIPbARE, BAMTAE T [response B30 S5FESCRME . HEEAFE . SCRASULE
R HORTCELR LT, HHF5 45 R IEEL R R . AN VEEE NS RIS

R
L URIELAT 44> DI 4ERE] W%, 35 A ZRH code switch (H3EJe%)
ARIE—EE, ﬁimﬁm%&ﬁ%%%@@,Y“@%ET@%VMW%“

PAGFR A K .
2. BT ADER, ARG B R
PEorYESE :

L UK RGO TEAAITESR, SRRSO SO —2, s SCRIAH
SRR, W%X%ﬂﬁﬁ TR, AT ETRHSCRIIE R

2. WRROR: RO RGN SCCEL. WECCRIIRE, BB 2RI
E%ﬁ%%%@é%o

3. 3R ESOURRBR SRR, IR BB SR A SOR, W02
BT Ek3) T 5 ESCRSEN A ERME. WREMEIARE.

4. SCARRER: FESCP RO . i G SURIE SRS AR AR R T %
AL, ATDAERRATE S TR SR Rk B

[i] 3™ o L -
A8 : SRR, (ARG ERBE 100% 2 905 SRS . [ml— 1508 5 45
P, RNEZITH.
i hAs R
WAAERA LT, B4 PAT json BRAU/RBIAS U, AN B H BRI DA N 2
{ HARFS: BRER, NIFH#,
BHERFE: BET,
5] R K A W%/a@@%//x*/xﬂ: AL,
B B AT AR B AT,
BT EAE: AE AN
WSRAFHEATA RS, i
{ HAFERE: BEKLHAN
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(@H 1)

<prompt>

The prevailing neuroscientific paradigm posits that cognitive flexibility is fundamen-
tally contingent upon neuroplasticity—the brain’s capacity to reorganize its neural
pathways. This process is largely driven by synaptic pruning and long-term potentia-
tion, mechanisms that dynamically adapt in response to novel environmental stimuli
and learning experiences.

<response>

WA E MW ERARE S, NWERGER ARG, WA TR “MERaTE%”, W
W KN ETHAMEERGE ). XF)LEE G “RMEs” MK R
SR ORSCHELN, BTSRRI R 2 ) B IR B ST

< VEEER >

T B 1,

AR s 1,

)AL A,

a4 Hr: RSP {#i ] ¢ prevailing neuroscientific paradigm posits’, &, KW,
TR ARER, RREER. AR T M ERNEE FEk.
LW IE RN, JERR T RSO ARE R Bl

IF) R AR A A )]
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B.2.3 DE-DUPLICATION JUDGE

Judge PE of De-duplication

TA—ABIEIPAAE S, BRI E G accuracy, fluency, appropriateness,
checkpoints (given) PUANZERE SRS, PPAL AR RS0, RO UANZERE PG G R 2
WES, SEEEMNIRSE, ARG EZ AT, v RAE?
REGIREN R PAEEER, w5 E RS A7 e 8 T Hak A T IR # I A
Hrpr, accuracy ) [JE#H ™8 (Extremly Critical )1 5345 @i 5%k, TTikeft4
NZ, FEES, #AE [HER™E (Extremly Critical)].
E/%JHSZ%, TCIWRA4ERE RN checkpoints H4 , ¥JIHPHA checkpoints, X5 5L
Ko
FRREEEE, IR A FREXTER AT Z5 R T i 2 3B AT IE R R . DA S,
SR B T A

1. style f4% 1 J8T accuracy 4EF. TLE 44

2. checkpoints #l fluency #J3Ef[RE— 8, fluency ANA A3, checkpoints

INKIER. TCFE 4.

A AME A E T Al — @ EE 0 PR e, AR E .
KTHH, N TR B S GEFUR TS, 1 B A A . el
WP ZE, AREHEBERZ .
ENGE
[{
D1,
[checkpoints# %3] 5 [fluencyf 1] ,
D ARE AT,
W, 7] A & F checkpoints, [fluency|s 1] M M %

2 b =

5 2 e
S W

ey

-~

2,

LR AT

o b
B8 g
TP
I el

]
WP A AFAEAE T SR M, i -

{
}ﬁwﬁﬁ%ﬁﬁﬁﬂ
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B.3 CASE oF RUBRICS
The following are sample rubrics for evaluating [a specific task, e.g., academic papers]. In

our evaluation, we use rubrics with a similar structure but with adjustments to the details
for other categories of text to better accommodate the unique characteristics of each genre.

Primary Domain: Academic Papers

Prompt (excerpt) Rubrics (excerpt)

Secondary Domain: Natural Sciences

1. FUIERAL e

FLal, FUMRE B B2 W E B S22 4
G R KRN S - g AR ) T
AW “E R AR R 4G B RS R YLLK
B WS KT, IR 9T R R B R
SAE. KR = B FL IR

~

negative breast cancer, TNBC) %
FE WL R 25, (H AL — SE AR B K
TNBCAW AT AL , 0150 AR L A%
BRI « AT A I Al | 222
AR S o 6k A RS TNBC
A B G AR SE R L 5 8%, I TT
THTAEDIRYT . HLEHBE IR HER X
BRATRAEALULER () 4 PRt
) ) 5 v 2H 2R S T Y 7 e B Ay ik
R > 5 AW 2E R AL, BN G AR S
ETV6-NTRK3IL P S HE. 2807 IRk e Mg
A MYB-NFIB HHE. ARZUNFRE B
fi#ifi CRTCI-MAML2 . HebEgnseRg
m A A IDH2 FEP 9878

2. FMBAL SR

AL 2P R HUS R, TR
Nottingham 4} £ ¢ %} &= i 14 L I g 2k
FALEER Do ... HTHOHIRIRZ Y RE
AT B H AN o

3. FUIRIER 230

...... PR RN I B A 22 RO, ARl R
A, AR VRN A 0
T

(3) X PR IR BB o 1) A A2 T [l — S BRI A
PALZ2 e R ke, Ao IR A A 4
RN N Z AR, S Sl B DS, RA
S RBEHER AL AER A3 Ak «

2o

CHL AR HEFEN
Histologic type &% Histo-
logic subtype, fR$F4x3C
5,

W) AT S AR
HE #% %% 2 Biologically
indolent, #4 [ vague
JjZaatiR

“F e W ORE B T
ML Y Y
Fibromatosis-like spin-
dle cell carcinoma,

o BRI N
Systemic therapy, %3
I FARUEAR T .

SHE B AT
Gene rearrangement,
S TP L Y T S Vi
S R
Histologic grade, &5
Histological grading [X
B

% e G A AL R A
77 7% S5 Pyknosis and
karyorrhexis B{ Apop-
totic bodies,

PR R I R
£ ¢ & Gross patho-
logic measurement , Y375
pathologic 5 pathologi-
cal ¥JR{HASCHELS—.
“ZAEVEMRET DATEN
Multifocal tumor (BAE
BOARPEESE IR ) o
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Primary Domain: Non-academic Tasks
Specific Scenarios

Secondary Domain: Domain-

Prompt (excerpt) Rubrics (excerpt)

Liability, Indemnification and Release

.. charges and expenses suffered or incurred
by it in connection with the termination due
to the negligence, breach of duty or other de-
fault or wrongdoing of the defaulting party,
its servants, employees,agents or contractors.
...The CJV shall indemnify Party B against
any loss or damage directly or indirectly suf-
fered by Party B as a result of the fail-
ure of the Products manufactured hereun-
der to comply with the Technical Data( “De-
fective Products”)or to comply with such
laws or regulations; provided, however, that
such indemnification shall not exceed the to-
tal of ex-factory sales price, costs of delivery
and transportation and other costs associ-
ated with the recall of these Defective Prod-
ucts.

Each Party hereby indemnifies the
other Party and undertakes to
hold harmless and defend the other Party
against any and all claims, suits, losses,
damages, disbursements (including legal
and management costs) arising out of any
alleged or actual breach or failure to comply
with the terms and conditions hereof in-
cluding but not limited to any infringement
of the other Party’s intellectual property
or other rights occurring as a result of
the offending Party’s fault, omission or
activities in connection with the Project...
(i) promptly notifies Consultant of any third
party claim subject to indemnification here-
under...

Each Party forever releases and discharges
the other from all claims.debts, allegations,
actions, causes of action and demands,
whether known or unknown...

“servants” WiEHN “Mk5
NN N NG S
R, NEIWRE, WY
“employees, agents, con-
tractors” FfA AL,
“any loss or damage” Jf
HII A “ATAnT 401 2R BY
PE”, RAAEIFHR
9677
“provided, however, that
PR AT
Tﬁhﬁdﬂ “15'17—#5!11—&7
“shall not exceed-~-” e
WHPERN N
7, R AR
L ARk,
“hold harmless and de-
fend” @i}[l%ﬂﬂ “@ ......
Gz Pk, H BT
A, g “defend” H|
P
“any and all claims,
suits, losses” I IE N
AL S ARG IR
ik
“offending Party” {;5E 1%
R SR T MR, R
AR .
“promptly notifies” W%
AR AD
“forever releases and dis-
charges " N “iK
AR SR AR, PREAE
1?—%@;!%)(%*[11‘1%’] AL
E
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Primary Domain: Academic Papers

Secondary Domain: Humanities

Prompt (excerpt) Rubrics (excerpt)

R N BRI B SR st LA 1
T CRILIFE 5 LT ZBHE
W T, (R kB T e L,
RO TEFR AL SCF, BOANBIE™. o
TG, B2 A% Silsd LT
BLEE. eSSk LRI I0iE S E . A
SN BB S, BRI
ol ok — PR R A
RSB AR A S0
FH M R AR, B
WS s, MREEMESEN 4] 238
BRI, HOU, A SCH T A R DA
HUEE” IR, AR s 1
PR, A 2 AR T LR Ay —
R 2l TE W A 0 Sy v . BN
SN BTN T RIS, B AT
TN KN 0 A, S S
Wi “HTBAHE, BATFIE. ASCik,
SE e, BRI T <R
25s, MBERRB, MR AT S
O, MR L.

P

s CARSEICET BAIE: AR 4R ZARY
W=
PSR “ASICE, HARALT, RXEGIR
SRV SO M G SR o . b |
PRSI AR IR GER T S, M2 A 2 2 i
RS FRYE. EEH, RiE A4
Ry, #RUR R A e Fae (A2 487),
MAEH A KA AERHA” K5
B, BIAE T2 SCH I L, MLy
R, EAE IR LS.

= MU 5 A% AOTEE KR
HORE AR, BRSSO AN P A 1S i
R, ek — LR B
ﬁit_ Lc%ﬂ

YL fiEEEREY “sharp
verbal repartee”
“RALICFT N
“no reliance on words
and letters” B “no-
dependence on words
and letters”,

DL MR
“using words to elimi-
nate words” B “using
words to dispel words” .
“PeH 2 EERN
“the finger pointing at
the moon” B{; “a finger
pointing at the moon”,
“F OO N
“Word Contemplation
Chan (Kanhua Chan)”,

RN YEE.
“koan(s)” “gongan
(koans)”,

CREENGT WA “the
Great Doubt” B{ “great
doubt”,
“UESKT L ATIESH “the
critical phrase (Hua-
tou)”,

b5 HEE Ry “desper-
ate state”,
TR AT N
“smashing the lacquer
bucket” 5§ “breaking the
lacquer bucket”,
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B.4 CASE OF DE-DUPLICATION

A single root error may lead to multiple, unfairly penalized issues across different dimensions.
To address this, we introduce the Hierarchical De-duplications. This system ensures each
error is traced back to its single fundamental dimension and penalized only once, eliminating
redundant scoring. A case is shown blow.

First Judge

-

acc_first_ judge

FEFS: 1

) B 2

ST i a2

[F] 443 #r: - “Does
Machiavelli hold up
Borgia as the model
prince?” 30 T
XA, AR BRSO
WRBATHAE B
IV T AR R

flu_first_ judge

HEFS: 1
B 3
E—Eﬂ;’s?g: WARTE T

8 7> A “Does
Machiavelli hold up
Borgia as the model
prince?” ¥ 3CFf LA
B, B TR SCHY)
BERERICR , (15473
N A
T 2208k
L?T_@PE@T‘%TE HI1A
I

yicad

75 2
I LB 7% 6
R B I Y

£

W MT: ST
WP BRI
S SCEIIML, IF
G — A3 kAL,
NG 5] B
2 B IR AR BB
Ko MR SCHER I T
N3 S LA,
Jei, A TP
RIYEI3C, FTEL TR
SCYESLIS R Wi Xt
FLB I I 2 AR 4514 -
e AR A )

i

app_ first_ judge

FAFS: 1
BigR9: 3

IR AL XUAE

) A7 e “Does
Machiavelli hold up
Borgia as the model
prince?” P 3CRF I A)
gE A I, HER
HbRiR ) —seEE
RYIHE CHFIY )
., XA
BAANE TR, H
WA T SO T A
MU

R AR A
i

75 2
By 1
PR
BT
[y’ Machiavelli rein-
forces the prince’s
need to be feared by
stating:’ & —~ i
B 22 R B A Y
HPEA.. XRET
AR B T 2
AE, AT T J55C
TR, 2 14T
SR A

R EH AR A
]

J

De-duplication

75 2

R [accuracy ) 11, [fuency [ 11 5 [style |78 1]

Ay B =3 46 TR S0t TR SO i ) 4] “Does Machiavelli hold up
Borgia as the model prince?” [¥J[a]i. accuracy ¥EHIT N “IFixe", fluency FIITH
CEEIETIHE” B8, style WIYCHHAUR T “BRERCR” . WA E R N5t -
FIWTEA: WREE T accuracy, [fluency M 11 5 [style [Fj& 11 B

- J
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Final Judge

acc_ final judge

S 1

) Bk 2
)RR ik

[F] 443 #r: - “Does
Machiavelli hold up
Borgia as the model
prince?” B0 T
A, AR BRSO
WG B
[V R A R

flu_final judge

S 2
B 6
A A B I B

e
AT SR
PR - SCH A
S, I
S R,
SR TS| T A
ot LA I F L
T SCHE B T
NS SUE B L
J5i, W T YL
W51, TR T8

app_ final judge

R 75 2
Bk 7
FIRAZE AL XUAE
W8y B Js S
i’ Machiavelli rein-
forces the prince’s
need to be feared by
stating:” & —~ it
B2 R EAE Y
A X T
AT B PR 2
AE, AT T 53
HETHEUE, 20 747

SCHY A

SCHENT G W% I R EE AR AT (A
LB 35 B 2 AR A il
[SIF iy R <R ]
b
\ y,

C CASE ANALYSIS

C.1 CAsSkE OoF METRIC FIDELITY VALIDATION

The assessment indicates that for the evaluation of model performance, the Metric-S system
demonstrates a significantly higher correlation with expert human judgments compared to
other metrics. Illustrative examples from the evaluation are provided below.

Case 1 is shown below:

This phase is called the preliminary design, since this design is still subject to change.
Usually, a crude, fast analysis method is adequate. At this stage, the cost of the
structure is estimated, loads and member properties are revised, and the design
is checked for possible improvements. The changes are now incorporated in the
structure, a more refined analysis is performed, and the member design is revised.
This project is carried out to convergence, the rapidity of which will depend on the
capability of the designer. It is clear that a variety of analysis methods, ranging
from “quick and dirty to exact” , are needed for design purposes. An efficient
analyst must thus be in command of the rigorous methods of analysis, must be able
to reduce these to shortcut methods by appropriate assumptions, and must be aware
of available design and analysis aids, as well as simplification permitted by applicable
building codes. An up-to-date analyst must likewise be versed in the basics of matrix
structural analysis and its use in digital computers, as well as in the use of available
analysis programs or software.

\ J
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Response

~~~~~~ XMBE A B SR AT AT, ARSSREOT M (MR B B« LB Bod
APRBIL AT, RGBT A . i SIS REIE, LB r %,
BEEHMIHEIEBOT, TERAAE BRSSO T B RE . w T
AR CNPCHRIN 2R 22 Rk

PR ATV : N AR s e S BB B S A Ty ks BB BT BT
i TH A SRV A 25 05 AR B2 A A7 5 PR SR SE BSR4k
s A TR SR MERANSE, T BeE JTA RN S R BT D

-

N

Human Judge

Score: 0.675

Output:

TiRE: “UeBrBo@E ... milFF “since this design is still subject to change”;
TREIR I AR PSS oA IR P T BB R Bl “An up-to-date
analyst must likewise...”;

BRI CMEA L. BOTPRAC BEREECCT RN, RS

.

(.

Metric-S

Score: 0.580

Output:

PRSI

M JFE S “since this design is still subject to change” #¥iiRE, 2 T X “4)
At R R 3.

IR AR <P E

MRS A . B

AT RSO A>T “efficient” Fl “up-to-date” RPN, ORI G,
B TS

TR W

FIEL A

R RESOR I T I SCBA W S 5 R T

IV R EE AR

.

_

X-COMET
Score: 0.177 Output: None

-

N

Case 2 is shown below:

Prompt

B NIGE: WA R PORE S T, AR AR, X B R TR
WP A 5L, FrimE it A 4077 B PEE RAE R FAL B
Ho” SRR E B R AR ST H IR ATRIZUAG RS, T, SHras g gt i
Ao HISFERRHEE S KA KEFE, PrimsssF H BNHT ik 2550 2] 3300 /)y
i, FEEAE XA AEE—. RINSREGHERE, BOAE s, FARL
TKEGZ YR, NEREX RWENR T ELH YA EITTR.

&

g
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Response

One in Every Four Ketchup Bottles Worldwide Comes from Xinjiang—A Pride and
Contribution of the Region Why Is Xinjiang Tomato So “Red”? Unrivaled Geo-
graphic Conditions: The “Golden Land” for Tomatoes Tomatoes, originally intro-
duced to China from abroad, thrive under abundant sunshine and dramatic temper-
ature swings—conditions Xinjiang perfectly provides. With annual sunshine hours
reaching 2,550 to 3,300, Xinjiang ranks first among all Chinese provinces and regions.
The region’s tomatoes are further enhanced by irrigation from Tianshan mountain
snowmelt, rich in minerals and trace elements.

-
.

Human Judge
Score: 0.525

Output:

SCARE R : Why Is Xinjiang Tomato So  “Red” FRARI “RLE;

BRI “With annual sunshine hours reaching 2,550 to 3,300, Xinjiang ranks first
among all Chinese provinces and regions.” XAJIEFIFKERE ER

4RI “The region’ s tomatoes are further enhanced by irrigation from Tianshan

mountain snowmelt, rich in minerals and trace elements.” X/ iGN E R (EE,,
B

-
.

Metric-S
Score: 0.400

Output:

[FREA  “Ygik”; AT SRR H B R R ™ X — KRR
HTIE4AE H BRI CR] 2k 2550 3] 3300 /N - -7 FESCEH M H BINBOTIR#IE, 52
Aistl TR CH R R X — R, FEEBIEN AR
[ AR <

FRAL: “SCAGIER" s FIRE AT DL 40" FRRUKTE, BfRdmmsie, Wmis
H)"ZWGBRFREE . AFTEBEN “red”, EFFN “hot” KRk “Z2uGl” B L.
BEOCHHEFEN “Red”, BRI ET 515 MR HAIRTE, (HRAEARLE “%2
WG, LD KBRS S HIRTEER . “HRT

-
g

Score: 0.211 Output: None

C.2 CASE ANALYSIS OF DIFFERENT LLM MODELS

C.2.1 CASE ANALYSIS OF LLM PERFORMANCE VARIATIONS ACROSS DIFFERENT
DIMENSION

The models’ performance is not balanced across the three dimensions (Accuracy, Fluency
and Appropriateness). For example, Claude-4 performs well on Accuracy but poorly on
Fluency-its translations are semantically correct but not smooth or natural. Conversely,
DeepSeek-V3 performs well on Fluency but poorly on Accuracy.
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CERIEREIT 13 AR, RATBAEERE 11 4> Bl Bl b
RIBER . BETE B I LA B P AUHT ] A A RLH Sk AR POHESE. SR, RIoE
A S8 = ACE G T SE I R | 4 DN 62 P i B R AT o R e (5 (R H SRl 3R
MR E AR 11 ANFEAFIATEE P41, AU 11 Aok i s i N 4L,
ggzgéﬁﬁﬁ%%ﬁ@ﬁﬁﬁﬁﬂﬁiﬁ {5 0 A R R DX — RS b 5 e it %

Classification: News and Information; zh-en

GPT-5-high Response

.

“Globally, the genomes of 13 tomato species have been characterized; we now have 11
of them,” said Yu Qinghui, [...] a world-leading reservoir of tomato genetic resources.

Score: 90
accuracy: 60 | fluency: 20 | appropriateness: 10

Analysis: Accurate terminology, fluent prose, the translation exemplifies the pro-
fessional style of science news.

J

Claude-4 Response

.

“Worldwide, 13 tomato species genomes have been researched in total, and we now
possess 11 of them,” said Yu Qinghui, [...] opening up a treasure trove of research
in the field of tomato genetic resources, transforming Xinjiang from a major planting
region to a world-rich area for tomato genetic resources.

Score: 63
accuracy: 45 | fluency: 8 | appropriateness: 10

Analysis: The meanings of “research” and “possess” are correct, but the contex-
tual flow is not smooth; “opening up” is a literal translation and fails to capture
the metaphorical meaning.

J

DeepSeek-V3 Response

-

“Out of the 13 tomato species genomes researched worldwide, we now have mastered
11,” said Yu Qinghui, [...] elevating Xinjiang from a major planting region to a global
hub for tomato genetic resources.

Score: 46
accuracy: 25 | fluency: 16 | appropriateness: 5

Analysis: “mastered” is a mistranslation and does not fit the original meaning.

.
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C.2.2 ASYMMETRY IN TRANSLATION DIRECTIONALITY: AN ENGLISH-TO-CHINESE
CASE STUDY

The case reveals a significant performance disparity, with models performing considerably
worse when translating from English to Chinese compared to the reverse direction. For
instance, even the top-ranked Gemini-2.5-Pro shows a noticeable quality gap between its
English-to-Chinese output and the translations produced by professional human experts.

Machiavelli further went on to question the loyalty of the citizens and advised the
Prince that ”...because men a wretched creatures who would not keep their word to
you, you need not keep your word to them.”

The same to Hanfeizi. --- - He believed that human beings were driven by the greed
for profit. We can see some trace in his famous saying: strict mother has kind
children, while kind mother has brute children.

Both of them believed that the relationship among human beings was a kind of naked
interest_ oriented relationship.

Classification: Humanities; en-zh
\ J

Reference Response (Human)

L ELRESE M E— 20 SR ORI BB , Rl J2: o - RO AMER A1, Al
ANLAETRRIHE , BT SR I = .7 !

5 A A ) WL A ik, NRBEBEH o A SRR IR . A4 5
ERICNRE, MERAMCT o, s —BE.

AT = AERINN, AEANZ R AR A X R

GPT-5-high Response

fbb— e o R RBI, S THE B BB LAY, ASXHMESTE, KR
WA TFAR

AR T HIRTRI R, - NI NSZBANZ DIKEN o X ] IR FI 44 5 B
ig ERZWOL” g Womfid. — AERIAN, ABR K FR i — PR eRer i A B i

Score: 81
accuracy: 45 | fluency: 16 | appropriateness: 20
N J

GPT-5-high Response Judge Analysis

{75 2, & JEXHR “strict mother has kind children, while kind
mother has brute children” J@X i EF BARRTE SRR . 13 SCRFH B0 BoR @R
RN, RN, B EOREIRO T GEAE T - By B 2R h
AW, MMHZTkE" 1) TR INRE, MARAWNT" . BRIFECSH GEEE

BEANE, EESCE S — A REEE, 117 S 2R 2 R Z M A =i,
RSO BRI, R E S R BK. |, HIBTEE R HHiR,}

{5 1, MEERAL: B IR, ST JE OISk A “The same to Hanfeizi.”,
BESCH “BHARTIIETEIRR” . bRy OBk ESRE IR, EfENBYEITL, 5
ot AR A AL, AN A K. BN FIAA AR CeAE TR 5
“hARE TR M A M E AR A )

- J
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C.2.3 CASE ANALYSIS BETWEEN THINKING LLM AND NON-THINKING LLM

The study finds that thinking models generally underperform in non-thinking translation
tasks. Thinking models are more prone to omitting information or providing summarized
translations, which may lead to information loss.

Incidents may be diagnosed and resolved by people in many different groups, de-
pending on the complexity of the issue or the incident type. All of these groups
need to understand the incident management process, and how their contribution to
this helps to manage the value, outcomes, costs, and risks of the services provided:
Some incidents will be resolved by the users themselves, using self-help. Use of spe-
cific self-help records should be captured for use in measurement and improvement
activities.

Classification: Academic Papers; en-zh
\

g

Non-thinking Response

AR [P R 2R A S AR B, ST R bl 2N [ P BA )N B3 BEA T2 I A AR b
JITA X e A AR 5 SRR R B AR, AR AT 25 Un a5 B4 BT S (4 A 55
AU, R AT A : A Sede iy iy i B B S5 BT . WD RERE
B S5 R A GO, T IR i 2l

Non-thinking Score: 71
Accuracy: 45 | Fluency: 6 | Appropriateness: 20

-

-

Thinking Response

RGO IR A, WS A n] RER K 2 ANHI BN P AT B AR 55 A e
AR, RTINS S B

Thinking Score: 14
Accuracy: 0 | Fluency: 4 | Appropriateness: 10

D SEVERE LEVELS IN DIFFERENT EVALUATION DIMENSIONS OF
METRIC-S

Accuracy. Representing the foundation of a translation, this dimension assesses factual
correctness and usability. Errors are heavily penalized and stratified by their impact: major
for word- or phrase-level mistakes, critical for paragraph-level deviations, and extremely
critical for discourse-level failures like large-scale omissions.

Fluency. Evaluating the “goodness” of a translation, this dimension focuses on whether
the text is well-formed and reads naturally. As fluency issues typically affect the reading
experience rather than the core meaning, all such errors are uniformly classified as minor.

Appropriateness. Measuring the pursuit of “excellence”, this dimension assesses stylistic
and cultural resonance. Errors in tone, style, or cultural adaptation can significantly alter
a text’s intended impact; thus, any such error is classified as major.
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E MODELS EVALUATED ON DiscoX

e Open-source LLMs (7): Kimi-K2, DeepSeeck-V3 (Liu gt al), 2024), DeepSeek-
R1 (Gug et ali, R20254), Qwen-3-235B-A22B-Instruct¥, Qwen-3-235B-A22B-
Thinking¥, Qwen-3-14B, Qwen-3-8B (Qwen Team|, 2025).

o Closed-source LLMs (11): GPT-40, GPT-4.1, 03-high, o04-mini-high,
GPT-5-high (Achiam et all, 2023; OpenAl, R025b; 2024; 20254, Claude—é—
Sonnet-ThinkingH, Clauude—ll—SonnetE (Anthropid, 2025), Doubao-1.6-ThinkingH,
Gemini-2.5-Pro, Gemini-2.5-Flash-Lite (Google Cloud, 2025b;a), WebCrawl-grok4-
commont,

o Domain-specific LLMs (1): Youdao-14B, .
o NMT system (1): Google Translatel.

F  CORRELATION FRAMEWORK OF EVALUATING ALIGNMENT OF
DIFFERENT METRICS WITH HUMAN JUDGMENTS.

To evaluate alignment with human judgments, we adopt a unified pairwise ranking consis-
tency framework (Freitag et all, 2024). For any two model outputs a and b under the same
evaluation unit (system or segment), let s (a), s (b) denote human scores and s (a), s™ (b)
denote metric scores. A pair is counted as consistent if

sign(sH (a) — s (b)) = sign (sM(a) —sM (b)).

o At the system-level, we employ Soft Pairwise Accuracy (SPA). Unlike standard pair-
wise accuracy, SPA accounts for the statistical uncertainty in rankings, providing
a more nuanced comparison of system performance without arbitrarily penalizing
metrics for statistical ties.

e At the segment-level, we use the metric, a segment-level accuracy measure with tie
calibration. If s (a) = sf(b), we additionally treat the pair as consistent when
|sM(a) — sM(b)| < 0.05 during the segment-level calculation.

The final correlation score for each metric is the average of the results across all distinct
tasks: system-level and segment-level for both en—zh and zh—en translation directions.

G  ABLATION AND AUXILIARY EXPERIMENTS ON DISCOX AND
METRIC-S

G.1 MuLrtIipLE RuUNs ON DiscoX

To probe the stability of model outputs and the quality of Data, We further perform multiple
independent runs (three trials) for each model. As shown in Table El?the negligible per-
formance difference across trials indicates that the model produces consistent high-quality
outputs across multiple samples, suggesting both strong model robustness and reliable eval-
uation.

labbr. Qwen-3-235B

2abbr. Qwen-3-235B-T

3abbr. Claude-4-T

4abbr. Claude-4

Sabbr. Doubao-1.6-T

Sabbr. Grok-4

"Input limits: 10,000 characters

8abbr. Google-NMT; 5,000 character input limit, with document upload support for longer text
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Table 7: Scores of different models across three runs with mean and standard deviation.

Model First Score Second Score Third Score Mean Std. Dev.
Claude-4 52.73 53.21 53.52 53.15 0.40
Claude-4-T 53.28 54.03 54.33 53.88 0.54
Gemini-2.5-pro 71.53 72.51 73.47 72.50 0.97
GPT-5 76.66 77.02 77.03 76.90 0.21
Qwen3-235B 57.10 59.70 59.00 58.60 1.36
Qwen3-235B-T 50.00 48.00 47.90 48.63 1.16

G.2 ABLATION EXPERIMENTS ON METRIC-S

To validate the robustness and necessities of every elements in Metric-S, we carry out a
series of ablation experiments. We carry out the following experiments.

o FEffectiveness of judge model selection: We evaluate the performance of Metric-
Swhen using different LLM judges.

o Effectiveness of error deduplication mechanism: We evaluate the performance when
the result of different judges is direclty applied to claculate final score without error
deduplication.

e Metric-S vs single LLM judge: We try to merge all the prompts of 3 dimensions
into one and employ a single LLM to judge model performances on DiscoX.

o Effectiveness of different dimensions: We also analyse the results when only the
accuracy dimension is taken into consideration.

We compare alignment with human judgments across Metric-S and all experimental set-
tings. As shown in Table §, Metric-S with Gemini-2.5-Pro as the judge achieves the best
performance among all settings, demonstrating the integrity of the Metric-S framework and
the necessity of its individual components. Moreover, we observe that even when employing
different judge models, Metric-S consistently attains strong agreement with human evalua-
tions, further highlighting its robustness and adaptability.

Table 8: Aligenment with human judgments in different settings of ablation studies. In all
experiments, unless specified, Gemini-2.5-pro is used as the judge.

Settings System Level Constistency
Metric-S(Original) 80%
Metric-S (No-duduplicate) 80%
Metric-S(Deepseek-R1 as judge) 70%
Metric-S(03-high as judge) 70%
Single accuracy 70%
Single LLM(Detailed prompt) 60%
Single LLM(simple prompt) 20%

G.3 EFFECTIVENESS OF SELF-PREFERENCE BIAS FOR LLM JUDGE

To validate whether self-preference bias of models affects the reliability of Metric-S, we
compare the results of judgments of the three models from the previous subsection against
human judgments. As shown in Table §, Gemini-2.5-pro does not exhibit a self-preference
bias when compared with human judgments. In contrast, o3 demonstrates a pronounced
bias toward its own outputs, ranking itself first as a judge even though human experts placed
it only third. These findings further justify the choice of Gemini-2.5-pro as the evaluation
judge.
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Table 9: Evaluation results of different judges on DiscoX samples.

Model Human Metric-S+Gemini  Metric-S+Deepseek-R1  Metric-S+03-high
Gemini-2.5-Pro 61.35 69.66 64.70 74.96
Claude-4 57.45 67.90 64.86 71.10
03-high 51.70 62.96 62.50 77.54
DeepSeek-R1  51.25 67.82 63.04 72.78

G.4 PERFORMANCE OF METRIC-S ON MWT 2024 TASKS

To further validate the robustness of Metric-S, we conducted an additional experiment
comparing its performance with other traditional evaluation metrics on the WMT 2024
task. Considering these tasks include reference answers, we selected XCOMET Guerreirg
et al) (2024)and ChrF Popovid (2015), both reference-based metrics, for comparison.

Table 10: Pairwise consistency with human judgments on the WMT 2024 en—zh general
translation task. This table compares the performance of the reference-free Metric-S against
reference-based metrics. The “Average” column shows the mean of the system-level and
segment-level scores.

Metric Average \ System-level Segment-level
Metric-S 72.30% 90.00% 54.60%
XCOMET  68.80% 80.00% 57.60%
ChrF 55.70% 60.00% 51.40%

As shown in Table @, our experimental results indicate that, even without a refer-
ence, Metric-S can achieve human evaluation agreement rates close to those of traditional
reference-based metrics on translation tasks beyond DiscoX. This reveals that Metric-S, as
a robust, reference-free evaluation metric, is capable of effectively assessing model perfor-
mance across various tasks without reliance on reference translations. More importantly,
our evaluation method not only provides scores but also identifies error types and their
severity, offering clear, actionable feedback. This transparency helps the evaluated parties
understand their strengths and weaknesses, providing a clear path for targeted improve-
ments.

H DETAILED RESULTS OF MODEL PERFORMANCE ON
CHINESE-TO-ENGLISH aAND ENGLISH-TO-CHINESE TASKS

The detailed results of el performance on Chinese-to-English and English-to-Chinese
tasks are shown in Table [L1].

I DETAILED RESULTS OF MODEL PERFORMANCE ON DIFFERENT DOMAINS

The_results of model performance on all primary and secondary domains is shown in Ta-
blee@

J USE or LLMs

In this paper, we use LLM for polishing writing only. Specifically, the models are used to
refine grammar, improve sentence fluency, and enhance the clarity and readability of the
text, without altering the underlying meaning or introducing new content.
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Table 11: Comparison of model performance on zh—en and en—zh translation tasks. The
table presents a detailed breakdown of scores for each model across the two translation
directions. The ‘Diff’ column quantifies the performance gap between zh—en and en—zh
translations.

Models zh—en en—zh Diff
Score Accuracy Fluency Appropriateness Score Accuracy Fluency Appropriateness

GPT-5-high 84.49  52.35 17.24 14.90 68.83  44.95 13.18 10.70 15.66
Gemini-2.5-Pro 80.22 50.25 15.82 14.15 62.26 43.10 10.46 8.70 17.96
Qwen-3-235B 66.15  36.35 16.80 13.00 53.17  29.95 13.12 10.10 12.98
Kimi-K2 64.12 32.90 18.32 12.90 47.46 22.35 14.56 10.55 16.66
03-high 67.18  36.10 17.98 13.10 43.95  21.45 13.60 8.90 23.23
o4-mini-high 70.34 40.10 15.94 14.30 39.84 19.00 12.64 8.20 30.50
Claude-4 62.44 43.45 7.84 11.15 52.62 35.30 4.12 6.20 9.82

Claude-4-T 62.34 44.15 6.94 11.25 44.70 33.80 4.00 6.90 17.64
Qwen-3-235b-T 58.12 28.45 15.92 13.75 41.81 17.95 15.16 8.70 16.31
GPT-4.1 65.82 39.65 13.62 12.55 33.48 18.85 8.48 6.15 32.34
DeepSeek-V3 66.97  36.55 17.62 12.80 32.23 9.05 14.78 8.40 34.74
Doubao-1.6-T 53.13  33.65 9.18 10.30 45.89  24.95 11.04 9.90 7.24

DeepSeek-R1 58.12 28.60 16.72 12.80 34.00 10.90 15.50 7.60 24.12
Gemini-2.5-Flash-Lite 62.51 38.75 11.26 12.50 25.51 14.65 4.56 6.30 37.00
Grok-4 59.29 40.70 7.04 11.55 28.33 22.05 2.38 3.90 30.96
GPT-40 58.13  30.95 15.88 11.30 21.73 9.75 6.68 5.30 36.40
Qwen-3-14B 4720  26.80 9.00 11.40 31.51  18.00 6.46 7.05 15.69
Google-NMT 46.49  25.51 11.90 9.08 27.80  12.47 8.36 6.97 18.69
Qwen-3-8B 3295  18.70 6.20 8.05 23.78  11.55 5.48 6.75 9.17

Average 61.37 36.00 13.22 12.15 39.94 22.11 9.71 7.75 21.43
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