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Abstract
Temporal data such as time series can be viewed
as discretized measurements of the underlying
function. To build a generative model for such
data we have to model the stochastic process
that governs it. We propose a solution by defin-
ing the denoising diffusion model in the function
space which also allows us to naturally handle
irregularly-sampled observations. The forward
process gradually adds noise to functions, pre-
serving their continuity, while the learned reverse
process removes the noise and returns functions
as new samples. To this end, we define suit-
able noise sources and introduce novel denoising
and score-matching models. We show how our
method can be used for multivariate probabilistic
forecasting and imputation, and how our model
can be interpreted as a neural process.

1. Introduction
Time series data is collected from measurements of some
real-world system that evolves via some complex unknown
dynamics. The sampling rate is often arbitrary and non-
uniform, producing irregularly-sampled time series. There-
fore, we can make an assumption that time series follows
some underlying continuous function; consider, e.g., the
temperature or load of a system over time. Although values
are observed as separate events, we know that temperature
always exists and its evolution over time is smooth, not jit-
tery. This kind of data can be found in many domains, from
medical, industrial to financial applications.

Previously, different approaches for modeling irregular
data have been proposed, including neural ordinary and
stochastic differential equations (Chen et al., 2018; Li et al.,
2020), neural processes (Garnelo et al., 2018), normalizing
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flows (Deng et al., 2020), etc. As it turns out, capturing the
true generative process proves difficult, especially with the
inherent stochasticity of the data.

Recently, denoising diffusion models have shown great
promise in modeling very complicated data distributions
such as those in the image domain (Ho et al., 2020; Song
et al., 2021). The approach consists of first gradually
adding the noise to data, until it becomes pure noise, corre-
sponding to some base distribution. At the same time, the
model is trained to reverse this process. To generate a new
data point, we start with an initial noisy value sampled from
the base distribution; then the model gradually denoises it
to reach a sample from the learned data distribution. We
define this more rigorously in Section 2.

In this work, we expand on this general framework to de-
fine the diffusion for data measured in continuous time by
treating it as a discretization of some continuous function.
That is, instead of adding noise to each data point indepen-
dently, we add the noise to the whole function while pre-
serving its continuity. In Section 3, we show that this can
be done by using stochastic processes as noise generators.
We additionally show that the final noisy function will also
correspond to a sample from a known stochastic process.
Next, we specify the transition probabilities in the forward
noising process, the evidence bound on the likelihood used
in the training, and the new sampling procedure, for both
the fixed-step and SDE-based diffusion approaches.

Figure 1 shows an illustration of our approach. Data is ob-
served as a set of (irregularly-sampled) points that corre-
spond to some underlying function. By adding noise to
this function we reach the prior stochastic process. At the
same time, the model can reverse this process, allowing us
to generate new function samples.

In Section 4 we describe different use cases that we tackle
with our model while highlighting the benefits over previ-
ous approaches. For instance, we use conditioning, to out-
put the distribution over future values, i.e., for multivariate
probabilistic forecasting. Since we define the distribution
over functions we can also view our model as a neural pro-
cess (Garnelo et al., 2018), allowing us to estimate missing
points from the observed. In Section 5 we empirically show
that our model outperforms the baselines on all tasks.
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Figure 1. (Left) We add noise from a stochastic process (SP) to the whole time series at once. The model ϵθ learns to reverse this process.
(Right) We can use this approach to, e.g., forecast with uncertainty.

2. Background
Generally, given training data {xi}, with xi ∈ Rd, the goal
of generative modeling is to learn the probability density
function p(x) and be able to generate new samples from
this learned distribution. Diffusion models achieve both of
these goals by learning to reverse some fixed process that
adds noise to the data. In the following, we present a brief
overview of the two ways to define diffusion; in Section 2.1
the noise is added across N increasing scales (Ho et al.,
2020), which is then taken to the limit in Section 2.2 using
a stochastic differential equation (SDE) (Song et al., 2021).

2.1. Fixed-step diffusion

Sohl-Dickstein et al. (2015); Ho et al. (2020) propose the
denoising diffusion probabilistic model (DDPM) which
gradually adds fixed Gaussian noise to the observed data
point x0 via known scales βn to define a sequence of pro-
gressively noisier values x1,x2, . . . ,xN . The final noisy
output xN ∼ N (0, I) carries no information about the
original data point. The sequence of positive noise (vari-
ance) scales β1, . . . , βN has to be increasing such that the
first noisy output x1 is close to the original data x0, and
the final value xN is pure noise. The goal is then to learn
to reverse this process.

As diffusion forms a Markov chain, the transition between
any two consecutive points is defined with a conditional
probability q(xn|xn−1) = N (

√
1− βnxn−1, βnI). Since

the transition kernel is Gaussian, the value at any step n
can be sampled directly from x0. Let αn = 1 − βn and
ᾱn =

∏n
k=1 αk, then we can write:

q(xn|x0) = N (
√
ᾱnx0, (1− ᾱn)I). (1)

Further, the probability of any intermediate value xn−1

given its successor xn and initial x0 is

q(xn−1|xn,x0) = N (µ̃n, β̃nI), (2)

where: µ̃n =

√
ᾱn−1βn
1− ᾱn

x0 +

√
αn(1− ᾱn−1)

1− ᾱn
xn,

β̃n =
1− ᾱn−1

1− ᾱn
βn.

The generative model learns the reverse process. To
this end, Sohl-Dickstein et al. (2015) set p(xn−1|xn) =
N (µθ(xn, n), βnI), and parameterized µθ with a neural
network. The training objective is to maximize the evi-
dence lower bound, log p(x0) ≥

Eq[ log p(x0|x1)−DKL(q(xN |x0)∥p(xN ))

−
∑

n>1DKL(q(xn−1|xn,x0)∥p(xn−1|xn))].
(3)

In practice, however, the approach by Ho et al. (2020) is to
reparameterize µθ and predict the noise ϵ that was added
to x0, using a neural network ϵθ(xn, n), and minimize the
simplified loss function:

L = Eϵ,n

[
∥ϵθ(

√
ᾱnx0 +

√
1− ᾱnϵ, n)− ϵ∥22

]
, (4)

where the expectation is over ϵ ∼ N (0, I) and n ∼
U({0, . . . , N}). To generate new data, the first step is to
sample a point from the final distribution xN ∼ N (0, I)
and then iteratively denoise it using the above model
(xN 7→ xN−1 7→ · · · 7→ x0) to get a sample from the
data distribution. To summarize, the forward process adds
the noise ϵ to the input x0, at different scales, to produce
xn. The learned model inverts this, i.e., predicts ϵ from xn.

2.2. Score-based SDE diffusion

Instead of taking a finite number of diffusion steps as in
Section 2.1, Song et al. (2021) introduce a continuous dif-
fusion of vector valued data, x0 7→ xs where s ∈ [0, S]
is now a continuous variable. The forward process can be
elegantly defined with an SDE:

dxs = f(xs, s)ds+ g(s)dWs, (5)

whereW is a standard Wiener process. The variable s is the
continuous analogue of the discrete steps implying that the
input gets noisier during the SDE evolution. The final value
xS ∼ p(xS) will follow some predefined distribution, as
in Section 2.1. For the forward SDE in Equation 5 there
exist a corresponding reverse SDE (Anderson, 1982):

dxs = [f(xs, s)− g(s)2∇xs log p(xs)]ds+ g(s)dWs,

where ∇xs log p(xs) is the score function. Solving the
above SDE from S to 0, given initial condition xS ∼
p(xS), returns a sample from the data distribution. The
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generative model’s goal is to learn the score function via a
neural network ψθ(xs, s), by minimizing:

L = Exs,s

[
∥ψθ(xs, s)−∇xs

log p(xs)∥22
]
, (6)

with xs ∼ SDE(x0) and s ∼ U(0, S). Song et al. (2021)
define the continuous equivalent to DDPM forward process
as the following SDE:

dxs = −1

2
β(s)xsds+

√
β(s)dWs, (7)

where β(s) and S are chosen in such a way that ensures
the final noise distribution is unit normal, xS ∼ N (0, I).
Given this specific parameterization, one can easily derive
the transition probability q(xs|x0) and calculate the exact
score in closed-form (see Section 3.3 and Appendix A.3).

2.3. Extensions

Generative modeling with diffusion recently gained trac-
tion as it provides good sampling quality on image genera-
tion (Dhariwal & Nichol, 2021; Ramesh et al., 2022; Rom-
bach et al., 2021) and became the state-of-the-art method
replacing GANs (Goodfellow et al., 2020). The model-
ing power translates to other tasks as well, so it has been
used in, e.g., modeling waveforms (Kong et al., 2021) and
time series forecasting (Rasul et al., 2021a), but also gen-
erating discrete data such as text (Austin et al., 2021) and
molecules (Anand & Achim, 2022; Lee & Kim, 2022). In
this work we tackle a different task—generating continu-
ous functions. Many of the advances over the original dif-
fusion focused on improving the sampling speed (Chung
et al., 2022; Jolicoeur-Martineau et al., 2021; Lyu et al.,
2022), while others implement the noise scheduling for bet-
ter modeling capacity (Nichol & Dhariwal, 2021b; Kingma
et al., 2021). This area of research is orthogonal to our pro-
posed method as we can easily implement any of the tech-
niques that improve general diffusion, to make our method
perform faster or have better sampling quality.

3. Diffusion for time series data
In contrast to the previous section which deals with data
points that are represented by vectors, we are interested in
generative modeling for time series data. We represent the
data as a time-indexed sequence of points observed across
M timestamps: X = (x(t0), . . . ,x(tM−1)), ti ∈ t ⊂
[0, T ]. The observations can be equally spaced but this
formulation encompasses irregularly-sampled data as well.
We assume that each observed time series comes from its
corresponding underlying continuous function x(·).

Our approach can be viewed as modeling the distribution
“p(x(·))” over functions instead of vectors, which amounts
to learning the stochastic process. We review stochastic

processes in more detail in Section 4.2. To preserve con-
tinuity, we cannot apply the ideas from Section 2 directly,
unless we assume measurements are independent of each
other. One issue of adding independent noise in the diffu-
sion arises because it produces discontinuous samples.

3.1. Stochastic processes as noise sources for diffusion

Instead of defining the diffusion by adding some scaled
noise vector ϵ ∼ N (0, I) to a data vector x, we add a
noise function (stochastic process) ϵ(·) to the underlying
data function x(·). The only restriction on ϵ(·) is that it
has to be continuous so that the output remains continuous
as well, which clearly rules out stochastic processes where
time is indexed by a finite set, e.g., ϵ(t) ∼ N (0, I). How-
ever, using a normal distribution proved to be very conve-
nient in Section 2 as it allowed for closed-form formula-
tions of various terms, especially the loss. This is due to
the nice properties that Gaussian random variables have.

Therefore, our goal is to define ϵ(·) which will satisfy the
continuity property while giving us tractable training and
sampling. Note that t refers to the time of the observation
and ϵ(t) is the noise at t, in contrast to the previous section
where time-like variables n and s referred to the noise scale.

We could consider obtaining the noise from a standard
Wiener process ϵ(t) = Wt. A clear disadvantage of this
approach is that variance grows with time. Additionally,
the distribution of W0 is degenerate as we never add any
noise. This can be solved in an ad hoc manner by shifting
the whole time series similar to Deng et al. (2020).

Instead, in the following, we present two stationary
stochastic processes that add the same amount of noise
regardless of the time of the observation. Note that the
noise is correlated in the time dimension, hence the use of
the stochastic process. An additional nice property of these
processes is that they reduce to the diffusion from Section 2
in the trivial case of time series with only one element.

Let us shortly restrict the discussion to univariate time se-
ries X ∈ RM and producing noise ϵ(t) ∈ RM . We present
the general approach at the end of this section.

A) Gaussian process prior. Given a set of M time points
t, we propose sampling ϵ(t) from a Gaussian process
N (0,Σ) where each element of the covariance matrix is
specified with a kernel Σij = k(ti, tj), where ti, tj ∈ t.
This produces smooth noise functions ϵ(·) that can be eval-
uated at any t. To define a stationary process, we have to
use a stationary kernel; we will use a radial basis function
k(ti, tj) = exp(−γ(ti − tj)

2). Adjusting the parameter γ
(or σ = 1/γ) lets us vary the flatness of the noise curves.
Given a set of time points t, we can easily sample from this
process by first computing the covariance Σ(t) and then
sample from the multivariate normal distribution N (0,Σ).
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B) Ornstein-Uhlenbeck diffusion. An alternative noise
distribution is a stationary OU process that is specified as a
solution to the following SDE:

dϵt = −γϵtdt+ dWt, (8)

where Wt is the standard Wiener process and we use the
initial condition ϵ0 ∼ N (0, 1). We can obtain samples
from OU process easily by sampling from a time-changed
and scaled Wiener process: exp(−γt)Wexp(2γt). The co-
variance can be calculated as Σij = exp(−γ|ti − tj |). The
OU process is a special case of a Gaussian process with a
Matérn kernel (ν = 0.5) (Rasmussen & Williams, 2005,
p. 86). We discuss different sampling techniques for OU
process and their trade-offs in Appendix A.4.

In the end, both the GP and OU processes are defined
with a multivariate normal distribution over a finite collec-
tion of points, where the covariance is calculated using the
times of the observations. As opposed to the methods from
Section 2, we use correlated noise in the forward process.
Our approach allows us to produce continuous functions as
samples and will prove to be a natural way to do forecasting
and imputation.

Multivariate time series. In our work, we consider mul-
tivariate time series which means we observe an evolution
of a d-dimensional vector over time. In the forward dif-
fusion process, we treat the data as d individual univariate
time series and add the noise to them independently. This
is equivalent to using block-diagonal covariance matrix of
size (Md) × (Md) with Σ repeated on the diagonal. This
is in line with the previous works where, e.g., independent
noise is added to individual pixels in an image.

Note that this does not mean we do not model correlations
between dimensions. As we will see in the following sec-
tion, the reverse process takes a complete multivariate time
series and captures these correlations. This is again similar
to image synthesis—although forward process is indepen-
dent over pixels, the reverse process captures the whole im-
age. The difference in our approach is that we also enforce
the continuity across the time dimension, which means our
model is guaranteed to produce continuous samples.

3.2. Discrete stochastic process diffusion (DSPD)

We apply the discrete diffusion framework to the time se-
ries setting. Note, discrete refers to the number of diffusion
steps (Section 2.1), i.e., we still model continuous func-
tions. Reusing the notation from before, X0 denotes the
input data and Xn = (xn(t0), . . . ,xn(tM−1)) is the noisy
output after n diffusion steps. In contrast to the classical
DDPM (Ho et al., 2020) where one adds independent Gaus-
sian noise to data, we now add the noise from a stochastic
process. In particular, given the times of the observations,
we can compute the covariance Σ and sample noise ϵ(·)

from a GP or OU process as defined in Section 3.1. We
write the transition kernel and the posterior as:

q(Xn|X0) = N (
√
ᾱnX0, (1− ᾱn)Σ), (9)

q(Xn−1|Xn,X0) = N (µ̃n, β̃nΣ). (10)

We provide a full derivation in Appendix A.1. Even though
we are now able to sample functions instead of single
points, the distributions are still similar to the previous case
with the only change occurring in the covariance. This nice
result will be useful later to define the loss which is analo-
gous to Equation 4.

We define the generative model as the reverse process
p(Xn−1|Xn) = N (µθ(Xn, t, n), βnΣ), similar to Ho
et al. (2020), keeping the time-dependent covariance Σ.
The key difference is that the model now takes the full time
series consisting of noisy observations Xn with their times-
tamps t in order to predict the noise ϵ which has the same
size as Xn. The architecture, therefore, has to be a type of
a time series encoder-decoder.

Since each distribution that appears in the ELBO (Equa-
tion 3) is multivariate normal, the loss can be calculated in
closed-form. In Appendix A.2 we show the full derivation.
Further, we show how we can reparameterize the model
such that the covariance Σ disappears from the final loss.
In particular, if our model predicts the noise that was added
to the original data we can simplify the loss to only com-
pute the squared difference between the predicted and true
noise, similar to Equation 4:

L = Eϵ,n

[
∥ϵθ(

√
ᾱnX0 +

√
1− ᾱnϵ, t, n)− ϵ∥22

]
.
(11)

Finally, in order to sample, the initial noise has to come
from a stochastic process instead of an independent nor-
mal distribution. The same is the case for the noise that
is used in the intermediate steps of the Langevin dynam-
ics. We show the implementation of training (Algorithm 1)
and sampling (Algorithm 2) for Gaussian process diffu-
sion in Appendix A.5. The Ornstein-Uhlenbeck case is
analogous—we simply change the noise source.

3.3. Continuous stochastic process diffusion (CSPD)

Similarly to the previous section, we can extend the con-
tinuous diffusion framework to use the noise coming from
a Gaussian or OU process. Now, the noise scales β(s) are
continuous in the diffusion time s, see Section 2.2. Given
a factorized covariance matrix Σ = LLT , we modify the
variance preserving diffusion SDE (Song et al., 2021):

dXs = −1

2
β(s)Xsds+

√
β(s)LdWs, (12)

which gives us the following transition probability:

q(Xs|X0) = N (µ̃, Σ̃), (13)
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with:

µ̃ = X0e
− 1

2

∫ s
0
β(s)ds

Σ̃ = Σ
(
1− e−

∫ s
0
β(s)ds

)
.

(14)

This result is derived using Equation 5.51 from Särkkä &
Solin (2019), similar to an analogous result in Song et al.
(2021). We discuss this in more detail in Appendix A.3.
Since this probability is normal, the value of the score func-
tion can be computed in closed-form:

∇Xs log q(Xs|X0) = −Σ̃−1(Xs − µ̃), (15)

which we can use to optimize the same objective as in
Equation 6. Our neural network ϵθ(Xs, t, s) will take in
the full time series, together with the observation times
t and the diffusion time s, and predict the values of the
score function. As it turns out, we can again use the
reparameterization in which we predict the noise, whilst
the score is only calculated when sampling new realiza-
tions. That is, we represent the score as Lϵ̃/σ2, where
σ2 = 1 − exp(−

∫ s

0
β(s)ds) (Equation 15) and ϵ̃ is the

noise coming from an independent normal distribution.

3.4. Related work

Recently, Kerrigan et al. (2023) proposed a similar ap-
proach for modeling functions with diffusion by defining a
Gaussian measure on Hilbert spaces. This formalizes some
of our ideas using the results from measure theory. An-
other related work (Dutordoir et al., 2022) views diffusion
on functions as neural processes, similar to our formulation
in Section 4.2. A concurrent work (Phillips et al., 2022)
uses KL decomposition to approximate the data in spec-
tral space and then learns a standard diffusion model in this
space. On the other hand, our method is well suited for
irregular time series data, e.g., it naturally offers condition-
ing on observed data and performing imputation.

4. Applications
To train a generative model, it must learn to reverse the
forward diffusion process by predicting the noise that was
added to the clean data. The input to the model is the time
series (X0, t) along with the diffusion step n or diffusion
time s, and the output is of the same size as X0. If ad-
ditional inputs are available, we can also model the condi-
tional distribution; e.g., we often have covariates for each
time point of t. We can also condition the generation on the
past observations which essentially defines a probabilistic
forecaster (Section 4.1) or condition only on the observed
values which defines a neural process (Section 4.2) or an
imputation model (Section 4.3).

4.1. Forecasting multivariate time series

Forecasting is answering what is going to happen, given
what we have seen, and as such is the most prominent task
in time series analysis. Probabilistic forecasting adds the
layer of (aleatoric) uncertainty on top of that and returns
the confidence intervals which is often a requirement for
deploying models in real world settings. The neural fore-
casters are usually encoder-decoders, where the history of
observations (XH , tH) is represented with a single vec-
tor z and the decoder outputs the distribution of the future
values XF given z at time points tF . Previous works
relied on specifying the parameters of the output distribu-
tion, e.g., via a diagonal covariance (Salinas et al., 2020),
its low-rank approximation (Salinas et al., 2019a), normal-
izing flows (de Bézenac et al., 2020; Rasul et al., 2021b),
or GANs (Koochali et al., 2021).

Recently, Rasul et al. (2021a) introduced a diffusion-
based forecasting model to learn the conditional probabil-
ity p(XF |XH), where XH = (x(t0), . . . ,x(tM−1)) is a
history window of size M sampled randomly from the full
training data. They specify the distribution p(x(tM )|XH)
using a conditional DDPM model. The forward process
adds independent Gaussian noise to x(tM ) the same way
as in DDPM. However, the reverse denoising model is con-
ditioned on the history XH which is represented with a
fixed sized vector z. After training is completed, the pre-
dictions are made in the following way: (1) XH is encoded
with an RNN to obtain z; (2) the initial noisy value is sam-
pled xN (tM ) ∼ N (0, I); and (3) denoising is performed
using the sampling algorithm from Ho et al. (2020) but con-
ditioned on z to obtain x0(tM ). The final denoised value is
the forecast and sampling multiple values allows comput-
ing empirical confidence intervals of interest.

In Rasul et al. (2021a), the timestamps are always dis-
crete and the prediction is autoregressive, i.e., the values
are produced one by one. Our diffusion framework offers
these key improvements: (a) the predictions can be made
at any future time point, i.e., in continuous time, not dis-
crete steps; and (b) we can predict multiple values in paral-
lel which scales better on modern hardware.

In our case, the prediction XF will not be a single vector
but a sequence (x(tM ), . . . ,x(tM+K)) of size K, where
K can vary in size. This type of data is naturally handled
by our stochastic process diffusion as defined in Section 3.
Note that the predicted values are also not conditionally
independent but we model the interactions between them
in the denoising model ϵθ.

We design ϵθ in the following way. Previous observations
are represented with an RNN to obtain z and condition the
reverse process. We propose an architecture similar to the
TimeGrad model (Rasul et al., 2021a; Kong et al., 2021),
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Figure 2. Overview of the forecasting model. The inputs are the
noisy time series Xn, diffusion steps n, observation times t, and
the history vector z. The output is the predicted noise value ϵn.
We use two-dimensional convolutions where height and width
correspond to feature and time dimensions.

but not autoregressive as it outputs all the values simultane-
ously. Figure 2 shows an overview. The model inputs noisy
future values XF

n , diffusion step n, future timestamps t and
the encoded history z. In contrast to previous works, we
use 2D convolution where the extra dimension corresponds
to the time dimension.

After training a DSPD-GP (Section 3.2), we can forecast:

1. Encode the history XH with an RNN to get z,

2. Sample initial prediction XF
N from a GP prior,

3. Denoise using ϵθ(X
F
n , t, n,z) with Algorithm 2.

Instead of an RNN we can also use transformers (Vaswani
et al., 2017) but we wanted to keep the architecture similar
to Rasul et al. (2021a) and showcase the novel stochastic
process-based diffusion.

4.2. Diffusion process as a neural process

So far we have used stochastic processes as noise sources to
generate continuous functions. We can view such a model
as a stochastic process as well. Stochastic process is de-
fined as a collection of random variables {X(t)}t indexed
over some set T , in our case T ⊆ R. We usually care
about the finite sequences of points since this is what we
encounter in our data. In that case, the model that defines
some probability measure p is a stochastic process if it sat-
isfies consistency conditions, as defined in the Kolmogorov
extension theorem (Oksendal, 2013). Crucially, the model
has to be permutation equivariant, i.e., the order of the in-
coming points should not matter.

Based on this, neural processes (Garnelo et al., 2018) are
a class of latent variable models that define a stochastic
process with neural networks. Given a set of data points
(a dataset), the model outputs the probability distribution
over the functions that generated this dataset. That is, for
different datasets, the model will define different stochas-
tic processes. Due to this behavior, neural processes bear
a resemblance to the Gaussian processes but can also be
viewed as a meta learning model (Hospedales et al., 2021).

Let XA denote the observed data, in our case, a time series,
and let XB be the unobserved data at the time points tB .
Garnelo et al. (2018) construct the encoder-decoder model
that uses an amortized variational inference for training
(Kingma & Welling, 2014). The encoder takes in a set of
observed points (XA, tA) and outputs the distribution over
the latent variable q(z). The decoder takes in the sampled
latent vector z and the query time points tB and predicts
the values of the unobserved points XB . In order to pro-
duce permutation equivariant measure, it is crucial that the
encoder is permutation invariant, i.e., the input order does
not alter the result. Then the probability of XB is con-
ditionally independent given z (De Finetti, 1937). This is
easy to achieve using, e.g., deep sets (Zaheer et al., 2017).

Since our approach samples functions, we can condition
the generation on an input dataset (XA, tA) in order to
create our version of a neural process, based purely on the
diffusion framework. The encoder will be a deterministic
neural network that outputs the latent vector z, contrary to
Garnelo et al. (2018) which outputs the distribution. Simi-
lar to Section 4.1, the diffusion is conditioned on z and we
can output samples for any query tB . For example, if we
again take DSPD-GP model, we sample as follows:

1. Permutation invariant encode (XA, tA) to get z,

2. Sample initial points XB
N at tB from a GP prior,

3. Denoise using ϵθ(X
B
n , t

B , n,z) with Algorithm 2.

Therefore, we capture the distribution p(XB |XA) directly.

We achieve equivariance using a transformer-like model
ϵθ (Vaswani et al., 2017) that uses a learnable RBF ker-
nel for a similarity function. The architecture is described
in more detail in Appendix B.3. During training, we
adopt the approach of feeding in data such that we learn
p(XA ∪XB |XA) which helps our model output high cer-
tainty around tA, see Garnelo et al. (2018).

In the end, our model sees many observed-unobserved pairs
corresponding to different true underlying processes. The
model learns to represent the observed points XA such
that the denoising process corresponds to the correct dis-
tribution, given XA. After training is completed, we take
a time series XA and output samples at any set of query
time points tB . We can view such an approach as an inter-
polation or imputation model that fills-in the missing val-
ues across time. The main appeal is the ability to capture
different stochastic processes within a single model.

A similar idea by Dutordoir et al. (2022) proposes using
diffusion as an alternative to Gaussian processes, however,
it uses an independent noise, therefore, it does not guaran-
tee producing continuous functions.
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4.3. Probabilistic time series imputation

The previous section considered interpolating in time.
Now, we look into filling-in the missing values across the
observation dimensions, i.e., the imputation of the vectors.
Each element x(ti) of the time series X is assigned a mask
m of the same dimension that indicates whether the j-th
value x(j) of the vector x(ti) has been observed (m(j) = 1)
or if it is missing (m(j) = 0).

Given observed XA and missing points XB , Tashiro et al.
(2021) propose a model that learns a conditional distri-
bution p(XB |XA). The model is built upon a diffusion
framework and the reverse process is conditioned on XA,
similar to that in Section 4.2. We extend this by introducing
noise from a stochastic process, as presented above. The
learnable model remains the same but we introduce the cor-
related noise in the loss and sampling. We posit that con-
tinuous noise process, as an inductive bias for the irregular
time series, is a more natural choice.

5. Experiments
5.1. Probabilistic modeling

We start by investigating pure generative capabilities of our
model, i.e., unconditional generation of time series.1

Baselines. Previously, neural ODEs (Chen et al., 2018)
were introduced as a way to capture the irregularly sampled
time series since they can naturally handle the continuous
time. As such, they can be seen as a building block that
can also be used alongside our method to devise different
denoising networks. Rubanova et al. (2019) construct an
encoder-decoder architecture based on neural ODEs which
resembles the variational autoencoder (Kingma & Welling,
2014). The time series is, thus, modeled in a latent space
by sampling a random vector which is propagated with an
ODE. Neural SDEs (Li et al., 2020) extend this by adding
noise in every solver step but they either do not produce
noisy-enough samples (Li et al., 2020) or use an adversar-
ial objective which is difficult to train (Kidger et al., 2021).
Finally, continuous-time flow process (CTFP) (Deng et al.,
2020) uses normalizing flows (Kobyzev et al., 2020) to gen-
erate the time series by sampling the initial noise from the
stochastic process and transform it with an invertible func-
tion to obtain the sample from the target distribution. Al-
though this allows exact likelihood training, the method
cannot capture some processes (Deng et al., 2021) and is
often augmented to be trained as a VAE.

Data. We generate 6 synthetic datasets, each with 10000
samples, that involve stochastic processes, dynamical and
chaotic systems. CIR (Cox-Ingersoll-Ross) is the stochas-

1
https://github.com/morganstanley/MSML/tree/main/

papers/Stochastic_Process_Diffusion

Table 1. Accuracy of the discriminator trained to distinguish real
data and model samples (closer to 0.5 is better).

CTFP Latent ODE DSPD-GP (Our)

CIR 0.998±0.001 1.0±0.0 0.511±0.028
Lorenz 0.995±0.006 0.998±0.002 0.513±0.028
OU 0.783±0.076 0.512±0.033 0.505±0.045
Predator-prey 0.789±0.023 0.958±0.021 0.585±0.022
Sine 0.981±0.01 1.0±0.0 0.525±0.009
Sink 0.726±0.138 0.907±0.039 0.513±0.01

tic differential equation often used in finance, Lorenz is a
chaotic system in three dimensions, OU is generated using
a specific parameterization of Equation 8, Predator-prey
and Sink are two-dimensional dynamical systems, and Sine
is generated as a mixture of random sine waves. Full details
on generation are included in Appendix B.1.

Ablation. We test our DSPD and CSPD with independent
Gaussian noise and noise from a stochastic process (GP
and OU) on the above described datasets. We first check
whether using a model that captures interactions across
time (e.g., RNN or transformer) outperforms the model that
treats each data point in the time series independently. Ta-
ble 6 (Appendix B.1) shows we need to model the interac-
tion across time, as expected.

Now, we check if having a stochastic process noise is bet-
ter than the independent Gaussian noise, i.e., we compare
our method to Ho et al. (2020); Song et al. (2021). Ta-
ble 5 (Appendix B.1) shows that using a stochastic process
achieves lower negative log-likelihood. We report the re-
sults only for CSPD model as it allows likelihood evalua-
tion, whereas DSPD returns ELBO. The results for ELBO
are similar. The gap between stochastic and independent
noise is especially evident on datasets where we need to
generate complicated samples. The difference is less vis-
ible in noisy datasets, such as CIR, but our method shows
much better performance when generating smooth curves
such as Lorenz. Finally, Figure 3 demonstrates the quality
of the samples.

Results. Since likelihood cannot be evaluated for all mod-
els and is not the best indication of the final sampling qual-
ity, we report the discriminative score. That is, we quan-
titatively compare the generative power of our model with
the established baselines for irregular time series modeling,
namely, latent ODEs (Rubanova et al., 2019) and CTFP
(Deng et al., 2020) (details in Appendix B.1) by comparing
the quality of the samples. In short, after training a single
generative model we sample new data from it. The orig-
inal and generated data is then used to train a new model
that learns to discriminate between them. We then report
the performance of a discriminator on the held-out test set.
If the discriminator cannot be trained, i.e., its prediction
is not better than a random guess, we say the generative
model captures the true distribution.
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Figure 3. Real data (in blue) and samples from our model (in or-
ange) based on diffusion with Gaussian process noise.

Table 1 compares our model with the baselines and demon-
strates that we produce samples that are indistinguishable
to a powerful transformer-based discriminator. The same
does not hold for the competing methods.

Note that we also implemented the latent SDE model (Li
et al., 2020) and we observe that latent ODE outperforms
it, which is why we do not include it in the main results.

We notice differences in sampling times for different meth-
ods. In particular, CTFP is the fastest followed by our
method and neural ODEs, which have similar runtime.
Even though diffusion requires evaluating the denoising
network N times, ODE approaches oversample in the time
dimension. Another difference is that neural ODEs slow
down as they learn more complex dynamics since adaptive
solver takes more steps. Same can be true for continuous
version of diffusion models. The exact times depend on the
architecture and hyperparameters as well as other design
choices. For example, we present different ways to sam-
ple from OU process in Appendix A.4. Depending on the
choice we can trade-off having low memory impact (op-
tion 2) or ability to parallelize (option 3). We would like to
highlight that, for all datasets in this paper, using stochas-
tic process noise did not significantly impact performance
compared to independent noise.

Table 2. NRMSE (top rows) and energy score (bottom rows) on
real-world forecasting data, averaged over five runs.

TimeGrad Ours

Electricity 0.064±0.007 0.045±0.002
8425±613 7079±164

Exchange 0.013±0.003 0.012±0.001
0.057±0.002 0.031±0.002

Solar 0.799±0.096 0.757±0.026
150±17 166±12
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Figure 4. Forecast and uncertainty intervals on Electricity.

5.2. Forecasting

We test our model as defined in Section 4.1 and Figure 2
against TimeGrad (Rasul et al., 2021b) on three established
real-world datasets: Electricity, Exchange and Solar (Lai
et al., 2018). Due to the limitations of the CRPS-sum met-
ric (Koochali et al., 2022), we report the NRMSE and the
energy score (Gneiting & Raftery, 2007) averaged over five
runs, but we note that the rank of the model’s performance
does not change when using other metrics as well. For
completeness, we include other time series baselines such
as Gaussian process forecaster (Salinas et al., 2019b) in Ta-
ble 7 (Appendix B.2). Table 2 shows that our method out-
performs TimeGrad even though we predict over the com-
plete forecast horizon at once, and Figure 4 demonstrates
the prediction quality alongside the uncertainty estimate.

5.3. Neural process

We construct a dataset where each time series X comes
from a different stochastic process, by sampling from
Gaussian processes with varying kernel parameters and
time series lengths. This is a standard training setting in
neural process literature (Garnelo et al., 2018). In our
denoising network, we modify the attention-like layer to
make it stationary (see Appendix B.3) and train as de-
scribed in Section 4.2. Due to the use of tanh activations in
the final layers, combined with its stationary, our model ex-
trapolates well, i.e., when tanh saturates the mean and the
variance fall to zero-one. This is the same behaviour we
see in the GP with an RBF kernel, for example. The quan-
tile loss of the unobserved data under the true GP model is
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Figure 5. Sampled curves given a set of points.

Table 3. Imputation RMSE on Physionet with varying amounts of
missingness. See Appendix B.4 for more results.

Missing CSDI DSPD-GP (Our)

10% 0.520±0.055 0.498±0.036
50% 0.644±0.024 0.644±0.029
90% 0.818±0.02 0.815±0.019

0.845 while we achieve 0.737 which indicates we capture
the true process, which can also be seen in Figure 5. We
remark that the attentive neural process (Kim et al., 2019)
does not produce the correct uncertainty.

Finally, in Figure 6 we show how model behaves across
different kernels. The noise process is connected to the
final sample smoothness but not the marginal distribution
which are always correctly captured.

5.4. Imputation

We compare to the CSDI (Tashiro et al., 2021), introduced
in Section 4.3, on an imputation task. To this end, we use
exactly the same training setup, including the random seeds
and model architecture, but change the noise source to a
Gaussian process. Following Tashiro et al. (2021), we use
Physionet dataset (Silva et al., 2012) which is a collection
of medical time series collected at an hourly rate. It already
contains missing values but for testing purposes, we choose
varying degrees of missingness and report the results on
the test set. We update the loss and sampling accordingly,
as in Section 3. Table 3 shows that we outperform the
original CSDI model even though we only changed the
noise, and the dataset we used has regular time sampling.
In Appendix B.4 we provide more details, including the
Wilcoxon one-sided signed-rank test (Conover, 1999) that
shows our results have statistical significance.

6. Discussion
In this paper, we introduced a novel generative model for
continuous functions. It can also be viewed as a neural
stochastic process or a generative model for solutions to
stochastic differential equations. We also demonstrate how
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0

2
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0 1 0 1 0 1

Context
Target
µ± σ

µ± 2σ

Figure 6. Neural process with Gaussian process diffusion, fitted
on GP synthetic data. Columns correspond to different values
of the kernel parameter σ = 1/γ. The first row shows samples
from the GP prior. As we can see, the higher the value of σ the
smoother the process will be. This is also reflected in the samples
from the model. We show the same for OU process in Figure 7.

it can be used in conventional (both regular and irregularly-
sampled) time series tasks such as forecasting, interpola-
tion, and imputation. In the experiments we showed that
the improvements over the previous works come from us-
ing the stochastic process as the noise source; and using
the model that takes in the whole time series at once. The
results demonstrate the practical utility of our method and
validate our motivation.

Future work. We used bare bones diffusion without ex-
tensive tuning to demonstrate the modeling potential and
make a fair comparison to other methods. However, it
should be straightforward to improve upon our models by
implementing recent advances (e.g., Nichol & Dhariwal,
2021a; Ramos et al., 2022). In case we have a large number
of points, we can consider replacing the current sampling
strategies with more scalable variants, such as switching to
a sparse Gaussian processes (Quiñonero-Candela & Ras-
mussen, 2005). Finally, we can also apply the presented
methods to other areas outside the time series domain, such
as modeling point clouds or images, as we have demon-
strated that our method is competitive on regular grids.
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de Bézenac, E., Rangapuram, S. S., Benidis, K., Bohlke-
Schneider, M., Kurle, R., Stella, L., Hasson, H., Galli-
nari, P., and Januschowski, T. Normalizing kalman filters
for multivariate time series analysis. In Advances in Neu-
ral Information Processing Systems (NeurIPS), 2020. 5
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A. Derivations
A.1. Discrete diffusion posterior probability

We extend Ho et al. (2020) by using full covariance Σ(t) to define the noise distribution across time t. If Σ = LLT and
keeping the same definitions from Section 2.1 for βn, αn, and ᾱn, we can write:

Xn =
√

1− βnXn−1 +
√
βnLϵ, (16)

Xn =
√
ᾱnX0 +

√
1− ᾱnLϵ, (17)

with ϵ ∈ N (0, I). This corresponds to the following transition distributions:

q(Xn|Xn−1) = N (
√

1− βnXn−1, βnΣ), (18)

q(Xn|X0) = N (
√
ᾱnX0, (1− ᾱn)Σ). (19)

We are interested in q(Xn−1|Xn,X0) ∝ q(Xn|Xn−1)q(Xn−1|X0). Since both distributions on the right-hand side are
normal, the result will be normal as well. We can write the resulting distribution as N (µ̃, Σ̃), where:

µ̃ = R(Xn −Aµ1) + µ1

Σ̃ = Σ1 −RAΣT
1

R = Σ1A
T (AΣ1A

T +Σ2)
−1,

with A =
√
1− βnI , µ1 =

√
ᾱn−1X0, Σ1 = (1− ᾱn−1)Σ, and Σ2 = βnΣ. We can now write:

R = (1− ᾱn−1)Σ
√

1− βn

(√
1− βn(1− ᾱn−1)Σ

√
1− βn + βnΣ

)−1

=
(1− ᾱn−1)

√
αn

αn(1− ᾱn−1) + 1− αn
ΣΣ−1

=
1− ᾱn−1

1− ᾱn

√
αn,

and from there:

µ̃ =
1− ᾱn−1

1− ᾱn

√
αn

(
Xn −

√
1− βn

√
ᾱn−1X0

)
+
√
ᾱn−1X0

=
1− ᾱn−1

1− ᾱn

√
αnXn +

√
ᾱn−1

(
1− 1− ᾱn−1

1− ᾱn
αn

)
X0

=
1− ᾱn−1

1− ᾱn

√
αnXn +

√
ᾱn−1

1− ᾱn
βnX0,

(20)

and using the fact that Σ is a symmetric matrix:

Σ̃ = (1− ᾱn−1)Σ− 1− ᾱn−1

1− ᾱn

√
αn

√
1− βn(1− ᾱn−1)Σ

T

=

(
1− ᾱn−1 −

1− ᾱn−1

1− ᾱn
αn(1− ᾱn−1)

)
Σ

=
1− ᾱn−1

1− ᾱn
βnΣ.

(21)

Therefore, the only difference to the derivation in Ho et al. (2020) is the Σ(t) instead of the identity matrix I in the
covariance.

A.2. Discrete diffusion loss

We use the evidence lower bound from Equation 3. The distribution q(Xn−1|Xn,X0) is defined as N (µ̃, C1Σ), where
C1 is some constant (Equations 20 and 21). Similar to Ho et al. (2020), we start with the parameterization for the reverse
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process p(Xn−1|Xn) = N (µθ(Xn, t, n), βnΣ), where:

µθ(Xn, t, n) =
1

√
αn

(
Xn − βn√

1− ᾱn
ϵθ(Xn, t, n)

)
.

Then the KL-divergence is between two normal distributions so we can write the following, where C2 is a term that does
not depend on the parameters θ:

DKL[q(Xn−1|Xn,X0) ∥ p(Xn−1|Xn)] = DKL[N (µ̃, C1Σ) ∥ N (µθ(Xn, t, n), βnΣ)]

=
1

2
(µ̃− µθ)

TΣ−1(µ̃− µθ) + C2.

Ho et al. (2020) show that their loss can be simplified to Equation 4 given their particular parameterization. Recall that we
obtain noise by computing Lϵ̃, where ϵ̃ is unit normal and L is the lower triangular matrix from the Cholesky decomposi-
tion of the covariance Σ = LLT .

Therefore, we can factorize L from the bracket containing the difference of two means to get:

DKL[q(Xn−1|Xn,X0) ∥ p(Xn−1|Xn)] = (La)TΣ−1(La) = aTLTΣ−1La,

where we write a as a shorthand for the term depending on X0 and unit normal noise ϵ̃. The term LTΣ−1L evaluates
to identity and we are again left with the same loss as in Ho et al. (2020). That is, we can use the same trick to simplify
the loss to be the mean squared error between the true noise and the predicted noise, which leads to faster evaluation and
better results. Note that in the above notation, we have a set of observations X for times t that we feed into the model ϵθ
to predict a set of noise values ϵ(t), t ∈ t, whereas, previous works predicted the noise for each data point independently.

A.3. Continuous diffusion transition probability

Given an SDE in Equation 12 we want to compute the change in the variance Σ̃s, where s denotes the diffusion time. The
derivation is similar to that in Song et al. (2021). We start with the Equation 5.51 from Särkkä & Solin (2019):

dΣ̃s

ds
= E[f(Xs, s)(Xs − µ)T ] + E[(Xs − µ)f(Xs, s)

T ] + E[L(Xs, s)QL(Xs, s)
T ],

where f is the drift, L is the SDE diffusion term and Q is the diffusion matrix. From here, the only difference to Song et al.
(2021) is in the last term; they obtain β(s)I while we have a full covariance matrix from the stochastic process: β(s)Σ.
Therefore, we only need to slightly modify the result:

dΣs

ds
= β(s)(Σ− Σ̃s),

which will give us the covariance of the transition probability as in Equation 13. The derivation for the mean is unchanged
as our drift term is the same as in Song et al. (2021).

A.4. Sampling from an Ornstein-Uhlenbeck process

In the following, we discuss three different approaches to sampling noise ϵ(·) from an OU process defined by γ at time
points t0, . . . , tM−1.

1. Modified Wiener. As we already mentioned in Section 3.1, we can use a time-changed and scaled Wiener process:
e−γtWe2γt . Sampling from a Wiener process is straightforward: given a set of time increments ∆t0, . . . ,∆tM−1, we
sample M points independently from N (0,∆ti) and cumulatively sum all the samples. The time changed process
first needs to reparameterize the time values. The issue arises when applying the exponential for large t which leads
to numerical instability. This can be mitigated by re-scaling t.

2. Discretized SDE. A numerically stable approach involves solving the OU SDE in fixed steps. The point at t = 0,
ϵ(0) is sampled from unit Gaussian. After that, each point is obtained based on the previous, i.e., i-th point ϵ(ti) is
calculated as ϵ(ti) = cϵ(ti−1) +

√
1− c2z, where c = exp(−γ(ti − ti−1)) and z ∼ N (0, 1). This is an iterative

procedure but is quite fast and stable.
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3. Multivariate normal. Finally, we can treat the process as a multivariate normal distribution with mean zero and
covariance Σij(ti, tj) = exp(−γ|ti − tj |). Given a set of time points t it is easy to obtain the covariance matrix Σ
and its factorization LTL. To sample, we first draw ϵ̃ ∼ N (0, I) and then ϵ = Lϵ̃. Since our model performs best
if it predicts ϵ̃, we opted for this particular sampling approach. If t is not changing, L can be computed once and the
performance impact will be minimal. Also when sampling new realizations, L has to be computed only once, before
the sampling loop (see Algorithm 2).

A.5. Algorithms

In Algorithms 1 and 2 we provide the pseudocode for training the model and sampling new data, for DSPD-GP model.
Analogously for OU, we would replace the noise source using the third algorithm from Appendix A.4. For the score-based
model we compute the mean squared error between the predicted and true conditional score function and the sampling uses
either ODE or SDE solver, just like in Song et al. (2021).

Algorithm 1 Training (DSPD-GP diffusion)
1: while not converged do
2: X0, t ∼ pdata(X, t)
3: Σ = k(t, tT )
4: L = Cholesky(Σ)
5: ϵ̃ ∼ N (0, I)
6: n ∼ U({1, . . . , N})
7: Xn =

√
αnX0 +

√
1− αnLϵ̃

8: Take gradient step on
9: ∇θ||ϵ̃− ϵθ(Xn, t, n)||22

10: end while

Algorithm 2 Sampling (DSPD-GP diffusion)

1: input: t = (t0, . . . , tM−1)
2: Σ = k(t, tT ); L = Cholesky(Σ)
3: XN ∼ N (0,Σ)
4: for n = N, . . . , 1 do
5: z ∼ N (0,Σ)
6: Xn−1 = 1√

αn

(
Xn − 1−αn√

1−ᾱn
Lϵθ(Xn, t, n)

)
+ βnz

7: end for
8: return X0

B. Experimental details
B.1. Probabilistic modeling

B.1.1. DATASETS

The properties of the open datasets used in the forecasting experiment are detailed in Table 4. Additionally, we generate 6
synthetic datasets, each with 10000 samples, that involve stochastic processes, dynamical and chaotic systems.

1. CIR (Cox-Ingersoll-Ross SDE) is the stochastic differential equations defined by:

dx = a(b− x)dt+ σ
√
xdWt,

where we set a = 1, b = 1.2, σ = 0.2 and sample x0 ∼ N (0, 1) but only take the positive values, otherwise the
√
x

term is undefined. We solve for t ∈ {1, . . . , 64}.

2. Lorenz is a chaotic system in three dimensions. It is governed by the following equations:

ẋ = σ(y − x),

ẏ = ρx− y − xz,

ż = xy − βz,

where ρ = 28, σ = 10, β = 2.667, and t is sampled 100 times, uniformly on [0, 2], and x, y, z ∼ N (0, 100I).

3. Ornstein-Uhlenbeck is defined as:

dx = (µt− θx)dt+ σdWt,

with µ = 0.02, θ = 0.1 and σ = 0.4. We sample time the same way as for CIR.
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Table 4. Multivariate dimension, domain, frequency, total training time steps, and prediction length properties of the training datasets
used in the forecasting experiments.

Dataset Dim. d Dom. Freq. Time steps Pred. steps

Exchange 8 R+ day 6, 071 30
Solar 137 R+ hour 7, 009 24
Electricity 370 R+ hour 5, 833 24

4. Predator-prey is a 2D dynamical system defined with an ODE:

ẋ = 2/3x− 2/3xy,

ẏ = xy − y.

5. Sine dataset is generated as a mixture of 5 random sine waves a sin(bx+ c), where a ∼ N (3, 1), b ∼ N (0, 0.25), and
c ∼ N (0, 1).

6. Sink is again a dynamical system, governed by:

dx

dt
=

[
−4 10
−3 2

]
x,

with x0 ∼ N (0, I).

B.1.2. CTFP

We implement continuous-time flow process (Deng et al., 2020) which is a normalizing flow model for stochastic processes.
That is, there is a predefined base distribution p(z) and a series of invertible transformations f such that we can generate
samples x = f(z), and evaluate the density in closed-form by computing z = f−1(x) and using the change of variables
formula. For more details on normalizing flows, see Kobyzev et al. (2020). The novel idea in CTFP is to change the base
density to a stochastic process, i.e., a Wiener process, to obtain the distribution over the functions, similar to our work.
In our case, we do not use invertible functions but learn to inverse the noising process, and additionally, we add noise
at multiple levels instead only in the beginning. In the experiments, we define a CTFP model as a 12-layer real NVP
architecture (Dinh et al., 2017) with 2 hidden layers in each layer’s MLP.

B.1.3. LATENT ODE

Latent ODE is a variational autoencoder architecture, with an encoder that represents the complete time series as a single
vector following q(z), and a decoder that produces the samples at observation times ti, z(ti) = f(z), z ∼ q(z). The final
step is projection to a data space q(ti) 7→ x(ti). The key idea is to use the neural ordinary differential equation (Chen et al.,
2018) to define the evolution of the latent variable z(·), thus, have a probabilistic model of the function. This is different
from our approach as it models the function in a latent space, with a single source of randomness at the beginning of the
time series. That is, the random value is sampled at t = 0 and the time series is determined from there onward, whereas
our method samples random values on the whole interval [0, T ] and does so multiple times (for N diffusion steps) until we
get the new realization. In the experiments, we use a two layer neural network for the neural ODE, and another two layer
network for projection to the data space.

B.1.4. OUR MODELS

We use two models, one is a simple feedforward network, and the second is an RNN-based model. We also use a simple
transformer-based model (Vaswani et al., 2017) that achieves similar results to an RNN. The model takes in the time series
X , times of the observations t and the diffusion step n or diffusion time s. The output is the same size as X . The
feedforward model embeds the time and the diffusion step with a positional encoding (Vaswani et al., 2017) and passes it
together with X through the multilayer neural network. Here, there is no interaction between the points along the time
dimension. The model, however, has the capacity to learn transformation based on time of observation. The second model
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Table 5. Negative log-likelihood on synthetic data (lower is better) shows OU/GP is mostly better than independent noise.
CIR Lorenz OU Predator-prey Sine Sink

Song et al. (2021) -0.4769±0.0249 1.5162±0.3861 0.5105±0.0088 -3.4643±0.1039 -1.3338±0.0863 -5.6637±0.1839
CSPD-GP -0.4766±0.0224 -3.4893±8.2181 0.5202±0.0255 -9.4478±0.2466 -3.4878±1.3467 -11.4179±0.3627
CSPD-OU -0.4688±0.0178 -6.6707±0.175 0.5239±0.0639 -7.0098±1.4929 -3.5324±0.6466 -9.5349±1.3183

Table 6. Accuracy of the discriminator trained on samples from a diffusion model. Values around 0.5 indicate the discriminative model
cannot distinguish the model samples and real data. Values closer to 1 indicate the generative model is not capturing the data distribution.

CIR Lorenz OU Predator-prey Sine Sink
RNN-based model

D
SP

D Gauss 0.5245±0.0252 0.512±0.0212 0.568±0.051 0.5275±0.0383 0.5565±0.0353 0.526±0.0085
GP 0.5115±0.0282 0.5135±0.0288 0.5055±0.0458 0.5855±0.0219 0.5255±0.009 0.513±0.0103
OU 0.514±0.0737 0.6095±0.0964 0.5605±0.0581 0.5865±0.053 0.507±0.11 0.6255±0.1672

C
SP

D Gauss 0.644±0.0373 0.5015±0.0243 0.6105±0.0153 0.548±0.0751 0.611±0.0516 0.5495±0.0313
GP 0.5795±0.0541 0.674±0.0739 0.5025±0.0622 0.607±0.0538 0.5575±0.0376 0.5345±0.0201
OU 0.4535±0.165 0.715±0.0884 0.5255±0.011 0.5835±0.0723 0.556±0.118 0.5795±0.0173

Feedforward model

D
SP

D Gauss 0.624±0.0438 0.713±0.1798 0.5275±0.0371 1.0±0.0 0.7875±0.0585 0.9695±0.0302
GP 0.558±0.0611 0.894±0.212 0.5535±0.1152 0.7565±0.1362 0.735±0.2146 0.784±0.2281
OU 1.0±0.0 1.0±0.0 1.0±0.0 1.0±0.0 1.0±0.0 1.0±0.0

C
SP

D Gauss 0.537±0.0458 0.959±0.0808 0.5155±0.0165 0.9995±0.001 0.6335±0.0765 0.9095±0.1306
GP 0.645±0.1034 1.0±0.0 0.507±0.0264 0.894±0.212 0.894±0.212 0.88±0.088
OU 0.984±0.032 1.0±0.0 0.9905±0.019 1.0±0.0 1.0±0.0 1.0±0.0

is RNN based, that is, we pass the same concatenated input as before to a 2-layer bidirectional GRU (Chung et al., 2014)
and use a single linear layer to project to the output dimension. Table 6 shows that it is important to have interactions in the
time dimension, regardless of the noise source, because otherwise we only learn the marginal distribution and the quality
of the samples suffers.

B.2. Multivariate probabilistic forecasting

Table 7. CRPS-sum results on forecasting task. Values for non-diffusion baselines are taken from Salinas et al. (2019b).
Electricity Exchange Solar

LSTM 0.025±0.001 0.008±0.001 0.391±0.017
LSTM-Copula 0.064±0.008 0.007±0.000 0.319±0.011
GP 0.947±0.016 0.011±0.001 0.828±0.010
GP-Copula 0.024±0.002 0.007±0.000 0.337±0.024

TimeGrad 0.036±0.002 0.009±0.001 0.389±0.041
Our 0.027±0.001 0.007±0.001 0.371±0.034

B.3. Neural process

B.3.1. DATASET

We sample points from a Gaussian process to obtain a single time series. In the end, we have 8000 time series and 2000
test time series. We sample the number of time points from a Poisson distribution with λ = 10 but restrict the values to
always be above 5 and below 50. The time points are sampled uniformly on [0, 1]. The observations are sampled from a
multivariate normal distribution with mean zero and covariance obtained from an RBF kernel. The σ value in the kernel is
uniformly sampled in [0.01, 0.05] for each time series independently. Half of the sampled points are treated as unobserved
while the rest are used as a context in the model.
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B.3.2. MODEL

The denoising model takes in XA (observed points) as a conditioning variable and XB
n (target points) as the noisy input.

We first run a learnable RBF kernel k(tA, tB) to obtain a similarity matrix K between the observed and unobserved time
points. We project XA with a neural network by transforming each point independently to obtain Z, and then obtain the
latent variable of the same time dimension size as XB by multiplying K and Z. We then use Z as a conditioning vector
and add it to projected XB , transform with a multilayer network, and obtain the output.

B.3.3. ADDITIONAL RESULTS

We test the hypothesis that using a stochastic process with similar properties to the data will lead to better performance.
The difference to the neural process setup in Section 5 is that we fix the synthetic GP to always have σ = 0.05. As can be
seen from Figures 6 and 7, the marginal distribution will be equal regardless of which process and which kernel parameter
we use. On the other hand, when we look at path probability p(X), we notice better results when the noise process
matches data properties (as was also shown in Table 5 and 6). That means, while our model can reverse the process well,
the qualitative properties of the sampled curves will be different. In particular, the curves will be rougher with increasing
γ in OU and smoother with increasing σ in GP.

B.4. CSDI imputation

The imputation experiment presented in Sections 4.3 and 5 uses the original CSDI model (Tashiro et al., 2021) and only
changes the noise to include the stochastic process source. In this case, the time points at which we evaluate the stochastic
process are regular which does not reflect the true nature of the Physionet dataset. Here, we change the setup such that the
measurements keep the actual time that has passed instead of rounding to the nearest hour. This is still in favour of the
original paper as it only takes one measurement per hour and discards others if they are present. The model from Tashiro
et al. (2021) remains the same and we replace the independent normal noise with the GP noise with σ ∈ {0.005, 0.01, 0.02}.

We run each experimental setup 10 times with different data maskings (see Tashiro et al. (2021) for more details) and report
the results in Table 8. We perform the Wilcoxon one-sided signed-rank test (Conover, 1999) and reject the null hypothesis
that the expected RMSE values are the same when p < 0.05. As we can see, higher values of σ produce better results
which makes sense since σ = 0.005 is, informally, closer to independent Gaussian sampling than σ = 0.02, which has
stronger temporal dependency between the samples. We suspect 10%-missing case does not produce significant results due
to noise. Using higher σ does not further improve the results.

Table 8. Imputation results averaged over 10 runs and p-value of Wilcoxon one-sided test.
Missingness: 10% 50% 90%
Metrics: RMSE p-value RMSE p-value RMSE p-value

CSDI (baseline) 0.603±0.274 – 0.658±0.060 – 0.839±0.043 –

0.005 0.541±0.085 0.125 0.647±0.049 0.116 0.824±0.032 0.188
σ = 0.01 0.575±0.195 0.125 0.640±0.050 0.001 0.823±0.028 0.032

0.02 0.515±0.039 0.326 0.636±0.050 0.001 0.811±0.032 0.001
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Figure 7. Same setting as Figure 6 but for the Ornstein-Uhlenbeck process. Here, increasing the kernel parameter γ now decreases the
smoothness. All of the models perfectly capture the marginal distribution.
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