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Abstract

Soccer is a globally popular sport with a vast
audience, in this paper, we consider to construct
an automatic soccer game commentary model
to improve the audiences’ viewing experience.
In general, we make the following contribu-
tions: First, observing the prevalent video-text
misalignment in existing datasets, we manu-
ally annotate timestamps for 49 matches, es-
tablishing a more robust benchmark for soc-
cer game commentary generation, termed as
SN-Caption-test-align; Second, we propose
a multimodal temporal alignment pipeline to
automatically correct and filter the existing
dataset at scale, creating a higher-quality soc-
cer game commentary dataset for training, de-
noted as MatchTime; Third, based on our cu-
rated dataset, we train an automatic commen-
tary generation model, named MatchVoice. Ex-
tensive experiments and ablation studies have
demonstrated the effectiveness of our align-
ment pipeline, and training model on the cu-
rated datasets achieves state-of-the-art perfor-
mance for commentary generation, showcasing
that better alignment can lead to significant per-
formance improvements in downstream tasks.

1 Introduction

Soccer, as one of the most popular sports globally,
has captivated over 3.5 billion viewers with its dy-
namic gameplay and intense moments. Commen-
tary plays a crucial role in improving the viewing
experience, providing context, analysis, and emo-
tional excitement to the audience. However, creat-
ing engaging and insightful commentary requires
significant expertise and can be resource-intensive.
In recent years, advancements in artificial intelli-
gence, particularly in foundational visual-language
models, have opened new possibilities for automat-
ing various aspects of content creation. This paper
explores the development of an high-quality, auto-
matic soccer commentary system.

In the literature on video understanding, there
has been relatively little attention on sports videos
compared to the general domain. Pioneering work
such as SoccerNet (Giancola et al., 2018a) in-
troduced the first soccer game dataset, contain-
ing videos of 500 soccer matches. Subsequently,
SoccerNet-Caption (Mkhallati et al., 2023) com-
piled textual commentary data for 471 of these
matches from the Internet, establishing the first
dataset and benchmark for soccer game commen-
tary. However, upon careful examination, we ob-
serve that the quality of existing data is often un-
satisfactory. For instance, as illustrated in Figure 1
(left), as the textual commentary are often manu-
ally annotated, there can be a delay with respect
the visual content, leading prevalent misalignment
between textual commentaries and video clips in
the SoccerNet-Caption dataset.

In this paper, we start by probing the effect
of misalignment on the soccer game commentary
systems. Specifically, we manually correct the
timestamps of commentaries for 49 matches in the
SoccerNet-Caption test set to obtain a new bench-
mark, termed as SN-Caption-test-align. With man-
ual check, we observe that these misalignments
can result in temporal offsets for up to 152 seconds,
with an average absolute offset of 16.63 seconds.
As depicted in Figure 1 (right), after manual data
correction, pre-trained SN-Caption model (Mkhal-
lati et al., 2023) has exhibited significant perfor-
mance improvements, underscoring the effect of
temporal alignment.

To address the aforementioned misalignment is-
sue between textual commentaries and visual con-
tent, we propose a two-stage alignment pipeline
to automatically correct and filter existing com-
mentary data. Specifically, we first adopt Whis-
perX (Bain et al., 2023) to extract narration texts
with corresponding timestamps from the back-
ground audio, which are then summarised into
event descriptions by LLaMA-3 (Al@Meta, 2024)
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Figure 1: Overview. (a) Left: Existing soccer game commentary datasets contain significant misalignment between
visual content and text commentaries. We aim to align them to curate a better soccer game commentary benchmark.
(b) Right: By directly using manually aligned video frames as input, existing models can achieve better commentary
quality in a zero-shot manner. (The temporal window size is set to 10 seconds here.)

at fixed intervals. Subsequently, we utilize LLaMA-
3 to select the most appropriate time intervals based
on the similarity between these timestamped event
descriptions and textual commentaries. Consid-
ering that the aforementioned strategy can only
achieve a rough alignment, we further align the
video and commentary by training a multi-modal
temporal alignment model on a small set of manu-
ally annotated videos.

Our alignment pipeline enables to significantly
mitigate the temporal offsets between the visual
content and textual commentaries, resulting in a
higher-quality soccer game commentary dataset,
named MatchTime. Building on this curated
dataset, we further develop a sophisticated video-
language model by connecting visual encoders with
language model, MatchVoice, that enables to gener-
ate accurate commentaries for soccer match videos.
Experimentally, we have thoroughly investigated
the different visual encoders, demonstrating state-
of-the-art (SOTA) performance in both precision
and contextual relevance.

To summarize, we make the following contri-
butions in this paper: (i) we show the effect of
misalignment in automatic commentary generation
evaluation by manually correcting the alignment er-
rors in 49 soccer matches, which can later be used
as a new benchmark for the community, termed
as SN-Caption-test-align, as will be detailed in
Sec. 2; (ii) we further propose a multimodal tem-
poral video-text alignment pipeline that automat-
ically corrects and filters existing soccer game
commentary datasets, resulting in a high-quality
training dataset for commentary generation, named
MatchTime, as will be detailed in Sec. 3; (iii) we
present a soccer game commentary model named
MatchVoice, establishing a new state-of-the-art per-
formance for automatic soccer game commentary
generation, as will be detailed in Sec. 4.
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Figure 2: Distribution of temporal offsets in our man-
ually corrected SN-Caption-test-align. Through manual
annotation, we find that the temporal discrepancy be-
tween the textual commentary and the visual content in
the existing benchmark can even exceed 100 seconds.

2 Benchmark Curation

To probe the effect of misalignment on the perfor-
mance of soccer game commentary models, we
have manually annotated the timestamps of textual
commentaries for 49 matches in the SoccerNet-
Caption test set, resulting in a new benchmark,
denoted as SN-Caption-test-align.

Mannual Annotations. We recruit 20 football fans
to manually align the timestamps of target textual
commentaries for 49 matches from the test set of
SoccerNet-Caption (Mkhallati et al., 2023), follow-
ing several rules: (i) Volunteers should watch the
entire video, and adjust the original noisy times-
tamps of textual commentaries to accurately match
the moments when events occur; (ii) To ensure the
continuity of actions such as shots, passes, and
fouls, the manually annotated timestamps are ad-
justed 1 second earlier to capture the full context;
(ii1) For scenes with replays, the timestamp of the
event’s first occurrence is marked as the correspond-
ing commentary timestamp to maintain visual in-
tegrity and consistency. Here, our annotated dataset
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Figure 3: Temporal Alignment Pipeline. (a) Pre-processing with ASR and LL.Ms: We use WhisperX to extract
narration texts and corresponding timestamps from the audio, and leverage LLaMA-3 to summarize these into a
series of timestamped events, for data pre-processing. (b) Fine-grained Temporal Alignment: We additionally train
a multi-modal temporal alignment model on manually aligned data, which further aligns textual commentaries to

their best-matching video frames at a fine-grained level.

serves two primary purposes: (i) as a more accurate
benchmark for evaluating soccer game commentary
generation; and (ii) as supervised data for training
and evaluating temporal alignment models.

Data Statistics. After manually annotating the test
set videos, we obtain a total of 3,267 video-text
pairs. We measure the temporal offset between the
original noisy timestamps of the textual commen-
tary and the manually annotated ground truth. As
depicted in Figure 2, the distribution of temporal
offsets ranges from -108 to 152 seconds, with an
average offset of 13.85 seconds and a mean abso-
lute offset of 16.63 seconds. Only 26.29%, 60.21%,
74.96%, and 85.03% of the data fall within 10s, 30s,
45s, and 60s windows around the anchor frames, re-
spectively. This highlights the severe misalignment
in existing datasets, which will potentially confuse
the training of downstream tasks.

3 Aligning Commentary and Videos

In this section, we develop an automatic pipeline
for aligning the timestamps of given textual com-
mentaries to the corresponding video content in
existing soccer game commentary datasets. In
Sec. 3.1, we start with the problem formulation for
temporal alignment, and subsequently, in Sec. 3.2,
we elaborate on the details of our proposed multi-
modal temporal alignment pipeline.

3.1 Problem Formulation

Given a soccer match video from the SoccerNet-
Caption dataset, i.e., X = {V,C}, where V =
{(I1,t1),...,(I,,t,)} denotes keyframes of the
video and their corresponding timestamps, and C =
{(C1,t1),...,(Ck, tx)} represents the k textual
commentaries and their provided timestamps in the
video, with n > k. Here, our goal is to improve the
soccer game commentary dataset by better aligning
textual commentaries with keyframes. Concretely,
we adopt a contrastive alignment pipeline to update
their timestamps: y = ®(X,t,1;01), where ©
denotes the trainable parameters of the alignment
model @, and y represents the modified timestamps
for all textual commentaries.

3.2 Method

As depicted in Figure 3, we propose a two-stage
temporal alignment pipeline: (i) pre-processing
with an off-the-shelf automatic speech recognition
model (ASR) and large-language model (LLMs),
(i1) train an alignment model with contrastive learn-
ing. We will elaborate on their details as follows.

Pre-processing with ASR and LLMs. In this
part, we propose to roughly align the textual com-
mentary with video content by leveraging human
narrations in the audio, which often describes key
events as they occur. Specifically, we first utilize



WhisperX (Bain et al., 2023) for automatic speech
recognition (ASR) to obtain the converted narration
text with corresponding timestamp intervals from
the audio. Given that live soccer commentary tends
to be fragmented and colloquial, we use LLaMA-
3 (Al@Meta, 2024) to summarize the ASR results
into event descriptions every 10 seconds. Subse-
quently, we feed these event descriptions and tex-
tual commentaries into LLaMA-3 to predict new
timestamps for the textual commentaries based on
sentence similarities. This pre-processing step al-
lows for a coarse-grained alignment of the com-
mentary to video keyframes.

Fine-grained Temporal Alignment. Here, we
further propose to train a multi-modal temporal
alignment model with contrastive learning. Specifi-
cally, we adopt the pre-trained CLIP (Radford et al.,
2021) visual-language model to encode textual
commentaries and keyframes, followed by train-
able MLPs f and g, into embeddings:

C,V = f(®cLp-t(C)), 9(PcLip-v(V))

where C' € R¥*4 V' ¢ R"*4 denotes the resulting
textual and visual embeddings, respectively.
Given the textual and visual embeddings, we
can compute the affinity matrix between the textual
commentaries and video keyframes, denoted as:

. Ci-V;

Ali,j]= =21 AR
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With the manual annotated SN-Caption-test-align
as introduced in Sec. 2, we can construct the
ground truth label matrix with the same form, i.e.,
Y € {0, 1}**", Y[i, j] = 1 if the i-th commentary
corresponds to the j-th keyframe, otherwise 0.

We train the joint visual-textual embeddings for
alignment with contrastive learning (Oord et al.,
2018), with the goal of maximising similarity
scores between the commentary and its correspond-
ing visual keyframe:

~

>_; exp(Ali, j])

Training and Inference. For training the align-
ment model, we use 45 manually annotated
matches with 2,975 video-text pairs from our cu-
rated SN-Caption-test-align. At inference time, we
sample frames at 1FPS from 45 seconds before to
30 seconds after the current textual commentary
timestamp as visual candidates for alignment. To

e Y[, j] exp(Ali, j
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validate the effectiveness of our alignment model,
we evaluate it on 292 samples of 4 unseen anno-
tated matches, results can be found in Sec. 5.1.

Then we can perform fine-grained temporal
alignment for each textual commentary C; by up-
dating its timestamp to £; with fj of the visual frame
I;, which exhibits the highest cross-modal similar-
ity score among all the candidates:

t; :==1;, wherej = arg max(Al[i, :])

Using the alignment pipeline described above, we
have aligned all the pre-processed training data
from SoccerNet-Caption. As for the matches lack-
ing audio, which cannot undergo pre-processing,
we directly apply our fine-grained temporal align-
ment model. As a result, we have aligned 422
videos (373 as the training set and 49 as the vali-
dation set), amounting to 29,476 video-text pairs
(26,058 for training and 3,418 for validation) in to-
tal. This contributes a high-quality dataset, termed
as MatchTime, for training an automatic soccer
game commentary system.

4 Automatic Soccer Game Commentary

Based on the curated dataset, here, we propose to
train a commentary model, named MatchVoice, ca-
pable of accurately generating textual commentary
based on input video segments. Specifically, we
start by describing the problem scenario, and fol-
lowed by elaborating on our proposed architecture.

Problem Formulation. Given a soccer game
video splited into multiple clips, ie., V =
{V1,Va,..., Vr}, our goal is to develop an au-
tomatic soccer game commentary model that gen-
erates corresponding textual commentary for each
video segment, i.e., C; = ¥ (V;;02), where O
refers to the trainable parameters.
Architecture. As depicted in Figure 4, our pro-
posed MatchVoice model comprises three compo-
nents. In the following, we focus on processing one
segment, and ignore the subscripts for simplicity.

First, we adopt the frozen, pre-trained visual
encoder to compute the framewise features within
the video clip, ie., {vi,v2,..., 00} = Wene(V).
Note that, all visual encoders are framewise, except
InternVideo, which takes 8 frames per second and
aggregates them into 1 frame by itself.

Second, we use a Perceiver-like architecture (Jae-
gle et al., 2021) aggregator W,,, for aggregat-
ing temporal information among visual features.
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Figure 4: MatchVoice Architecture Overview. Our proposed MatchVoice model leverages a pretrained visual
encoder to encode video frames into visual features. A learnable temporal aggregator aggregates the temporal
information among these features. The temporally aggregated features are then projected into prefix tokens of LLM
via a trainable MLP projection layer, to generate the corresponding textual commentary.

Pre-processing X v X v

Contrastive-Align X X v v
Avg(A) (s) 1021 -0.96 6.35 0.03
Avg(|A]) (s) 13.89 13.75 1215 6.89
Windowio (%) 3532 3486 77.06 80.73
Windowsg (%) 65.60 69.72 8349 91.28
Windowys (%) 7798 80.28 86.70 9541
Windoweo (%) 88.07 8532 90.37 98.17

Table 1: Data Alignment Statistics. We report the
temporal offset statistics on 4 manually annotated test
videos (comprising a total of 292 samples). A and
Window, represent the temporal offset and the percent-
age of commentaries that fall within a window of ¢
seconds around the anchor frames, respectively.

Specifically, we adopt 2 transformer decoder lay-
ers, with a fixed-length learnable query, and visual
features as keys and values, to obtain temporally-
aware features, i.e., F = W0 (v1,v2,...,0p).

Lastly, an MLP projection layer Wy, is used
to project each of the output queries into desired
feature dimensions, as prefix tokens, which are fed
into a decoder-only large language model (LL.Ms)
W dec , to generate the desired textual commentary,
i.e., C= \deec(\l’proj(F))-

With the ground truth commentary C of soccer
game video clips, the commentary model is trained
using Negative Log-Likelihood (NLL) loss as:

£commentary = _IOg bo, (C|V)

By minimizing such NLL loss, we can train the
commentary model by prompt-tuning, with the im-
age encoder and LLLM decoder frozen.

S Experiments

In this section, we separately describe the experi-
ment results for the considered tasks, namely, soc-
cer commentary alignment (Sec. 5.1), and auto-
matic soccer commentary generation (Sec. 5.2).

5.1 Video-Commentary Temporal Alignment

Implementation Details. We utilize pretrained
CLIP ViT-B/32 model to extract visual and textual
features for our alignment pipeline, which are then
passed through two MLP layers, mapped from 512
to 128 dimensions for contrastive learning. We
use the AdamW (Loshchilov and Hutter, 2017)
optimizer and the learning rate is set to 5 x 1074
to train the alignment model for 50 epochs.

Evaluation Metrics. To evaluate temporal video-
text alignment quality, we report several metrics
on 4 unseen videos (with 292 samples) in our cu-
rated SN-Caption-test-align benchmark, including
the average temporal offset (Avg(A)), the average
absolute temporal offset (Avg(|Al)), and the per-
centage of textual commentaries falling within 10s,
30s, 45s, and 60s windows around anchor frames.

Quantitative Results. As depicted in Table 1, our
proposed automatic temporal alignment pipeline ef-
fectively aligns visual content and textual commen-
tary in a coarse-to-fine manner. Notably, it reduces
the average absolute offset by 7.0s (from 13.89s to
6.89s) and significantly increases the percentage of
textual commentary falling near the anchor frames.
Specifically, the proportion of commentary within
a very precise 10s window improves by 45.41%
(from 35.32% to 80.73%), and almost all (98.17 %)



Method

| Visual Features

| BLEU-1 | BLEU-4 | METEOR | ROUGEL |

CIDEr | GPT-score

Trained on original SoccerNet-Caption

C3D 22.13 4.25 23.14 23.25 11.97 5.80

SN-Caption ResNet 26.46 5.33 23.58 23.58 13.71 6.28
Baidu 29.61 6.83 25.38 25.28 20.61 6.72

C3D 28.85 5.62 23.29 26.69 19.06 6.90

MatchVoice ResNet 28.75 5.87 23.78 26.69 20.65 6.75
(Ours) InternVideo 28.50 6.24 24.30 30.75 23.34 6.80
CLIP 28.65 6.62 24.20 27.33 24.35 6.78

Baidu 30.32 8.45 25.25 29.40 33.84 7.07

Trained on our aligned MatchTime

C3D 26.81 5.24 23.57 23.12 13.78 6.27

SN-Caption ResNet 27.63 5.75 24.05 23.42 15.65 6.33
Baidu 29.74 7.31 26.40 26.19 23.74 6.84

C3D 28.67 6.55 24.46 27.38 26.53 6.89

MatchVoice ResNet 29.21 6.60 24.11 24.32 28.56 6.84
(Ours) InternVideo 29.18 6.89 25.04 28.18 30.22 6.99
CLIP 29.56 6.90 24.62 31.25 28.66 6.82

Baidu 31.42 8.92 26.12 29.66 38.42 7.08

Table 2: Quantitative comparison on Commentary Generation. All variants of baseline methods and our
MatchVoice are retrained on both the original unaligned SoccerNet-Caption and our temporally aligned MatchTime
training sets, and then evaluated on our manually curated SN-Caption-test-align benchmark. In each unit, we denote
the best performance in RED and the second-best performance in BLUE.

of the textual commentaries fall within a 60s win-
dow around anchor frames, which strongly demon-
strate the effectiveness of our alignment pipeline.

5.2 Soccer Commentary Generation

Implementation Details. Our automatic commen-
tary model can utilize various visual features such
as C3D (Tran et al., 2015), ResNet (He et al., 2016),
Baidu (Zhou et al., 2021), CLIP (Radford et al.,
2021), and InternVideo (Wang et al., 2022). All vi-
sual features are extracted from the video at 2FPS,
except for InternVideo and Baidu, which are ex-
tracted at 1FPS. The query length of the tempo-
ral aggregator is fixed at 32, and the MLP pro-
jection layer projects the aggregated features to
a 768-dimensional prefix token that is then fed
into LLaMA-3 (Al@Meta, 2024) for decoding to
textual commentaries. The learning rate is set to
1 x 10~ to train the commentary model for 100
epochs. All experiments are conducted with one
single Nvidia RTX A100 GPU. For baselines, we
retrain several variants of SN-Caption (Mkhallati
et al., 2023) using its official implementation.

Evaluation Metrics. To evaluate the quality of gen-
erated textual commentaries, we adopt several clas-
sic metrics on our manually curated SN-Caption-
test-align benchmark, including BLEU (B) (Pa-
pineni et al., 2002), METEOR (M) (Banerjee
and Lavie, 2005), ROUGE-L (R-L) (Lin, 2004),

CIDEr (C) (Vedantam et al., 2015). We also report
a GPT-score ranging from 1 to 10 based on seman-
tic information, expression accuracy, and profes-
sionalism, given by GPT-3.5 with the ground truth
and generated textual commentary as inputs.

Quantitative Results. As depicted in Table 2, we
can draw the following three observations: (i) Our
proposed MatchVoice significantly outperforms ex-
isting methods in generating professional soccer
game commentary, establishing new state-of-the-
art performance; (ii) Both the baseline methods and
our MatchVoice benefit from temporally aligned
data, demonstrating the superiority and necessity
of temporal alignment; (iii) Commentary models
based on Baidu visual encoder perform better than
others, indicating that pretraining on soccer data
can further boost commentary generation quality.

Qualitative Results. We provide four predictions
of our MatchVoice model in Figure 5, and com-
pare them with baseline results and ground truth.
Here, we can observe that our proposed model can
generate professional soccer game textual commen-
taries that are richer in semantic information, more
accurate, and more comprehensive.

Ablation Studies. All ablation experiments are
conducted using MatchVoice with Baidu as the
visual encoder. (i) Window Size. The size of
the temporal window affects the number of input
frames, which in turn impacts the performance of



[PLAYER] ([TEAMY]) is caught offside !
MatchVoice: [PLAYER] ([TEAM]) is forced to stop his attacking move after the linesman
signals for offside.
GT: [PLAYER] ([TEAM))is offside and the linesman raises his flag.

[PLAYER] ([TEAM]) takes the ball and sets it for the free kick .
MatchVoice: [PLAYER] ([TEAM]) picks up the ball on the edge of the box and produces
a brilliant low drive into the bottom right corner.
GT: The ball is whipped in from the free kick and finds the head of [PLAYER]
([TEAM]), who rises and produces an amazing header inside the right post.

[PLAYER] ([TEAM]) takes the corner but fails to find any of his teammates .
MatchVoice: [PLAYER] ([TEAM]) takes the corner with a short pass.
GT: [PLAYER] ([TEAMY]) quickly takes the corner kick with a short pass.

[PLAYER]([TEAM]) s clearly asking for some medical attention with his
painful gestures . The extent of his injury is yet to be discovered.
MatchVoice: [PLAYER] ([TEAM]) is being forced to leave the pitch in order to receive
medical treatment and his team will play with a man short for a few minutes.
GT: The game is interrupted now, [PLAYER] ([TEAM]) picks up a knock and
the physio has to come on.

Figure 5: Qualitative results on commentary generation. Our MatchVoice demonstrates advantages in multiple
aspects: (a) richer semantic descriptions, (b) full commentaries of multiple incidents in a single video, (c) accuracy

of descriptions, and (d) predictions of incoming events.

Align | Win (s) | B@1 | B@4

M | RL| C

10 25.02 | 5.00 | 23.32 | 24.65 | 19.34
F's 30 30.32 | 8.45 | 25.25 | 29.40 | 33.84
45 30.29 | 7.97 | 25.26 | 24.62 | 29.37
60 30.08 | 8.60 | 25.41 | 23.96 | 35.08
10 29.01 | 8.38 | 25.49 | 24.94 | 40.51
4 30 31.42 | 8.92 | 26.12 | 29.66 | 38.42
45 30.07 | 8.32 | 25.65 | 29.65 | 36.51
60 29.87 | 8.13 | 25.43 | 24.30 | 36.00

Table 3: Ablation study on window size. Using the vi-
sual content within 30s around anchor frames yields the
best commentary performance, and temporal alignment
of data leads to a universal performance improvement.

commentary generation. We sample, train, and
evaluate our model with window sizes of 10s, 30s,
45s, and 60s, respectively. As shown in Table 3,
our MatchVoice performs best with a window size
of 30 seconds, since it provides enough visual in-
formation to summarize events without introduc-
ing excessive noise. Additionally, the aligned data
improves performance across all temporal window
settings, especially in the extreme case of a 10s win-
dow, demonstrating the necessity of temporal align-
ment. (ii) Alignment Strategy. To validate the ben-
efits of temporal alignment on downstream tasks,
we train our MatchVoice model using data with
different levels of alignment, with a fixed window
size of 30 seconds, and compare their performance
(where Coarse represents data pre-processing and
Fine stands for fine-grained temporal alignment).
As depicted in Table 4, compared to the original
misaligned dataset, which exhibits significant tem-
poral misalignment, the models trained on our au-
tomatically aligned and filtered MatchTime dataset
demonstrate superior commentary generation per-

Coarse Fine\B@l \B@4\ M \ R-L \ C
X X 3032 845 | 25.25|29.40 | 33.84
v X 3052 890 | 25.73 | 28.18 | 37.53
X v 3055 8.81 |26.03|29.40 | 36.13
v vV | 3142 892 | 26.12 | 29.66 | 38.42

Table 4: Ablation study on alignment strategy. The
quality of temporal alignment is directly reflected in
downstream commentary generation tasks: better align-
ment leads to better commentary generation quality.

formance. This highlights the necessity of temporal
alignment to boost commentary generation quality.

6 Related Works

Temporal video-text alignment aims to precisely
associate textual descriptions or narratives with
their corresponding video segments. Large-scale
instructional videos such as HowTol00M (Miech
etal., 2019) and YouCook?2 (Zhou et al., 2018) have
already catalyzed extensive multimodal alignment
works based on vision-language co-training. Con-
cretely, TAN (Han et al., 2022) directly aligns pro-
cedure narrations transcribed through Automatic
Speech Recognition (ASR) with video segments.
DistantSup (Lin et al., 2022) and VINA (Mavroudi
et al., 2023) further explore leveraging external
knowledge bases (Koupaee and Wang, 2018) to
assist the alignment process, while Li et al. (2023d)
propose integrating both action and step textual in-
formation to accomplish the video-text alignment.

In this paper, we train a multi-modal alignment
model to automatically correct existing data and
build a higher-quality soccer game commentary
dataset. Moreover, we further demonstrate the



superiority and indispensability of our alignment
pipeline through downstream commentary tasks,
confirming its critical significance.

Video Captioning has been a long-standing re-
search challenge in computer vision (Krishna et al.,
2017; Yang et al., 2023), primarily due to the lim-
ited data availability and incorporation of temporal
information. Benefiting from the development of
LLMs, recent approaches such as LLaMA-VID (Li
et al., 2023c) and Video-LLaMA (Zhang et al.,
2023) propose strategies for linking visual features
to language prompts, harnessing the capabilities
of LLaMA (Touvron et al., 2023a,b) models for
video description. Moreover, VideoChat (Li et al.,
2023a,b) treats video captioning as a subtask of
visual question answering, while StreamingCap-
tion (Zhou et al., 2024) can generate captions for
streaming videos using a memory mechanism.

Notably, the AutoAD series (Han et al., 2023b,a,
2024) apply video captioning to a specific domain
— synthesizing descriptive narrations for movie
scenes to assist visually impaired individuals in
watching movies. Similarly, in the context of soc-
cer, a distinctive sports scenario, we develop a tai-
lored soccer game commentary model to enrich the
viewing experience for audiences.

Sports video understanding (Thomas et al., 2017)
has widely attracted the interest of researchers
due to its complexity and professional relevance.
Early works such as FineGym (Shao et al., 2020)
and FineDiving (Xu et al., 2022) aim to develop
fine-grained datasets for action recognition and
understanding in specific sports. Subsequently,
focusing on soccer, a series of SoccerNet (Gi-
ancola et al., 2018a) datasets systematically ad-
dress various challenges related to soccer, including
player detection (Vandeghen et al., 2022), action
spotting (Giancola et al., 2018a), replay ground-
ing (Held et al., 2023), player tracking (Cioppa
et al., 2022), camera calibration (Giancola et al.,
2018b) and re-identification (Deliege et al., 2021).
These endeavours have paved the way for more
ambitious research goals, such as utilizing Al for
soccer game commentary (Mkhallati et al., 2023;
Qi et al., 2023). Additionally, other approaches
have targeted aspects of sports analysis, such as
basketball game narration (Yu et al., 2018) and
tactics analysis (Wang et al., 2024).

A concurrent work, SoccerNet-Echoes (Gautam

et al., 2024) proposes leveraging audio from videos
for ASR and translation to obtain richer text com-

mentary data. However, this approach overlooks
that unprocessed audios often contain non-game-
related utterances, which may confuse model train-
ing. Building upon the aforementioned progress,
our goal is to construct a dataset with improved
alignment to train a more professional soccer game
commentary model, thereby achieving a better un-
derstanding of sports video.

7 Conclusion

In this paper, we consider a highly practical and
commercially valuable task: automatically gener-
ating professional textual commentary for soccer
games. Specifically, we have observed a preva-
lent misalignment between visual contents and
textual commentaries in existing datasets. To ad-
dress this, we manually correct the timestamps of
textual commentary in 49 videos in the existing
dataset, establishing a new benchmark for the com-
munity, termed as SN-Caption-test-align. Built
upon the manually checked data, we demonstrate
that more accurate visual content inputs can univer-
sally lead to improved commentary performance.
Furthermore, we propose a multimodal temporal
video-text alignment pipeline that automatically
corrects and filters existing data, which enables
us to construct a higher-quality soccer game com-
mentary dataset, named MatchTime. Based on our
curated dataset, we present MatchVoice, a soccer
game commentary model, which can accurately
generate professional commentary for given match
videos, significantly outperforming previous meth-
ods. Extensive experiments have validated the crit-
ical performance improvements achieved through
data alignment, as well as the superiority of our pro-
posed alignment pipeline and commentary model.

8 Limitations

Although our proposed MatchVoice model can gen-
erate professional textual commentary for given
soccer game videos, it still inherits some limita-
tions from existing data and models: (i) Following
previous work, our commentary remains anony-
mous and cannot accurately describe player infor-
mation on the field. This is left for future work,
where we aim to further improve the dataset and
incorporate knowledge and game background infor-
mation as additional context; and (ii) MatchVoice
may sometimes struggle to distinguish between
highly similar actions, such as corner kicks and free
kicks. This mainly stems from the current frozen



pre-trained visual encoders and language decoders.
Our preliminary findings suggest that fine-tuning
on soccer-specific data might effectively address
this issue in the future.
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A Appendix

A.1 Dataset Split

We split the total 471 matches of our dataset
(including automatically aligned MatchTime and
manually curated SN-Caption-test-align bench-
mark) into training (373 matches), validation (49
matches), and test (49 matches) sets, consisting
of 26,058, 3,418, and 3,267 video-text pairs, re-
spectively. Notably, the test samples totally come
from our manually checked SN-Caption-test-align,
which serves as a better benchmark on soccer game
commentary generation for the community.

A.2 Details of Baseline Methods

For baselines, we retrain several variants of SN-
Caption (Mkhallati et al., 2023) using its offi-
cial implementation. NetVLAD++ (Giancola and
Ghanem, 2021) is adopted to aggregate the tempo-
ral information of the extracted features. Then the
pooled features are decoded by an LSTM (Hochre-
iter and Schmidhuber, 1997).

A.3 Evaluation Metrics

In this paper, most evaluation metrics (BLEU (Pap-
ineni et al., 2002), METEOR (Banerjee and Lavie,
2005), ROUGE-L (Lin, 2004), CIDEr (Vedantam
et al., 2015)) are calculated using the same function
settings with SoccerNet-Caption (Mkhallati et al.,
2023), by the implementation of pycocoevalcap
library. GPT-score is given by GPT-3.5 with the
following text as prompt:

"You are a grader of soccer game commentaries.
There is a predicted commentary by AI model about
a soccer game video clip and you need to score it
comparing with ground truth. \n \n You should
rate an integer score from 0 to 10 about the degree
of similarity with ground truth commentary (The
higher the score, the more correct the candidate is).
You must first consider the accuracy of the soccer
events, then to consider about the semantic infor-
mation in expressions and the professional soccer
terminologies. The names of players and teams are
masked by "[PLAYER]" and "[TEAM]". \n \n The
ground truth commentary of this soccer game video
clip is: \n\n "{ Ground truth here.}"\n\n I need you
to rate the following predicted commentary from 0
to 10: \n'\n "{ Predicted Commentary here.}" \n \n
The score you give is (Just return one number, no
other word or sentences):"
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A4 Details of Temporal Alignment

In our proposed fine-grained temporal alignment
model, sampling appropriate positive and nega-
tive examples for contrastive learning is crucial
for achieving effective results. We have experi-
mented with sampling within windows of different
lengths and observed that using a 120-second win-
dow around the manually annotated ground truth
(i.e., 60 seconds before to 60 seconds after) can
yield optimal alignment performance. Specifically,
for each text commentary, we regard the keyframe
corresponding to its ground truth timestamp as the
positive sample, while other samples within a fixed
window size, sampled at 1 FPS, serve as negative
samples (i.e., those within 5 to 60 seconds temporal
distance to the ground truth timestamp).

Additionally, considering that data pre-
processing based on ASR and LLM provides a
coarse alignment and that there might be replays in
soccer match videos, during the inference stage,
we use keyframes from 45 seconds before to 30
seconds after the current textual commentary
timestamp as candidates.

A.5 More Qualitative Results

In this part, we provide some qualitative results
of our alignment model in Figure 6. Also, we
proposed more qualitative results of our proposed
MatchVoice model on soccer game commentary
generation, shown in Figure 7.

[PLAYER] ([TEAM]) puts a
cross into the box from the
corner but there is no panic
from the opposition and they
casily clear.

[COACH] decides to make a
substitution. [PLAYER] will
be replaced by [PLAYER]
([TEAM)).

[PLAYER] ([TEAM])
infringed the rules and goes
into the book. [REFEREE]
pulls out a yellow card.

Goal! [PLAYER] puts a cross
into the box and finds
[PLAYER] ([TEAM]), who
latches on to it and strikes the |8
ball into the bottom left
corner. He makes it 6:0.

Figure 6: More qualitative results on Temporal Align-
ment. Timestamps before alignment are in Orange,
those after alignment are in Green.



MatchVoice: [PLAYER] ([TEAMY]) latches on to a precise low pass on the edge of the box and unleashes a shot that goes narrowly wide of the left post.
GT: [PLAYER] ([TEAM]) strikes a shot towards goal from the edge of the penalty box, but it flies just wide of the left post.

£ T

MatchVoice: [PLAYER] ([TEAM]) latches on to a precise pass on the edge of the box and unleashes a low drive towards the middle of the goal. [PLAYER] pulls off a
comfortable save. The ball goes out of play and [TEAM] will have a goal kick.
GT: [PLAYER] ([TEAMY]) shoots from the edge of the penalty area. The ball travels towards the bottom right corner, but [PLAYER] easily deals with the threat.

MatchVoice: [PLAYER] ([TEAM])) tries to find [PLAYER], but he puts too much weight on his pass.
GT: [PLAYER] ([TEAM]) crosses the ball forward but it is intercepted

o

MatchVoice: [PLAYER] ([TEAM]) will take the responsibility and he is already preparing the ball.
GT: [PLAYER] ([TEAM]) confidently powers his spot-kick into the left side of the goal.

MatchVoice: The referee stops play so that a substitution can be made and [PLAYER] ([TEAM]) comes onto the pitch for [PLAYER].
GT: [COACH] has decided to make a change. [PLAYER] ([TEAM]) replaces [PLAYER].

MatchVoice: [PLAYER] ([TEAM)) is booked after bringing down an opponent. [REFEREE] made the right call.
GT: [PLAYER] ([TEAMY]) picks up a yellow card for a foul. [TEAM] win a free kick. It's a promising situation for a direct shot.

MatchVoice: [PLAYER] ((TEAM]) goes over to take the corner kick and it looks like he will send the ball into the penalty box.
GT: [PLAYER] ([TEAM]) will try to find the head of one of his teammates from a corner kick.

Figure 7: More qualitative results on commentary generation.
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