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Abstract

Soccer is a globally popular sport with a vast001
audience, in this paper, we consider to construct002
an automatic soccer game commentary model003
to improve the audiences’ viewing experience.004
In general, we make the following contribu-005
tions: First, observing the prevalent video-text006
misalignment in existing datasets, we manu-007
ally annotate timestamps for 49 matches, es-008
tablishing a more robust benchmark for soc-009
cer game commentary generation, termed as010
SN-Caption-test-align; Second, we propose011
a multimodal temporal alignment pipeline to012
automatically correct and filter the existing013
dataset at scale, creating a higher-quality soc-014
cer game commentary dataset for training, de-015
noted as MatchTime; Third, based on our cu-016
rated dataset, we train an automatic commen-017
tary generation model, named MatchVoice. Ex-018
tensive experiments and ablation studies have019
demonstrated the effectiveness of our align-020
ment pipeline, and training model on the cu-021
rated datasets achieves state-of-the-art perfor-022
mance for commentary generation, showcasing023
that better alignment can lead to significant per-024
formance improvements in downstream tasks.025

1 Introduction026

Soccer, as one of the most popular sports globally,027

has captivated over 3.5 billion viewers with its dy-028

namic gameplay and intense moments. Commen-029

tary plays a crucial role in improving the viewing030

experience, providing context, analysis, and emo-031

tional excitement to the audience. However, creat-032

ing engaging and insightful commentary requires033

significant expertise and can be resource-intensive.034

In recent years, advancements in artificial intelli-035

gence, particularly in foundational visual-language036

models, have opened new possibilities for automat-037

ing various aspects of content creation. This paper038

explores the development of an high-quality, auto-039

matic soccer commentary system.040

In the literature on video understanding, there 041

has been relatively little attention on sports videos 042

compared to the general domain. Pioneering work 043

such as SoccerNet (Giancola et al., 2018a) in- 044

troduced the first soccer game dataset, contain- 045

ing videos of 500 soccer matches. Subsequently, 046

SoccerNet-Caption (Mkhallati et al., 2023) com- 047

piled textual commentary data for 471 of these 048

matches from the Internet, establishing the first 049

dataset and benchmark for soccer game commen- 050

tary. However, upon careful examination, we ob- 051

serve that the quality of existing data is often un- 052

satisfactory. For instance, as illustrated in Figure 1 053

(left), as the textual commentary are often manu- 054

ally annotated, there can be a delay with respect 055

the visual content, leading prevalent misalignment 056

between textual commentaries and video clips in 057

the SoccerNet-Caption dataset. 058

In this paper, we start by probing the effect 059

of misalignment on the soccer game commentary 060

systems. Specifically, we manually correct the 061

timestamps of commentaries for 49 matches in the 062

SoccerNet-Caption test set to obtain a new bench- 063

mark, termed as SN-Caption-test-align. With man- 064

ual check, we observe that these misalignments 065

can result in temporal offsets for up to 152 seconds, 066

with an average absolute offset of 16.63 seconds. 067

As depicted in Figure 1 (right), after manual data 068

correction, pre-trained SN-Caption model (Mkhal- 069

lati et al., 2023) has exhibited significant perfor- 070

mance improvements, underscoring the effect of 071

temporal alignment. 072

To address the aforementioned misalignment is- 073

sue between textual commentaries and visual con- 074

tent, we propose a two-stage alignment pipeline 075

to automatically correct and filter existing com- 076

mentary data. Specifically, we first adopt Whis- 077

perX (Bain et al., 2023) to extract narration texts 078

with corresponding timestamps from the back- 079

ground audio, which are then summarised into 080

event descriptions by LLaMA-3 (AI@Meta, 2024) 081
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Goal! [PLAYER] ([TEAM]) picks up the ball inside the box and 
fires in a shot which is deflected past [PLAYER]. He makes it 2:0.

The percentage of ball 
possession is 66:34.

We are about to witness a substitution. 
[PLAYER] ([TEAM]) for [PLAYER].

The foul by [PLAYER] ([TEAM]) is worthy of a 
card and a yellow is duly shown by [REFEREE]. 
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Figure 1: Overview. (a) Left: Existing soccer game commentary datasets contain significant misalignment between
visual content and text commentaries. We aim to align them to curate a better soccer game commentary benchmark.
(b) Right: By directly using manually aligned video frames as input, existing models can achieve better commentary
quality in a zero-shot manner. (The temporal window size is set to 10 seconds here.)

at fixed intervals. Subsequently, we utilize LLaMA-082

3 to select the most appropriate time intervals based083

on the similarity between these timestamped event084

descriptions and textual commentaries. Consid-085

ering that the aforementioned strategy can only086

achieve a rough alignment, we further align the087

video and commentary by training a multi-modal088

temporal alignment model on a small set of manu-089

ally annotated videos.090

Our alignment pipeline enables to significantly091

mitigate the temporal offsets between the visual092

content and textual commentaries, resulting in a093

higher-quality soccer game commentary dataset,094

named MatchTime. Building on this curated095

dataset, we further develop a sophisticated video-096

language model by connecting visual encoders with097

language model, MatchVoice, that enables to gener-098

ate accurate commentaries for soccer match videos.099

Experimentally, we have thoroughly investigated100

the different visual encoders, demonstrating state-101

of-the-art (SOTA) performance in both precision102

and contextual relevance.103

To summarize, we make the following contri-104

butions in this paper: (i) we show the effect of105

misalignment in automatic commentary generation106

evaluation by manually correcting the alignment er-107

rors in 49 soccer matches, which can later be used108

as a new benchmark for the community, termed109

as SN-Caption-test-align, as will be detailed in110

Sec. 2; (ii) we further propose a multimodal tem-111

poral video-text alignment pipeline that automat-112

ically corrects and filters existing soccer game113

commentary datasets, resulting in a high-quality114

training dataset for commentary generation, named115

MatchTime, as will be detailed in Sec. 3; (iii) we116

present a soccer game commentary model named117

MatchVoice, establishing a new state-of-the-art per-118

formance for automatic soccer game commentary119

generation, as will be detailed in Sec. 4.120
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Figure 2: Distribution of temporal offsets in our man-
ually corrected SN-Caption-test-align. Through manual
annotation, we find that the temporal discrepancy be-
tween the textual commentary and the visual content in
the existing benchmark can even exceed 100 seconds.

2 Benchmark Curation 121

To probe the effect of misalignment on the perfor- 122

mance of soccer game commentary models, we 123

have manually annotated the timestamps of textual 124

commentaries for 49 matches in the SoccerNet- 125

Caption test set, resulting in a new benchmark, 126

denoted as SN-Caption-test-align. 127

Mannual Annotations. We recruit 20 football fans 128

to manually align the timestamps of target textual 129

commentaries for 49 matches from the test set of 130

SoccerNet-Caption (Mkhallati et al., 2023), follow- 131

ing several rules: (i) Volunteers should watch the 132

entire video, and adjust the original noisy times- 133

tamps of textual commentaries to accurately match 134

the moments when events occur; (ii) To ensure the 135

continuity of actions such as shots, passes, and 136

fouls, the manually annotated timestamps are ad- 137

justed 1 second earlier to capture the full context; 138

(iii) For scenes with replays, the timestamp of the 139

event’s first occurrence is marked as the correspond- 140

ing commentary timestamp to maintain visual in- 141

tegrity and consistency. Here, our annotated dataset 142
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(a) Pre-processing with ASR and LLMs

Text
EncoderM

LP𝔸"

(b) Fine-grained Temporal Alignment

WhisperX60:30

60:35

60:41

60:52 " Matthias Lehmann (1. FC Koln) is cautioned by the referee for 
a foul that he committed a little earlier. "

……
60:34 – 60:35  " Lehmann gets himself yellow. "
60:46 – 60:48  " Also for him the third as for Rafinha… "
60:49 – 60:51  " Foul to Kingsley Coman. "

……
60:20 - 60:30  "Bayern Munich needs to use these free kicks better, especially …"
60:30 - 60:40  "Lehmann has been given a yellow card, which is his third of …"
60:40 - 60:50  "Kingsley Coman has been fouled, and Guardiola has made his …”

LLaMA-3

ASR Summarize

(SN-Caption)

(annotated GT)

(Coarse-Aligned)

LL
aM
A
-3

𝑡!  = 60:52
SN-Caption

Event-Description

Narration-text

𝑡!=60:35
Coarse-Aligned

Visual
Encoder

❄

M
LP

{𝐼!} around 𝑡"

…

……

……

🔥🔥 ❄

: trainable parameters 
❄
🔥

: frozen parameters 
𝑡̃!=60:41

Figure 3: Temporal Alignment Pipeline. (a) Pre-processing with ASR and LLMs: We use WhisperX to extract
narration texts and corresponding timestamps from the audio, and leverage LLaMA-3 to summarize these into a
series of timestamped events, for data pre-processing. (b) Fine-grained Temporal Alignment: We additionally train
a multi-modal temporal alignment model on manually aligned data, which further aligns textual commentaries to
their best-matching video frames at a fine-grained level.

serves two primary purposes: (i) as a more accurate143

benchmark for evaluating soccer game commentary144

generation; and (ii) as supervised data for training145

and evaluating temporal alignment models.146

Data Statistics. After manually annotating the test147

set videos, we obtain a total of 3,267 video-text148

pairs. We measure the temporal offset between the149

original noisy timestamps of the textual commen-150

tary and the manually annotated ground truth. As151

depicted in Figure 2, the distribution of temporal152

offsets ranges from -108 to 152 seconds, with an153

average offset of 13.85 seconds and a mean abso-154

lute offset of 16.63 seconds. Only 26.29%, 60.21%,155

74.96%, and 85.03% of the data fall within 10s, 30s,156

45s, and 60s windows around the anchor frames, re-157

spectively. This highlights the severe misalignment158

in existing datasets, which will potentially confuse159

the training of downstream tasks.160

3 Aligning Commentary and Videos161

In this section, we develop an automatic pipeline162

for aligning the timestamps of given textual com-163

mentaries to the corresponding video content in164

existing soccer game commentary datasets. In165

Sec. 3.1, we start with the problem formulation for166

temporal alignment, and subsequently, in Sec. 3.2,167

we elaborate on the details of our proposed multi-168

modal temporal alignment pipeline.169

3.1 Problem Formulation 170

Given a soccer match video from the SoccerNet- 171

Caption dataset, i.e., X = {V, C}, where V = 172

{(I1, t̂1), . . . , (In, t̂n)} denotes keyframes of the 173

video and their corresponding timestamps, and C = 174

{(C1, t1), . . . , (Ck, tk)} represents the k textual 175

commentaries and their provided timestamps in the 176

video, with n ≫ k. Here, our goal is to improve the 177

soccer game commentary dataset by better aligning 178

textual commentaries with keyframes. Concretely, 179

we adopt a contrastive alignment pipeline to update 180

their timestamps: y = Φ(X , t, t̂; Θ1), where Θ1 181

denotes the trainable parameters of the alignment 182

model Φ, and y represents the modified timestamps 183

for all textual commentaries. 184

3.2 Method 185

As depicted in Figure 3, we propose a two-stage 186

temporal alignment pipeline: (i) pre-processing 187

with an off-the-shelf automatic speech recognition 188

model (ASR) and large-language model (LLMs), 189

(ii) train an alignment model with contrastive learn- 190

ing. We will elaborate on their details as follows. 191

Pre-processing with ASR and LLMs. In this 192

part, we propose to roughly align the textual com- 193

mentary with video content by leveraging human 194

narrations in the audio, which often describes key 195

events as they occur. Specifically, we first utilize 196
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WhisperX (Bain et al., 2023) for automatic speech197

recognition (ASR) to obtain the converted narration198

text with corresponding timestamp intervals from199

the audio. Given that live soccer commentary tends200

to be fragmented and colloquial, we use LLaMA-201

3 (AI@Meta, 2024) to summarize the ASR results202

into event descriptions every 10 seconds. Subse-203

quently, we feed these event descriptions and tex-204

tual commentaries into LLaMA-3 to predict new205

timestamps for the textual commentaries based on206

sentence similarities. This pre-processing step al-207

lows for a coarse-grained alignment of the com-208

mentary to video keyframes.209

Fine-grained Temporal Alignment. Here, we210

further propose to train a multi-modal temporal211

alignment model with contrastive learning. Specifi-212

cally, we adopt the pre-trained CLIP (Radford et al.,213

2021) visual-language model to encode textual214

commentaries and keyframes, followed by train-215

able MLPs f and g, into embeddings:216

C, V = f(ΦCLIP-T(C)), g(ΦCLIP-V(V))217

where C ∈ Rk×d, V ∈ Rn×d denotes the resulting218

textual and visual embeddings, respectively.219

Given the textual and visual embeddings, we220

can compute the affinity matrix between the textual221

commentaries and video keyframes, denoted as:222

Â[i, j] =
Ci · Vj

||Ci||·||Vj ||
, Â ∈ Rk×n223

With the manual annotated SN-Caption-test-align224

as introduced in Sec. 2, we can construct the225

ground truth label matrix with the same form, i.e.,226

Y ∈ {0, 1}k×n, Y[i, j] = 1 if the i-th commentary227

corresponds to the j-th keyframe, otherwise 0.228

We train the joint visual-textual embeddings for229

alignment with contrastive learning (Oord et al.,230

2018), with the goal of maximising similarity231

scores between the commentary and its correspond-232

ing visual keyframe:233

Lalign = −1

k

k∑
i=1

log

[∑n
j Y[i, j] exp(Â[i, j])∑n

j exp(Â[i, j])

]
234

Training and Inference. For training the align-235

ment model, we use 45 manually annotated236

matches with 2,975 video-text pairs from our cu-237

rated SN-Caption-test-align. At inference time, we238

sample frames at 1FPS from 45 seconds before to239

30 seconds after the current textual commentary240

timestamp as visual candidates for alignment. To241

validate the effectiveness of our alignment model, 242

we evaluate it on 292 samples of 4 unseen anno- 243

tated matches, results can be found in Sec. 5.1. 244

Then we can perform fine-grained temporal 245

alignment for each textual commentary Ci by up- 246

dating its timestamp to t̃i with t̂j of the visual frame 247

Ij , which exhibits the highest cross-modal similar- 248

ity score among all the candidates: 249

t̃i := t̂j , where j = argmax(Â[i, :]) 250

Using the alignment pipeline described above, we 251

have aligned all the pre-processed training data 252

from SoccerNet-Caption. As for the matches lack- 253

ing audio, which cannot undergo pre-processing, 254

we directly apply our fine-grained temporal align- 255

ment model. As a result, we have aligned 422 256

videos (373 as the training set and 49 as the vali- 257

dation set), amounting to 29,476 video-text pairs 258

(26,058 for training and 3,418 for validation) in to- 259

tal. This contributes a high-quality dataset, termed 260

as MatchTime, for training an automatic soccer 261

game commentary system. 262

4 Automatic Soccer Game Commentary 263

Based on the curated dataset, here, we propose to 264

train a commentary model, named MatchVoice, ca- 265

pable of accurately generating textual commentary 266

based on input video segments. Specifically, we 267

start by describing the problem scenario, and fol- 268

lowed by elaborating on our proposed architecture. 269

Problem Formulation. Given a soccer game 270

video splited into multiple clips, i.e., V = 271

{V1,V2, . . . ,VT }, our goal is to develop an au- 272

tomatic soccer game commentary model that gen- 273

erates corresponding textual commentary for each 274

video segment, i.e., Ĉi = Ψ(Vi; Θ2), where Θ2 275

refers to the trainable parameters. 276

Architecture. As depicted in Figure 4, our pro- 277

posed MatchVoice model comprises three compo- 278

nents. In the following, we focus on processing one 279

segment, and ignore the subscripts for simplicity. 280

First, we adopt the frozen, pre-trained visual 281

encoder to compute the framewise features within 282

the video clip, i.e., {v1, v2, . . . , vn} = Ψenc(V). 283

Note that, all visual encoders are framewise, except 284

InternVideo, which takes 8 frames per second and 285

aggregates them into 1 frame by itself. 286

Second, we use a Perceiver-like architecture (Jae- 287

gle et al., 2021) aggregator Ψagg for aggregat- 288

ing temporal information among visual features. 289

4



Visual Encoder❄

Aggregator & MLP
MLP

…

🔥
🔥

𝐂"

Ψ!"#
Ψ"$#

𝐕

: trainable parameters ❄ 🔥

…

❄

Prefix tokens

…

[BOS] [A] [corner][is] [sent]     [header] [into]…

Learnable queries
…

{𝑣%, … , 𝑣&}

Visual
features …

Po
si

tio
na

l

…

× N

(a) Architecture of MatchVoice (b) Temporal Aggregator & MLP

: frozen parameters 

Feed forward

Cross Attention

Self Attention
𝑡

…

…

…

  [A] [corner][is] [sent] [to]       [goal]  [.]  [EOS]…

ℒ#'(("$)*+,

LLM Decoder

Learnable queries

Figure 4: MatchVoice Architecture Overview. Our proposed MatchVoice model leverages a pretrained visual
encoder to encode video frames into visual features. A learnable temporal aggregator aggregates the temporal
information among these features. The temporally aggregated features are then projected into prefix tokens of LLM
via a trainable MLP projection layer, to generate the corresponding textual commentary.

Pre-processing % ! % !

Contrastive-Align % % ! !

Avg(∆) (s) 10.21 -0.96 6.35 0.03
Avg(|∆|) (s) 13.89 13.75 12.15 6.89

Window10 (%) 35.32 34.86 77.06 80.73
Window30 (%) 65.60 69.72 83.49 91.28
Window45 (%) 77.98 80.28 86.70 95.41
Window60 (%) 88.07 85.32 90.37 98.17

Table 1: Data Alignment Statistics. We report the
temporal offset statistics on 4 manually annotated test
videos (comprising a total of 292 samples). ∆ and
Windowt represent the temporal offset and the percent-
age of commentaries that fall within a window of t
seconds around the anchor frames, respectively.

Specifically, we adopt 2 transformer decoder lay-290

ers, with a fixed-length learnable query, and visual291

features as keys and values, to obtain temporally-292

aware features, i.e., F = Ψagg(v1, v2, . . . , vn).293

Lastly, an MLP projection layer Ψproj is used294

to project each of the output queries into desired295

feature dimensions, as prefix tokens, which are fed296

into a decoder-only large language model (LLMs)297

Ψdec, to generate the desired textual commentary,298

i.e., Ĉ = Ψdec(Ψproj(F)).299

With the ground truth commentary C of soccer300

game video clips, the commentary model is trained301

using Negative Log-Likelihood (NLL) loss as:302

Lcommentary = −log pΘ2 (C|V)303

By minimizing such NLL loss, we can train the304

commentary model by prompt-tuning, with the im-305

age encoder and LLM decoder frozen.306

5 Experiments 307

In this section, we separately describe the experi- 308

ment results for the considered tasks, namely, soc- 309

cer commentary alignment (Sec. 5.1), and auto- 310

matic soccer commentary generation (Sec. 5.2). 311

5.1 Video-Commentary Temporal Alignment 312

Implementation Details. We utilize pretrained 313

CLIP ViT-B/32 model to extract visual and textual 314

features for our alignment pipeline, which are then 315

passed through two MLP layers, mapped from 512 316

to 128 dimensions for contrastive learning. We 317

use the AdamW (Loshchilov and Hutter, 2017) 318

optimizer and the learning rate is set to 5 × 10−4 319

to train the alignment model for 50 epochs. 320

Evaluation Metrics. To evaluate temporal video- 321

text alignment quality, we report several metrics 322

on 4 unseen videos (with 292 samples) in our cu- 323

rated SN-Caption-test-align benchmark, including 324

the average temporal offset (Avg(∆)), the average 325

absolute temporal offset (Avg(|∆|)), and the per- 326

centage of textual commentaries falling within 10s, 327

30s, 45s, and 60s windows around anchor frames. 328

Quantitative Results. As depicted in Table 1, our 329

proposed automatic temporal alignment pipeline ef- 330

fectively aligns visual content and textual commen- 331

tary in a coarse-to-fine manner. Notably, it reduces 332

the average absolute offset by 7.0s (from 13.89s to 333

6.89s) and significantly increases the percentage of 334

textual commentary falling near the anchor frames. 335

Specifically, the proportion of commentary within 336

a very precise 10s window improves by 45.41% 337

(from 35.32% to 80.73%), and almost all (98.17%) 338
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Method Visual Features BLEU-1 BLEU-4 METEOR ROUGE-L CIDEr GPT-score

Trained on original SoccerNet-Caption

SN-Caption
C3D 22.13 4.25 23.14 23.25 11.97 5.80

ResNet 26.46 5.33 23.58 23.58 13.71 6.28
Baidu 29.61 6.83 25.38 25.28 20.61 6.72

MatchVoice
(Ours)

C3D 28.85 5.62 23.29 26.69 19.06 6.90
ResNet 28.75 5.87 23.78 26.69 20.65 6.75

InternVideo 28.50 6.24 24.30 30.75 23.34 6.80
CLIP 28.65 6.62 24.20 27.33 24.35 6.78
Baidu 30.32 8.45 25.25 29.40 33.84 7.07

Trained on our aligned MatchTime

SN-Caption
C3D 26.81 5.24 23.57 23.12 13.78 6.27

ResNet 27.63 5.75 24.05 23.42 15.65 6.33
Baidu 29.74 7.31 26.40 26.19 23.74 6.84

MatchVoice
(Ours)

C3D 28.67 6.55 24.46 27.38 26.53 6.89
ResNet 29.21 6.60 24.11 24.32 28.56 6.84

InternVideo 29.18 6.89 25.04 28.18 30.22 6.99
CLIP 29.56 6.90 24.62 31.25 28.66 6.82
Baidu 31.42 8.92 26.12 29.66 38.42 7.08

Table 2: Quantitative comparison on Commentary Generation. All variants of baseline methods and our
MatchVoice are retrained on both the original unaligned SoccerNet-Caption and our temporally aligned MatchTime
training sets, and then evaluated on our manually curated SN-Caption-test-align benchmark. In each unit, we denote
the best performance in RED and the second-best performance in BLUE.

of the textual commentaries fall within a 60s win-339

dow around anchor frames, which strongly demon-340

strate the effectiveness of our alignment pipeline.341

5.2 Soccer Commentary Generation342

Implementation Details. Our automatic commen-343

tary model can utilize various visual features such344

as C3D (Tran et al., 2015), ResNet (He et al., 2016),345

Baidu (Zhou et al., 2021), CLIP (Radford et al.,346

2021), and InternVideo (Wang et al., 2022). All vi-347

sual features are extracted from the video at 2FPS,348

except for InternVideo and Baidu, which are ex-349

tracted at 1FPS. The query length of the tempo-350

ral aggregator is fixed at 32, and the MLP pro-351

jection layer projects the aggregated features to352

a 768-dimensional prefix token that is then fed353

into LLaMA-3 (AI@Meta, 2024) for decoding to354

textual commentaries. The learning rate is set to355

1 × 10−4 to train the commentary model for 100356

epochs. All experiments are conducted with one357

single Nvidia RTX A100 GPU. For baselines, we358

retrain several variants of SN-Caption (Mkhallati359

et al., 2023) using its official implementation.360

Evaluation Metrics. To evaluate the quality of gen-361

erated textual commentaries, we adopt several clas-362

sic metrics on our manually curated SN-Caption-363

test-align benchmark, including BLEU (B) (Pa-364

pineni et al., 2002), METEOR (M) (Banerjee365

and Lavie, 2005), ROUGE-L (R-L) (Lin, 2004),366

CIDEr (C) (Vedantam et al., 2015). We also report 367

a GPT-score ranging from 1 to 10 based on seman- 368

tic information, expression accuracy, and profes- 369

sionalism, given by GPT-3.5 with the ground truth 370

and generated textual commentary as inputs. 371

Quantitative Results. As depicted in Table 2, we 372

can draw the following three observations: (i) Our 373

proposed MatchVoice significantly outperforms ex- 374

isting methods in generating professional soccer 375

game commentary, establishing new state-of-the- 376

art performance; (ii) Both the baseline methods and 377

our MatchVoice benefit from temporally aligned 378

data, demonstrating the superiority and necessity 379

of temporal alignment; (iii) Commentary models 380

based on Baidu visual encoder perform better than 381

others, indicating that pretraining on soccer data 382

can further boost commentary generation quality. 383

Qualitative Results. We provide four predictions 384

of our MatchVoice model in Figure 5, and com- 385

pare them with baseline results and ground truth. 386

Here, we can observe that our proposed model can 387

generate professional soccer game textual commen- 388

taries that are richer in semantic information, more 389

accurate, and more comprehensive. 390

Ablation Studies. All ablation experiments are 391

conducted using MatchVoice with Baidu as the 392

visual encoder. (i) Window Size. The size of 393

the temporal window affects the number of input 394

frames, which in turn impacts the performance of 395
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MatchVoice: [PLAYER] ([TEAM]) is forced to stop his attacking move after the linesman  
signals for offside.

MatchVoice: [PLAYER] ([TEAM]) picks up the ball on the edge of the box and produces 
a brilliant low drive into the bottom right corner.

MatchVoice: [PLAYER] ([TEAM]) is being forced to leave the pitch in order to receive 
medical treatment and his team will play with a man short for a few minutes.

MatchVoice: [PLAYER] ([TEAM]) takes the corner with a short pass.

SN-Caption: [PLAYER] ([TEAM]) is caught offside !

SN-Caption: [PLAYER] ([TEAM]) takes the ball and sets it for the free kick .

SN-Caption: [PLAYER] ([TEAM]) takes the corner but fails to find any of his teammates .

SN-Caption: [PLAYER] ([TEAM]) is clearly asking for some medical attention with his 
painful gestures . The extent of his injury is yet to be discovered .

b

GT: [PLAYER] ([TEAM]) is offside and the linesman raises his flag.

GT: The ball is whipped in from the free kick and finds the head of [PLAYER]   
([TEAM]), who rises and produces an amazing header inside the right post.

GT: [PLAYER] ([TEAM]) quickly takes the corner kick with a short pass.

GT: The game is interrupted now, [PLAYER] ([TEAM]) picks up a knock and  
the physio has to come on.

c

d

a

Figure 5: Qualitative results on commentary generation. Our MatchVoice demonstrates advantages in multiple
aspects: (a) richer semantic descriptions, (b) full commentaries of multiple incidents in a single video, (c) accuracy
of descriptions, and (d) predictions of incoming events.

Align Win (s) B@1 B@4 M R-L C

%

10 25.02 5.00 23.32 24.65 19.34
30 30.32 8.45 25.25 29.40 33.84
45 30.29 7.97 25.26 24.62 29.37
60 30.08 8.60 25.41 23.96 35.08

!

10 29.01 8.38 25.49 24.94 40.51
30 31.42 8.92 26.12 29.66 38.42
45 30.07 8.32 25.65 29.65 36.51
60 29.87 8.13 25.43 24.30 36.00

Table 3: Ablation study on window size. Using the vi-
sual content within 30s around anchor frames yields the
best commentary performance, and temporal alignment
of data leads to a universal performance improvement.

commentary generation. We sample, train, and396

evaluate our model with window sizes of 10s, 30s,397

45s, and 60s, respectively. As shown in Table 3,398

our MatchVoice performs best with a window size399

of 30 seconds, since it provides enough visual in-400

formation to summarize events without introduc-401

ing excessive noise. Additionally, the aligned data402

improves performance across all temporal window403

settings, especially in the extreme case of a 10s win-404

dow, demonstrating the necessity of temporal align-405

ment. (ii) Alignment Strategy. To validate the ben-406

efits of temporal alignment on downstream tasks,407

we train our MatchVoice model using data with408

different levels of alignment, with a fixed window409

size of 30 seconds, and compare their performance410

(where Coarse represents data pre-processing and411

Fine stands for fine-grained temporal alignment).412

As depicted in Table 4, compared to the original413

misaligned dataset, which exhibits significant tem-414

poral misalignment, the models trained on our au-415

tomatically aligned and filtered MatchTime dataset416

demonstrate superior commentary generation per-417

Coarse Fine B@1 B@4 M R-L C

% % 30.32 8.45 25.25 29.40 33.84
! % 30.52 8.90 25.73 28.18 37.53
% ! 30.55 8.81 26.03 29.40 36.13
! ! 31.42 8.92 26.12 29.66 38.42

Table 4: Ablation study on alignment strategy. The
quality of temporal alignment is directly reflected in
downstream commentary generation tasks: better align-
ment leads to better commentary generation quality.

formance. This highlights the necessity of temporal 418

alignment to boost commentary generation quality. 419

6 Related Works 420

Temporal video-text alignment aims to precisely 421

associate textual descriptions or narratives with 422

their corresponding video segments. Large-scale 423

instructional videos such as HowTo100M (Miech 424

et al., 2019) and YouCook2 (Zhou et al., 2018) have 425

already catalyzed extensive multimodal alignment 426

works based on vision-language co-training. Con- 427

cretely, TAN (Han et al., 2022) directly aligns pro- 428

cedure narrations transcribed through Automatic 429

Speech Recognition (ASR) with video segments. 430

DistantSup (Lin et al., 2022) and VINA (Mavroudi 431

et al., 2023) further explore leveraging external 432

knowledge bases (Koupaee and Wang, 2018) to 433

assist the alignment process, while Li et al. (2023d) 434

propose integrating both action and step textual in- 435

formation to accomplish the video-text alignment. 436

In this paper, we train a multi-modal alignment 437

model to automatically correct existing data and 438

build a higher-quality soccer game commentary 439

dataset. Moreover, we further demonstrate the 440
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superiority and indispensability of our alignment441

pipeline through downstream commentary tasks,442

confirming its critical significance.443

Video Captioning has been a long-standing re-444

search challenge in computer vision (Krishna et al.,445

2017; Yang et al., 2023), primarily due to the lim-446

ited data availability and incorporation of temporal447

information. Benefiting from the development of448

LLMs, recent approaches such as LLaMA-VID (Li449

et al., 2023c) and Video-LLaMA (Zhang et al.,450

2023) propose strategies for linking visual features451

to language prompts, harnessing the capabilities452

of LLaMA (Touvron et al., 2023a,b) models for453

video description. Moreover, VideoChat (Li et al.,454

2023a,b) treats video captioning as a subtask of455

visual question answering, while StreamingCap-456

tion (Zhou et al., 2024) can generate captions for457

streaming videos using a memory mechanism.458

Notably, the AutoAD series (Han et al., 2023b,a,459

2024) apply video captioning to a specific domain460

– synthesizing descriptive narrations for movie461

scenes to assist visually impaired individuals in462

watching movies. Similarly, in the context of soc-463

cer, a distinctive sports scenario, we develop a tai-464

lored soccer game commentary model to enrich the465

viewing experience for audiences.466

Sports video understanding (Thomas et al., 2017)467

has widely attracted the interest of researchers468

due to its complexity and professional relevance.469

Early works such as FineGym (Shao et al., 2020)470

and FineDiving (Xu et al., 2022) aim to develop471

fine-grained datasets for action recognition and472

understanding in specific sports. Subsequently,473

focusing on soccer, a series of SoccerNet (Gi-474

ancola et al., 2018a) datasets systematically ad-475

dress various challenges related to soccer, including476

player detection (Vandeghen et al., 2022), action477

spotting (Giancola et al., 2018a), replay ground-478

ing (Held et al., 2023), player tracking (Cioppa479

et al., 2022), camera calibration (Giancola et al.,480

2018b) and re-identification (Deliege et al., 2021).481

These endeavours have paved the way for more482

ambitious research goals, such as utilizing AI for483

soccer game commentary (Mkhallati et al., 2023;484

Qi et al., 2023). Additionally, other approaches485

have targeted aspects of sports analysis, such as486

basketball game narration (Yu et al., 2018) and487

tactics analysis (Wang et al., 2024).488

A concurrent work, SoccerNet-Echoes (Gautam489

et al., 2024) proposes leveraging audio from videos490

for ASR and translation to obtain richer text com-491

mentary data. However, this approach overlooks 492

that unprocessed audios often contain non-game- 493

related utterances, which may confuse model train- 494

ing. Building upon the aforementioned progress, 495

our goal is to construct a dataset with improved 496

alignment to train a more professional soccer game 497

commentary model, thereby achieving a better un- 498

derstanding of sports video. 499

7 Conclusion 500

In this paper, we consider a highly practical and 501

commercially valuable task: automatically gener- 502

ating professional textual commentary for soccer 503

games. Specifically, we have observed a preva- 504

lent misalignment between visual contents and 505

textual commentaries in existing datasets. To ad- 506

dress this, we manually correct the timestamps of 507

textual commentary in 49 videos in the existing 508

dataset, establishing a new benchmark for the com- 509

munity, termed as SN-Caption-test-align. Built 510

upon the manually checked data, we demonstrate 511

that more accurate visual content inputs can univer- 512

sally lead to improved commentary performance. 513

Furthermore, we propose a multimodal temporal 514

video-text alignment pipeline that automatically 515

corrects and filters existing data, which enables 516

us to construct a higher-quality soccer game com- 517

mentary dataset, named MatchTime. Based on our 518

curated dataset, we present MatchVoice, a soccer 519

game commentary model, which can accurately 520

generate professional commentary for given match 521

videos, significantly outperforming previous meth- 522

ods. Extensive experiments have validated the crit- 523

ical performance improvements achieved through 524

data alignment, as well as the superiority of our pro- 525

posed alignment pipeline and commentary model. 526

8 Limitations 527

Although our proposed MatchVoice model can gen- 528

erate professional textual commentary for given 529

soccer game videos, it still inherits some limita- 530

tions from existing data and models: (i) Following 531

previous work, our commentary remains anony- 532

mous and cannot accurately describe player infor- 533

mation on the field. This is left for future work, 534

where we aim to further improve the dataset and 535

incorporate knowledge and game background infor- 536

mation as additional context; and (ii) MatchVoice 537

may sometimes struggle to distinguish between 538

highly similar actions, such as corner kicks and free 539

kicks. This mainly stems from the current frozen 540
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pre-trained visual encoders and language decoders.541

Our preliminary findings suggest that fine-tuning542

on soccer-specific data might effectively address543

this issue in the future.544
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A Appendix787

A.1 Dataset Split788

We split the total 471 matches of our dataset789

(including automatically aligned MatchTime and790

manually curated SN-Caption-test-align bench-791

mark) into training (373 matches), validation (49792

matches), and test (49 matches) sets, consisting793

of 26,058, 3,418, and 3,267 video-text pairs, re-794

spectively. Notably, the test samples totally come795

from our manually checked SN-Caption-test-align,796

which serves as a better benchmark on soccer game797

commentary generation for the community.798

A.2 Details of Baseline Methods799

For baselines, we retrain several variants of SN-800

Caption (Mkhallati et al., 2023) using its offi-801

cial implementation. NetVLAD++ (Giancola and802

Ghanem, 2021) is adopted to aggregate the tempo-803

ral information of the extracted features. Then the804

pooled features are decoded by an LSTM (Hochre-805

iter and Schmidhuber, 1997).806

A.3 Evaluation Metrics807

In this paper, most evaluation metrics (BLEU (Pap-808

ineni et al., 2002), METEOR (Banerjee and Lavie,809

2005), ROUGE-L (Lin, 2004), CIDEr (Vedantam810

et al., 2015)) are calculated using the same function811

settings with SoccerNet-Caption (Mkhallati et al.,812

2023), by the implementation of pycocoevalcap813

library. GPT-score is given by GPT-3.5 with the814

following text as prompt:815

"You are a grader of soccer game commentaries.816

There is a predicted commentary by AI model about817

a soccer game video clip and you need to score it818

comparing with ground truth. \n \n You should819

rate an integer score from 0 to 10 about the degree820

of similarity with ground truth commentary (The821

higher the score, the more correct the candidate is).822

You must first consider the accuracy of the soccer823

events, then to consider about the semantic infor-824

mation in expressions and the professional soccer825

terminologies. The names of players and teams are826

masked by "[PLAYER]" and "[TEAM]". \n \n The827

ground truth commentary of this soccer game video828

clip is: \n \n "{Ground truth here.}" \n \n I need you829

to rate the following predicted commentary from 0830

to 10: \n \n "{Predicted Commentary here.}" \n \n831

The score you give is (Just return one number, no832

other word or sentences):"833

A.4 Details of Temporal Alignment 834

In our proposed fine-grained temporal alignment 835

model, sampling appropriate positive and nega- 836

tive examples for contrastive learning is crucial 837

for achieving effective results. We have experi- 838

mented with sampling within windows of different 839

lengths and observed that using a 120-second win- 840

dow around the manually annotated ground truth 841

(i.e., 60 seconds before to 60 seconds after) can 842

yield optimal alignment performance. Specifically, 843

for each text commentary, we regard the keyframe 844

corresponding to its ground truth timestamp as the 845

positive sample, while other samples within a fixed 846

window size, sampled at 1 FPS, serve as negative 847

samples (i.e., those within 5 to 60 seconds temporal 848

distance to the ground truth timestamp). 849

Additionally, considering that data pre- 850

processing based on ASR and LLM provides a 851

coarse alignment and that there might be replays in 852

soccer match videos, during the inference stage, 853

we use keyframes from 45 seconds before to 30 854

seconds after the current textual commentary 855

timestamp as candidates. 856

A.5 More Qualitative Results 857

In this part, we provide some qualitative results 858

of our alignment model in Figure 6. Also, we 859

proposed more qualitative results of our proposed 860

MatchVoice model on soccer game commentary 861

generation, shown in Figure 7. 862

7:297:57

[PLAYER] ([TEAM]) puts a 
cross into the box from the 
corner but there is no panic 
from the opposition and they 
easily clear.

84:5185:21

[COACH] decides to make a 
substitution. [PLAYER] will 
be replaced by [PLAYER] 
([TEAM]).

51:3051:48

[PLAYER] ([TEAM]) 
infringed the rules and goes 
into the book. [REFEREE] 
pulls out a yellow card.

74:51 74:10

Goal! [PLAYER] puts a cross 
into the box and finds 
[PLAYER] ([TEAM]), who 
latches on to it and strikes the 
ball into the bottom left 
corner. He makes it 6:0.

Figure 6: More qualitative results on Temporal Align-
ment. Timestamps before alignment are in Orange,
those after alignment are in Green.
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[PLAYER] ([TEAM]) latches on to a precise low pass on the edge of the box and unleashes a shot that goes narrowly wide of the left post.
[PLAYER] ([TEAM]) strikes a shot towards goal from the edge of the penalty box, but it flies just wide of the left post.GT:

MatchVoice:

[PLAYER] ([TEAM]) latches on to a precise pass on the edge of the box and unleashes a low drive towards the middle of the goal. [PLAYER] pulls off a 
comfortable save. The ball goes out of play and [TEAM] will have a goal kick.
[PLAYER] ([TEAM]) shoots from the edge of the penalty area. The ball travels towards the bottom right corner, but [PLAYER] easily deals with the threat.GT:

MatchVoice:

[PLAYER] ([TEAM]) tries to find [PLAYER], but he puts too much weight on his pass.
[PLAYER] ([TEAM]) crosses the ball forward but it is interceptedGT:

MatchVoice:

[PLAYER] ([TEAM]) takes the corner kick and sends the ball into the box, but one of the defenders reacts well to avert the danger.
[PLAYER] ([TEAM]) whips the ball in from the long-range free kick, but the first man gets it clear.GT:

MatchVoice:

[PLAYER] ([TEAM]) will take the responsibility and he is already preparing the ball.
[PLAYER] ([TEAM]) confidently powers his spot-kick into the left side of the goal.GT:

MatchVoice:

The referee stops play so that a substitution can be made and [PLAYER] ([TEAM]) comes onto the pitch for [PLAYER].
[COACH] has decided to make a change. [PLAYER] ([TEAM]) replaces [PLAYER].GT:

MatchVoice:

[PLAYER] ([TEAM]) is booked after bringing down an opponent. [REFEREE] made the right call.
[PLAYER] ([TEAM]) picks up a yellow card for a foul. [TEAM] win a free kick. It's a promising situation for a direct shot.GT:

MatchVoice:

[PLAYER] ([TEAM]) goes over to take the corner kick and it looks like he will send the ball into the penalty box.
[PLAYER] ([TEAM]) will try to find the head of one of his teammates from a corner kick.GT:

MatchVoice:

Figure 7: More qualitative results on commentary generation.
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