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Abstract

Knights and knaves problems represent a clas-001
sic genre of logical puzzles where characters002
either tell the truth or lie. The objective is to003
logically deduce each character’s identity based004
on their statements. The challenge arises from005
the truth-telling or lying behavior, which in-006
fluences the logical implications of each state-007
ment. Solving these puzzles requires not only008
direct deductions from individual statements,009
but the ability to assess the truthfulness of010
statements by reasoning through various hy-011
pothetical scenarios. As such, knights and012
knaves puzzles serve as compelling examples013
of suppositional reasoning. In this paper, we014
introduce TruthQuest, a benchmark for suppo-015
sitional reasoning based on the principles of016
knights and knaves puzzles. Our benchmark017
presents problems of varying complexity, con-018
sidering both the number of characters and the019
types of logical statements involved. Evalua-020
tions on TruthQuest show that large language021
models like Llama 3 and Mixtral-8x7B exhibit022
significant difficulties solving these tasks. A023
detailed error analysis of the models’ output024
reveals that lower-performing models exhibit025
a diverse range of reasoning errors, frequently026
failing to grasp the concept of truth and lies. In027
comparison, more proficient models primarily028
struggle with accurately inferring the logical029
implications of potentially false statements.030

1 Introduction031

Well-designed logic puzzles can serve as a valuable032

tool for gaining deeper insights into the capabilities033

of large language models (LLMs) (Giadikiaroglou034

et al., 2024; Li et al., 2024; Del and Fishel, 2023).035

By challenging models to navigate sophisticated036

logic problems, these puzzles can reveal how LLMs037

identify patterns, recognize relationships and em-038

ploy logical principles (Tong et al., 2023; Ding039

et al., 2024). In his book "What is the Name of This040

Book?", Smullyan (1978) introduced a series of041

Greeny

Bluey

Pinky

A special island is inhabited only by knights
and knaves. Knights always tell the truth, while
knaves always lie.

Based on the statements from three inhabitants,
infer who is a knight and who is a knave.

Pinky is a knave!

I am a knight!

Greeny is a knight and Bluey is a knave!

Figure 1: An instance of the knights & knaves puzzle.
By reasoning about the characters’ statements and their
truthfulness, it is possible to deduce that Greeny and
Bluey must be knights, while Pinky is a knave.

knights and knaves puzzles, where characters are 042

either knights who always tell the truth or knaves 043

who always lie.1 The goal is to deduce the identity 044

of each character based on their statements (see 045

Figure 1). Unlike other deductive reasoning tasks, 046

where premises are typically assumed to be true 047

(Han et al., 2024; Dalvi et al., 2021; Clark et al., 048

2021), these puzzles require the reasoner to assess 049

the truthfulness of statements by exploring different 050

hypothetical scenarios. For instance, if the state- 051

ment of Pinky in Figure 1 were true, Greeny must 052

be a knight, thus telling the truth. However, Greeny 053

states that Pinky is lying, which contradicts the ini- 054

tial truth assumption of Pinky’s statement. Hence, 055

Pinky must be a knave. If Pinky is a knave, then 056

Greeny’s statement is true, and thus Greeny will be 057

1Note: puzzles of this kind have existed before under dif-
ferent variations and names (Maurice, 1953; Goodman, 1972).

1



a knight. Based on Pinky’s false statement, it then058

follows that Bluey must also be a knight. This form059

of suppositional reasoning, i.e. the ability to reason060

conditionally, is essential in scenarios where the061

logical ramifications of different possibilities need062

to be considered, such as in planning or everyday063

reasoning (Byrne and Handley, 1997).064

In this paper, we introduce TruthQuest, a bench-065

mark designed to evaluate the suppositional reason-066

ing capabilities of large language models through067

knights and knaves puzzles. We present 2,400 prob-068

lems of varying complexity, depending on the num-069

ber of characters and types of logical statements070

involved (see Section 3). We assess the reasoning071

behavior of three model families: Llama 2 (Tou-072

vron et al., 2023), Llama 3 (Meta AI, 2024), and073

Mixtral-8x7B (Mistral AI, 2023). In addition to074

evaluating the models’ task performance, we con-075

duct an in-depth analysis of their outputs to gain076

insights into the types of errors encountered during077

reasoning. This is done through both comprehen-078

sive human inspection and AI-assisted evaluation.079

Our findings reveal that:080

• All models exhibit significant difficulties in081

solving knights and knaves problems.082

• Although more advanced prompting tech-083

niques, such as chain-of-thought prompting084

(Wei et al., 2022), enhance performance on085

simpler problems, accuracy declines markedly086

as puzzle complexity increases.087

• The types of reasoning errors displayed are088

closely linked to the models’ performance.089

Lower-performing models exhibit a diverse090

range of reasoning errors, whereas more profi-091

cient models primarily struggle with deducing092

the correct logical implications of statements093

that may be false.094

2 Related Work095

Deductive Reasoning with LLMs. Several096

studies evaluate LLMs on deductive reasoning097

tasks (Saparov and He, 2023; Dziri et al., 2023;098

Wan et al., 2024). In line with our research, some of099

these works employ logical puzzles to analyze the100

reasoning behaviors of LLMs (Ishay et al., 2023;101

Yao et al., 2023; Jiang et al., 2023). However, to102

the best of our knowledge, TruthQuest is the first103

deductive reasoning benchmark that evaluates the104

ability of LLMs to infer both the truthfulness of105

statements and their logical implications.106

3 Dataset 107

Various versions of knights and knaves puzzles 108

exist (Smullyan, 1978; Johnson-Laird and Byrne, 109

1990); however, we focus on the most popular vari- 110

ant, which features only two types of characters: 111

knights, who always tell the truth, and knaves, who 112

always lie, as illustrated in Figure 1. To construct 113

valid instances of knights and knaves problems, 114

we formalize the puzzle using a two-valued logic. 115

Specifically, knights are assigned the truth value 116

true, while knaves are mapped to false. For a given 117

puzzle with n characters, where P denotes the truth 118

value of a character and Q is the character’s logi- 119

cal claim, the puzzle can be expressed as a single 120

conjunction using the bi-conditional operator: 121

Φ =(P1 ⇔ Q1) ∧ (P2 ⇔ Q2)

∧ . . . ∧ (Pn ⇔ Qn)
(1) 122

For instance, the example depicted in Figure 1 123

can be expressed as: 124

Φ = (P1 ⇔ ¬P3) ∧ P2 ∧ (P3 ⇔ (P1 ∧ ¬P2)) 125

where P1, P2, and P3 denote the truth values of 126

Greeny, Bluey, and Pinky, respectively. To derive 127

all m possible solutions to a puzzle, this expression 128

can be transformed into disjunctive normal form in 129

accordance with the principles of Boolean algebra: 130

Φ =
(
ψ1
1 ∧ . . . ∧ ψ1

n

)
∨

(
ψ2
1 ∧ . . . ∧ ψ2

n

)
∨ . . . ∨ (ψm1 ∧ . . . ∧ ψmn )

(2) 131

where ψji ∈ {Pi,¬Pi} denotes the character’s 132

identity as either knight or knave. 133

Dataset Creation. For TruthQuest, we limit char- 134

acter statements to the types outlined in Table 1. To 135

examine the impact of statement types on model 136

behavior, we classify them into three distinct sets: 137

S, I , and E, as specified in the table. For each set, 138

separate datasets of knights and knaves puzzles are 139

generated. Specifically, instances are created by 140

randomly sampling the statement of each character 141

from the respective set, Qi ∼ C ∈ {S, I, E}. The 142

puzzle is solved by converting the problem (Equa- 143

tion 1) into disjunctive normal form, as shown in 144

Equation 2. For our benchmark, we include only 145

instances that have a single, unique solution, i.e. 146

m = 1. Furthermore, we consider varying numbers 147

of characters for each statement set, specifically: 148

n = 3, 4, 5, 6. This yields 3 × 4 = 12 data sub- 149

sets. For each subset, 200 problems are generated, 150

resulting in a total of 2,400 unique instances. 151
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Statement Types Natural Language Example Logic Expression Set

Self-Referential Pi: I am a knight Pi

Accusation Pi: Pj is a knight/knave Pi ⇔ ψj (i ̸= j)

Conjunction Pi: Pj is a knight/knave and Pk is a knight/knave Pi ⇔ (ψj ∧ ψk) (i ̸= j ̸= k)

S

Implication Pi: If Pj is a knight/knave, then Pk is a knight/knave Pi ⇔ (ψj → ψk) (i ̸= j ̸= k)

I

Equivalence Pi: Pj is a knight/knave if and only if Pk is a knight/knave Pi ⇔ (ψj ⇔ ψk) (i ̸= j ̸= k)

E

Table 1: Character statements in TruthQuest. Each type is represented by an example expressed both in natural
language and boolean logic. The final column indicates the types of statements included in each statement set. For
instance, S is the only set that includes self-referential statements alongside accusations and conjunctions.

4 Experimental Setup152

Language Models. We assess a total of153

six LLMs from three prominent open-access154

model families: Llama 2 (7B, 13B and 70B),155

Llama 3 (8B and 70B), and Mixtral-8x7B.156

The publicly accessible weights are obtained157

from the Hugging Face platform, specifically158

Llama-2-chat-hf,1 Meta-Llama-3-Instruct,1159

and Mixtral-8x7B-Instruct-v0.1.2 For further160

details about the models and prompts we employ,161

please refer to Appendix A.1.162

Evaluation Framework. To assess the models’163

task performance, we follow a two-step approach.164

First, we use regular expressions to parse the mod-165

els’ final conclusions according to the format spec-166

ified in the input prompt. Responses that cannot be167

parsed this way are subsequently passed to an addi-168

tional language model, specifically LLaMA-3-8B,169

which extracts the conclusion in the desired format170

(for the full evaluator prompt, see Figure 12 in the171

appendix). A schematic overview of this approach172

is presented in Figure 9 in the appendix.173

Beyond assessing task performance, we analyze174

the models’ reasoning errors. We manually inspect175

a subset of the responses from LLaMA-3-8B (zero-176

shot) and LLaMA-3-70B (zero-shot and four-shot177

chain-of-thought prompting). Specifically, we eval-178

uate 10 responses from each of the 12 data subsets179

for each model and setup, totaling 360 responses.180

This involves parsing the model’s conclusion and181

assessing its reasoning against six common error182

categories previously devised, as outlined in Table183

4 in the appendix. This comprehensive manual eval-184

uation is independently conducted by two hired stu-185

dents with expertise in data annotation. To assess186

the quality of the annotations, we report an overall187

Cohen’s Kappa value of κ = 0.70. For a detailed188

1huggingface.co/meta-llama
2huggingface.co/mistralai/Mixtral-8x77B-Instruct-v0.1

description of the manual evaluation procedure and 189

an overview of the inter-annotator agreement for 190

each error type, please refer to Section C.1 in the 191

appendix. To complement our manual evaluation 192

and assess all model responses with respect to the 193

error categories devised, we leverage GPT-4 (Ope- 194

nAI et al., 2024). For the complete prompt, see 195

Figures 13 to 19 in the appendix. 196

Meta-Evaluation. We assess the quality of our 197

evaluation procedures by comparing the results ob- 198

tained via automatic evaluation with our manual 199

assessment. Respective results are reported in Sec- 200

tion 5 and Appendix C.2. 201

5 Results 202

Task Performance Table 2 provides an overview 203

of the models’ task performance on TruthQuest. 204

The table includes results for all models when 205

prompted in a zero-shot setting, with additional 206

results for LLaMA-3-70B using various prompting 207

techniques (detailed results for other models can be 208

found in Table 7 in the appendix). We observe that 209

under zero-shot prompting, all models exhibit rel- 210

atively poor performance across the different data 211

subsets, often performing at or below chance level. 212

Although LLaMA-3-70B generally outperforms 213

other models, its accuracy significantly declines 214

as the number of characters—and consequently, 215

the number of inference steps—increases. When 216

guided via chain-of-thought prompting, LLaMA- 217

3-70B shows performance improvements for prob- 218

lems involving fewer characters, particularly with 219

statements sampled from set S. Other prompting 220

techniques, such as few-shot prompting or zero- 221

shot CoT (Kojima et al., 2022), do not substantially 222

enhance LLaMA-3-70B’s task performance. 223

Content Effects. For our analysis, we replace the 224

terms knights and knaves with the pseudo-words 225

jabbas and tettes to reduce the likelihood that mod- 226
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Model Mode Set S Set I Set E

3 4 5 6 3 4 5 6 3 4 5 6

Random Baseline - 0.13 0.06 0.03 0.02 0.13 0.06 0.03 0.02 0.13 0.06 0.03 0.02

LLaMA-2-7b

zero shot

0.08 0.06 0.02 0.00 0.20 0.10 0.07 0.04 0.21 0.11 0.03 0.03
LLaMA-2-13b 0.10 0.06 0.03 0.03 0.13 0.11 0.04 0.02 0.15 0.08 0.05 0.01
LLaMA-2-70b 0.13 0.13 0.08 0.03 0.13 0.11 0.06 0.03 0.17 0.09 0.07 0.02
LLaMA-3-8B 0.07 0.13 0.04 0.04 0.19 0.18 0.07 0.04 0.13 0.08 0.06 0.03
LLaMA-3-70B 0.29 0.22 0.13 0.10 0.32 0.14 0.14 0.11 0.29 0.18 0.11 0.06
Mixtral-8x7B 0.16 0.08 0.04 0.03 0.21 0.14 0.06 0.05 0.17 0.08 0.04 0.01

LLaMA-3-70B

four shot 0.22 0.25 0.19 0.13 0.24 0.21 0.13 0.10 0.32 0.22 0.11 0.05
eight shot 0.22 0.21 0.16 0.09 0.32 0.25 0.07 0.09 0.27 0.20 0.10 0.02
zero CoT 0.23 0.17 0.14 0.12 0.28 0.17 0.15 0.09 0.29 0.17 0.12 0.08
four CoT 0.46 0.31 0.21 0.16 0.33 0.27 0.11 0.15 0.40 0.25 0.12 0.10
eight CoT 0.60 0.26 0.21 0.20 0.33 0.20 0.15 0.12 0.37 0.20 0.12 0.10

Table 2: Accuracy values for different models and prompting techniques across each subset of TruthQuest. Results
are grouped first by prompting technique and then by model. Bold values represent highest performance among a
group. The random baseline indicates the accuracy achieved by guessing the identity of each character.

els have been exposed to similar problems during227

training. Interestingly, we find that the choice of228

terms for knights and knaves seems to have no229

substantial impact on the models’ performance, as230

shown in Figure 10 in the appendix.231

To assess the quality of our performance eval-232

uation procedure, we compute the proportion of233

instances where the final conclusions derived from234

our two-step method match those reported by man-235

ual assessment. We find an alignment of 100%.236

Error Analysis Figure 2 compares the relative237

occurrence of each error type, as outlined in Table238

4, between LLaMA-3-8B (zero-shot) and LLaMA-239

3-70B (four-shot CoT). The values, derived from240

human annotations, are averaged across all state-241

ment sets for each number of characters. We find242

that LLaMA-3-8B exhibits a variety of errors, such243

as misunderstanding the concept of truth and lies244

(TL) and unfaithfulness (UF). In contrast, LLaMA-245

3-70B predominantly struggles with deducing the246

logical implications of potentially false statements247

(LO). This trend—where lower-performing mod-248

els show a wider array of errors, while higher-249

performing models predominantly struggle with250

logical deductions from statements that may be251

false—is further supported by our complementary252

analysis using GPT-4, as illustrated in Figure 8253

in the appendix. Additional details and examples254

of our automated error analysis can be found in255

Appendix B.2.2. We find that the error distribu-256

tion obtained through GPT-4 positively correlates257

with the distribution obtained via manual labeling.258

Respective Pearson correlation coefficients are pro-259

vided in Table 6 in the appendix.260

6 Conclusion 261

In this paper we introduce TruthQuest, a bench- 262

mark for suppositional reasoning based on knights 263

and knaves puzzles. We demonstrate that LLMs 264

exhibit significant difficulties solving these tasks. 265

Our error analysis reveals that less proficient LLMs 266

exhibit diverse errors, often failing to grasp the con- 267

cept of truth and lies. In contrast, more proficient 268

models primarily struggle with logical deductions 269

from potentially false statements. 270

SR

TS

TL

LO

UC

UF

0.033 0 0 0

0.067 0.23 0.23 0.2

0.63 0.7 0.67 0.63

0.77 0.8 0.87 0.87

0.27 0.4 0.5 0.57

0.37 0.33 0.43 0.43

LLaMA-3-8B zero shot

C = 3 C = 4 C = 5 C = 6

SR

TS

TL

LO

UC

UF

0 0 0 0

0.033 0.067 0.067 0.033

0.2 0.27 0.27 0.17

0.5 0.6 0.83 0.83

0.033 0.033 0.067 0.1

0.1 0.1 0.27 0.1

LLaMA-3-70B four CoT

0.0

0.2

0.4

0.6

0.8

1.0

Figure 2: Relative occurrence of reasoning errors. Er-
ror categories are abbreviated: (SR) False statement
reproduction, (TS) Assuming statements to be true, (TL)
Misunderstanding the concept of truth and lies, (LO)
Misunderstanding logical operators, (UC) Unjustified
conclusion, and (UF) Unfaithfulness (see Table 4).
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7 Limitations271

While we introduce TruthQuest, a novel benchmark272

designed to evaluate the suppositional reasoning273

capabilities of large language models, several lim-274

itations remain that could be addressed in future275

research.276

Task Setup Currently, TruthQuest includes only277

knights and knaves puzzles with a single, unique278

solution. Future work could expand this restriction279

to examine the impact of none or several solutions280

on model performance and behavior. Additionally,281

the benchmark is limited to simple propositional282

statements, as outlined in Table 1. Future iterations283

could incorporate more complex statement types284

that require more advanced inferences. Variations285

of knights and knaves puzzles, which consider addi-286

tional characters or altered character attributes, also287

present opportunities for further exploration. For288

instance, Johnson-Laird and Byrne (1990) propose289

problems involving two types of persons: logicians,290

who always make valid deductions, and politicians,291

who never make valid deductions. An example292

problem states: “A says that either B is telling the293

truth or else is a politician (but not both). B says294

that A is lying. C deduces that B is a politician. Is C295

a logician?” Such variations represent compelling296

directions for future research.297

Evaluation Framework Our manual evaluation298

framework is constrained by the number of annota-299

tors and the volume of annotations provided. De-300

spite our efforts to optimize available resources,301

these constraints may impact the scalability and302

generalizability of our results. While our automatic303

evaluation procedure offers a promising alternative,304

we found that error annotations obtained through305

this method exhibit only fair overall agreement306

with human annotations at the instance level (see307

Section C.2 in the appendix for further details). Ad-308

ditionally, although we consider various prompting309

techniques in our study, future research could ex-310

plore the impact of more advanced methods, such311

as Tree-of-Thoughts (Yao et al., 2023) or Graph-312

of-Thoughts (Besta et al., 2024), on model perfor-313

mance.314
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A Experimental Setup 554

In this section, we provide additional details about 555

the experimental setup. First, we elaborate on the 556

language models employed in this study. Subse- 557

quently, we provide a detailed description of each 558

error category devised to assess the models’ rea- 559

soning. 560

A.1 Language Models 561

As outlined in Section 4, six distinct large language 562

models from three open-access model families are 563

evaluated in this study. Detailed information, in- 564

cluding the number of parameters and the con- 565

text length for each model, is provided in Table 566

3. Each model is prompted with a system message 567

that offers context about the task setup and speci- 568

fies the required response format. Following this, 569

a user prompt containing the task description is 570

given. The complete prompt is depicted in Figure 571

11. For few-shot setups, examples are presented 572

in dialogue format, with the desired response indi- 573

cated using the assistant’s special tokens. Model 574

responses are generated using nucleus sampling, 575

utilizing the models’ default values as specified on 576

the Huggingface Platform (top-p = 0.9, tempera- 577

ture T = 0.6).3 All few-shot prompts are included 578

in the supplementary material of this paper and will 579

be made publicly available, along with all model 580

responses, upon acceptance of this paper. 581

A.2 Error Categorization 582

To gain a deeper understanding of the models’ rea- 583

soning behavior, we have developed six different 584

error categories that encompass common errors ob- 585

served in the models’ reasoning. These categories 586

were established through a preliminary manual ex- 587

amination of the models’ responses. Detailed de- 588

scriptions of each error category are provided in 589

Table 4. It is important to note that these error cat- 590

egories are not meant to be exhaustive. Instead, 591

they are intended to offer practical insights into the 592

models’ frequent failure modes. 593

B Additional Results 594

We report additional results of the models’ perfor- 595

mance on TruthQuest in Section B.1, and provide 596

a supplementary analysis of the errors they com- 597

monly display in Section B.2. 598

3Please refer to: huggingface.co/meta-llama, and
https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
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Model Base Model Parameters
Context
Length

Tokens GPU hours
Carbon
Emitted

Fine-tuning

LLaMA-2-7B-Chat LLaMA-2 7B 4K tokens 2.0T 184K 31 SFT, RLHF
LLaMA-2-13B-Chat LLaMA-2 13B 4K tokens 2.0T 369K 62 SFT, RLHF
LLaMA-2-70B-Chat LLaMA-2 70B 4K tokens 2.0T 1.7M 291 SFT, RLHF

LLaMA-3-8B-
Instruct

LLaMA-3 8B 8K tokens 15T+ 1.3M 390 SFT, RLHF

LLaMA-3-70B-
Instruct

LLaMA-3 70B 8K tokens 15T+ 6.4M 1900 SFT, RLHF

Mixtral-8x7B-
Instruct

Mixtral-
8x7B

46.7B 32K tokens - - - SFT, DPO

Table 3: Details about the models used in this study. Tokens refer to the number of tokens in the pre-training data.
Similarly, the context length, GPU hours and carbon emissions relate to the base model’s pre-training. Carbon
emissions are reported as tCO2eq. We use the following abbreviations for fine-tuning: supervised fine-tuning (SFT),
reinforcement learning with human feedback (RLHF), direct preference optimization (DPO). Information about
Llama 2 is taken from Touvron et al. (2023), while properties of Llama 3 are reported by Meta AI (2024). For
Mixtral-8x7B, we consider the blog post of Mistral AI (2023). Dashes denote unavailable information.

B.1 Task Performance599

Table 7 supplements Table 2 by displaying LLaMA-600

3-8B’s task performance for different prompting601

techniques. We observe that similar to LLaMA-602

3-70B, chain-of-thought prompting can yield no-603

table performance gains for problems of lower com-604

plexity, i.e. fewer number of characters. Simi-605

larly, other prompting techniques such as few-shot606

prompting or zero-shot CoT do not seem to in-607

crease model performance.608

B.1.1 Content Effects609

In conventional knights and knaves puzzles, knights610

are characters who always tell the truth, while611

knaves always lie. However, this setup can be mod-612

ified by assigning different terms to these charac-613

ters. It is likely that the models evaluated in this614

study have encountered conventional knights and615

knaves puzzles during their training procedure, as616

such examples are readily available on the inter-617

net (Smullyan, 1978). By altering the terms used618

for truth-tellers and liars, we can significantly re-619

duce the likelihood that the models have been ex-620

posed to similar samples in our benchmark. Conse-621

quently, we analyze the impact of the terminology622

used for knights and knaves on model performance.623

Specifically, we examine three different formula-624

tions: (i) the conventional knights and knaves, (ii)625

neutral descriptions such as truth-tellers and liars,626

and (iii) pseudo-terms such as jabbas and tettes.627

Figure 10 illustrates the zero-shot performance of628

all models for each terminology setup across the629

different subsets of TruthQuest. Surprisingly, we630

find no substantial impact of the choice of terms 631

on the models’ task performance. We hypothesize 632

that this may be because the specific instances gen- 633

erated for TruthQuest have not yet been exposed to 634

the internet. Consequently, the models might have 635

encountered only a negligible fraction of instances 636

by chance during their training process. 637

B.2 Error Analysis 638

We examine the models’ reasoning errors through 639

both comprehensive manual inspections and AI- 640

based evaluations of their rationales. The follow- 641

ing sections present additional results from both 642

evaluation methods. 643

B.2.1 Human Evaluation 644

As outlined in Section 4, we manually evaluate a 645

subset of the models’ responses to asses their errors 646

encountered during reasoning (for a detailed expla- 647

nation of the evaluation procedure, please refer to 648

Section C.1). To supplement our findings summa- 649

rized in Figure 2, , we report the common errors ex- 650

hibited by LLaMA-3-70B when prompted in a zero- 651

shot setting (see Figure 3). We observe that, similar 652

to LLaMA-3-8B (zero-shot) and LLaMA-3-70B 653

(four-shot CoT), LLaMA-3-70B (zero-shot) fre- 654

quently displays errors when deducing the logical 655

implications of potentially false statements (LO). 656

Additionally, we find that while the model struggles 657

less with understanding the concept of truth and 658

lies (TL) compared to LLaMA-3-8B (zero-shot), 659

it still exhibits this error category more frequently 660

than LLaMA-3-70B (four-shot CoT). This trend, 661

indicating that more proficient models better grasp 662
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Abbreviation Error Category Description

SR False statement reproduction A problem statement is repeated incorrectly by the model.

TS Assuming statements to be true The possibility that statements might be lies is not considered.

TL Misunderstanding the concept of truth and
lies

Making false assumptions about the nature of truth-tellers or liars. For
instance, the model mistakenly assumes that truth-tellers lie, while liars
tell the truth.

LO Misunderstanding logical operators The logical implications of a potentially false statement are not properly
deduced.

UC Unjustified Conclusion A conclusion such as “X is a truth-teller/liar” is presented without proper
justification.

UF Unfaithfulness A new conclusion explicitly contradicts a conclusion previously drawn.

Table 4: Error categories and their respective descriptions.

the concept of truth and lies than lower-performing663

ones, is also reflected in our analysis of all model re-664

sponses conducted via automatic LLM-based eval-665

uation (for details, refer to Section B.2.2).666

B.2.2 AI-Assisted Evaluation667

High-quality human annotations are typically668

costly to obtain. In our study, we manually in-669

spect 360 model responses from three different670

LLMs, where each instance is evaluated twice in-671

dependently by two annotators (for details on the672

evaluation procedure, please refer to Section C.1).673

However, as our benchmark comprises 2,400 differ-674

ent instances, this evaluation procedure only covers675

a small subset of the models’ responses. To com-676

plement our manual evaluation, we employ GPT-4677

C=3 C=4 C=5 C=6
Number of characters

SR
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UF

Er
ro

r

0 0 0 0.033

0.13 0.17 0.17 0.13
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0.033 0.033 0.067 0
0.0
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Figure 3: Relative occurrences of the reasoning errors
displayed by LLaMA-3-70B when prompted in a zero-
shot setting. Values are obtained from human evaluation.
Error categories are abbreviated for a more comprehen-
sive overview: (SR) False statement reproduction, (TS)
Assuming statements to be true, (TL) Misunderstand-
ing the concept of truth and lies, (LO) Misunderstand-
ing logical operators, (UC) Unjustified conclusion, and
(UF) Unfaithfulness.

(OpenAI et al., 2024)4 to assess all 2,400 responses 678

of a model with respect to the reasoning errors out- 679

lined in Table 4 (for details about the exact prompts 680

we employ, or the alignment between human and 681

AI-based evaluation, please refer to Section C.2). 682

The respective results are illustrated in Figure 8. 683

We present the relative occurrences of each error 684

category for LLaMA-2-7B (zero-shot), LLaMA- 685

3-8B (zero-shot), LLaMA-3-70B (zero-shot), and 686

LLaMA-3-70B (four-shot CoT). All values are av- 687

eraged across the different statement sets for each 688

number of characters. Consistent with the results 689

obtained through human evaluation, we observe a 690

strong trend for higher-performing models to con- 691

verge on errors related to deducing the correct log- 692

ical implications of statements (LO). In contrast, 693

lower-performing models such as LLaMA-2-7B 694

(zero-shot) or LLaMA-3-8B (zero-shot), display 695

diverse errors, ranging from misconceptions about 696

truth and lies (TL) to unjustified conclusions (UC). 697

Notably, LLaMA-2-7B is the only model that fre- 698

quently fails to consider statements as lies (TS). 699

C Evaluation Procedures 700

In this study, we utilize two types of evaluation 701

methods: human evaluations and AI-assisted evalu- 702

ations. Below, we provide further details on each 703

method, including the instructions given to human 704

annotators and the process by which large language 705

models are employed to generate similar annota- 706

tions automatically. Finally, we assess the quality 707

of our automatic evaluation procedures by compar- 708

ing the results to the results obtained via manual 709

assessment. 710

4Specifically, version gpt-4o-2024-05-13.
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Figure 4: LLaMA-2-7B (zero-shot)
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Figure 5: LLaMA-3-8B (zero-shot)
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Figure 6: LLaMA-3-70B (zero-shot)
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Figure 7: LLaMA-3-70B (four-shot CoT)

Figure 8: Relative occurrences of the reasoning errors displayed by LLaMA-2-7B, LLaMA-3-8B, and LLaMA-3-
70B in zero-shot prompting, as well as LLaMA-3-70B when prompted via four-shot chain-of-thought. Values are
obtained from GPT-4. Error categories are abbreviated for a more comprehensive overview: (SR) False statement
reproduction, (TS) Assuming statements to be true, (TL) Misunderstanding the concept of truth and lies, (LO)
Misunderstanding logical operators, (UC) Unjustified conclusion, and (UF) Unfaithfulness.

C.1 Human Evaluation711

As outlined in Section 4, we manually inspect712

360 responses from LLaMA-3-8B (zero-shot) and713

LLaMA-3-70B (zero-shot and four-shot CoT). This714

manual evaluation is independently conducted by715

two hired students with expertise in data annotation.716

Both student annotators are compensated according717

to national standards.718

C.1.1 Annotator Instructions719

To ensure high-quality annotations, we provide ex-720

tensive training to both annotators. This training721

involves multiple sessions in which we introduce722

the annotators to knights and knaves puzzles, ask-723

ing them to solve these puzzles by hand to famil-724

iarize themselves with the task structure. Once the725

annotators are confident in solving puzzles of this726

style, we present exemplary responses from the 727

models evaluated in this study. Together, we dis- 728

cuss notable behaviors and errors exhibited by the 729

models. Next, we introduce the annotators to the 730

six error categories outlined in Table 4. We proceed 731

only when both annotators confirm their full un- 732

derstanding of each error type and have no further 733

questions. The annotators are then tasked with in- 734

dependently annotating model responses. For each 735

response, they parse the model’s conclusion and as- 736

sign a binary label (yes/no) to each error category, 737

indicating its presence or absence in the model’s 738

reasoning. Initially, the annotators work with prac- 739

tice examples to highlight and address any ambigu- 740

ities in the annotation process. They only move on 741

to labeling the actual model responses when they 742

are confident in their understanding of the labeling 743
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SR TS TL LO UC UF

LLaMA-3-8B zero shot 0.49 0.33 0.40 0.68 0.72 0.53

LLaMA-3-70B zero shot −0.01 0.37 0.41 0.51 0.22 0.15

LLaMA-3-70B four CoT - 0.90 0.51 0.74 −0.04 0.34

Table 5: Cohen’s Kappa values to assess the human inter-annotator agreement across different models, prompt
setups and and error categories. Error categories are abbreviated for a more comprehensive overview: (SR) False
statement reproduction, (TS) Assuming statements to be true, (TL) Misunderstanding the concept of truth and lies,
(LO) Misunderstanding logical operators, (UC) Unjustified conclusion, and (UF) Unfaithfulness.

process. To maintain high annotation quality, we744

ask both annotators to review their annotations, en-745

suring any potential errors in their annotations are746

accounted for.747

C.1.2 Inter-Annotator Agreement748

To assess the quality of our manual annotations, we749

calculate the inter-annotator agreement, reporting750

an overall Cohen’s kappa value of κ = 0.70, which751

indicates substantial agreement between the two752

annotators. Table 5 presents Cohen’s kappa values753

for each model and error type. We observe that the754

agreement rate varies across different categories,755

ranging from none to perfect agreement. Notably,756

the values for False statement reproduction (FS)757

in LLaMA-3-70B (zero-shot) and Unjustified con-758

clusion (FS) in LLaMA-3-70B (four-shot CoT) are759

almost zero. This is likely due to a strong bias in760

the label distribution towards no labels, as these761

errors rarely occur in these models. We will re-762

lease all human annotations upon acceptance of763

this paper.764

C.2 AI-Assisted Evaluation765

In addition to the human evaluation, we employ766

GPT-4 to assess the models’ reasoning errors. Sim-767

ilar to the human annotators, GPT-4 is tasked with768

assigning binary labels (yes/no) to each error cate-769

gory described in Table 4, indicating the presence770

or absence of the error type in the model’s reason-771

ing. Additionally, GPT-4 is required to provide772

a justification for each label assigned. To ensure773

GPT-4’s comprehension of each error category, we774

provide detailed descriptions in the model input.775

The full prompt can be found in Figure 13. Fur-776

thermore, we present six few-shot examples illus-777

trating the desired annotation behavior (see Figures778

14 to 19). To assess the quality of the annotations,779

we compute the Pearson correlation for the error780

distributions of LLaMA-3-8B (zero-shot), LLaMA-781

3-70B (zero-shot), and LLaMA-3-70B (four-shot782

CoT) between the automatically obtained labels783

and the human annotations. All correlation coeffi- 784

cients and their corresponding p-values are reported 785

in Table 6. Overall, we find that the error distri- 786

bution obtained through GPT-4 strongly correlates 787

with the error distribution obtained via manual la- 788

beling. However, on an instance level, we observe 789

only fair agreement, with an overall Cohen’s kappa 790

value of κ = 0.34. For our automatic evaluation 791

of 9,600 model responses (4 models × 2,400 re- 792

sponses each), the cost was approximately $250. 793

All annotations obtained through GPT-4 will be 794

released upon acceptance of this paper. 795

D Prompts 796

We present all prompts used in this study. The task 797

prompt is shown in Figure 11. Figure 12 illustrates 798

the prompt for the two-step conclusion evaluator. 799

Additionally, the system prompt for GPT-4 is pro- 800

vided in Figure 13, along with the few-shot exam- 801

ples in Figures 14 to 19. The few-shot prompts for 802

the six LLMs evaluated in this study are provided 803

in the supplementary material. All prompts will 804

be made publicly available upon acceptance of this 805

paper. 806
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Model Characters_3 Characters_4 Characters_5 Characters_6

LLaMA-3-8B Zero Shot 0.673 (0.143) 0.754 (0.084) 0.8211 (0.045) 0.859 (0.029)

LLaMA-3-70B Zero Shot 0.734 (0.097) 0.858 (0.0289) 0.762 (0.078) 0.819 (0.046)

LLaMA-3-70B Four CoT 0.877 (0.022) 0.857 (0.0294) 0.923 (0.009) 0.962 (0.002)

Table 6: Pearson correlation for the distribution of reasoning errors computed between the human and AI-based
error analyses. The Pearson correlation coefficients are computed for different numbers of characters and models.
Respective p-values are reported in parentheses.

Model Mode Set S Set I Set E

3 4 5 6 3 4 5 6 3 4 5 6

Random Baseline - 0.13 0.06 0.03 0.02 0.13 0.06 0.03 0.02 0.13 0.06 0.03 0.02

LLaMA-2-7b

zero shot

0.08 0.06 0.02 0.00 0.20 0.10 0.07 0.04 0.21 0.11 0.03 0.03
LLaMA-2-13b 0.10 0.06 0.03 0.03 0.13 0.11 0.04 0.02 0.15 0.08 0.05 0.01
LLaMA-2-70b 0.13 0.13 0.08 0.03 0.13 0.11 0.06 0.03 0.17 0.09 0.07 0.02
LLaMA-3-8B 0.07 0.13 0.04 0.04 0.19 0.18 0.07 0.04 0.13 0.08 0.06 0.03
LLaMA-3-70B 0.29 0.22 0.13 0.10 0.32 0.14 0.14 0.11 0.29 0.18 0.11 0.06
Mixtral-8x7B 0.16 0.08 0.04 0.03 0.21 0.14 0.06 0.05 0.17 0.08 0.04 0.01

LLaMA-3-8B

four shot 0.13 0.14 0.04 0.05 0.19 0.14 0.08 0.05 0.18 0.09 0.09 0.02
eight shot 0.14 0.09 0.07 0.04 0.23 0.14 0.07 0.05 0.19 0.10 0.07 0.04
zero CoT 0.12 0.06 0.05 0.03 0.16 0.07 0.06 0.04 0.20 0.13 0.07 0.03
four CoT 0.13 0.12 0.06 0.04 0.12 0.12 0.08 0.04 0.21 0.09 0.05 0.03
eight CoT 0.27 0.13 0.08 0.03 0.26 0.12 0.12 0.05 0.26 0.15 0.08 0.03

LLaMA-3-70B

four shot 0.22 0.25 0.19 0.13 0.24 0.21 0.13 0.10 0.32 0.22 0.11 0.05
eight shot 0.22 0.21 0.16 0.09 0.32 0.25 0.07 0.09 0.27 0.20 0.10 0.02
zero CoT 0.23 0.17 0.14 0.12 0.28 0.17 0.15 0.09 0.29 0.17 0.12 0.08
four CoT 0.46 0.31 0.21 0.16 0.33 0.27 0.11 0.15 0.40 0.25 0.12 0.10
eight CoT 0.60 0.26 0.21 0.20 0.33 0.20 0.15 0.12 0.37 0.20 0.12 0.10

Table 7: Additional accuracy values of LLaMA-3-8B for different prompting techniques across each subset of
TruthQuest. Bold values represent highest performance among a group. The random baseline indicates the accuracy
achieved by guessing the identity of each character.

Model
Response

Regex
Parsing

Extracted
Conclusions

Failed
Extractions

LLM
Extractor

Regex
Parsing

Extracted
Conclusions

Figure 9: A schematic overview of the conclusion evaluator.
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Figure 10: Zero-shot performance of all models across the data subsets of TruthQuest, focusing on the terminology
used for characters who always tell the truth, and those who always lie. Three different formulations are compared:
(i) the conventional knights and knaves, (ii) neutral descriptions such as truth-tellers and liars, and (iii) pseudo-terms
such as jabbas and tettes.
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[INST] «SYS»
Your task is to solve a logical reasoning problem. You are given set of statements from which you must logically deduce the identity of a set of characters.

You must infer the identity of each character. First, explain your reasoning. At the end of your answer, you must clearly state the identity of each character
by following the format:

CONCLUSION:
A: ...
B: ...
C: ...
...
«/SYS»
### Instruction ###
Assume that there exist only two types of people: knights and knaves. Knights always tell the truth, while knaves always lie.
You are given the statements from <number of characters> characters. Based on their statements, infer who is a knights and who is a knave.

Based on the following statements, infer who is a knight and who is a knave:
<statements>

First, explain your reasoning. End your answer by clearly stating the identity of each character in the following format:

A: knight/knave
B: knight/knave
C: knight/knave
... [/INST]

Figure 11: The task prompt. Placeholders such as “<number of characters>” and “<statements>” are replaced by
the corresponding input of the problem description. Note that the arrangement and usage of special tokens may vary
depending on the specific language model employed.
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[INST] «SYS»
Your task is to extract information from a given piece of text. You are given a piece of text that reasons about the identity of a set of characters. You must
extract the final answer from the given text by clearly stating the deduced identity of each character in the following format:
A: ...
B: ...
C: ...
...
You must strictly follow this format. Do not generate any additional text. You must only extract information that is present in the text provided. Do not add
information that goes beyond the one contained in the text at hand.
«/SYS»
### Instruction ###
You are given a piece of TEXT that reasons about the identity of a set of characters. You must extract the FINAL ANSWER from the TEXT by clearly
stating the deduced identity of each character in the following format:
### FINAL ANSWER:
A: ...
B: ...
C: ...
...
You must strictly follow this format. Do not generate any additional text. You must only extract information that is present in the text provided. Do not add
information that goes beyond the one contained in the text at hand. If "not a" is placed in front of the identity, flip the result of that character, e.g. "not a
knight" becomes "knave", while "not a knave" becomes "knight". You should simplify results like "knight/knight" to "knight" and "knave/knave" to "knave".
However, do not simplify "knight/knave", or "knave/knight".
### TEXT:
Great! Let’s apply logical reasoning to deduce the identity of each character.
A: Based on statement A, we know that C is a knave and D is a knave. This means that C and D are both knaves.
B: Statement B tells us that C is a knave and D is a knave. Since C and D are both knaves, we can conclude that B is a knight.
C: Statement C tells us that D is a knave. Since D is already identified as a knave in statements A and B, we can conclude that C is a knight.
D: Statement D tells us that B is a knight. Since B has already been identified as a knight in statement B, we can confirm that D is a knave.
Therefore, the identities of each character are:
A: not a knight
B: knight/knave
C: knight/knight
D: knave [/INST]

<|assistant|> ### FINAL ANSWER:
A: knave
B: knight/knave
C: knight
D: knave </|assistant|>

[INST] ### TEXT:
Sure! Let’s start by analyzing the statements one by one.
1. A: B is a knave.
Since A says that B is a knave, we can deduce that B is a knave.
2. B: If D is a knight, then C is a knave.
This statement implies that if D is a knight, then C is a knave. However, since B is a knave, we can deduce that D is not a knight. Therefore, C must be a
knight.
3. C: B is a knight.
Since C says that B is a knight, we can deduce that B is a knight.
4. D: A is a knave and C is a knave.
This statement is not helpful in determining the identity of D, as D is simply repeating what A and C have said.
Now, let’s summarize our conclusions:
A: knave
B: knave
C: knight
D: unable to determine
However, based on the statements, we can deduce that B and C are knaves, and A is a knight. Therefore, the correct identities of the characters are: A:
knight
B: knave
C: knave
D: unable to determine [/INST]

<|assistant|> ### FINAL ANSWER:
A: knight
B: knave
C: knave
D: unable to determine </|assistant|>

[INST] ### TEXT:
Okay, I understand the problem. Here’s my reasoning:
From statement A, if B is a knave, then C is a knight. This means that if B is a knave, then C must be a knight.
From statement B, if A is a knave, then C is a knight. This means that if A is a knave, then C must be a knight.
Now, let’s examine the third statement
C: B is a knave. If B is a knave, then C is a knave. But we know that knaves always lie, so we can’t trust what C says. Therefore, we can’t determine the
identity of C based on this statement alone.
However, we can use the first two statements to deduce the identity of C. If A is a knave, then C is a knight, and if B is a knave, then C is a knight. Since
we don’t know the identity of A and B, we can’t determine the identity of C.
CONCLUSION:
A: knave/knight (cannot be determined)
B: knave/knight (cannot be determined)
C: knave [/INST]

<|assistant|> ### FINAL ANSWER:
A: knave/knight
B: knave/knight
C: knave </|assistant|>

<Actual task description>

Figure 12: The three-shot conclusion evaluator prompt. Examples are presented in chat form, where the task prompt
is depicted in blue, and the desired answer is exemplified in orange.

15



<|system|>
Your task is to classify whether a set of errors are present in the response of a large language model. You are given the initial PROBLEM STATEMENT
and the model’s RESPONSE.
You must consider the following error types:

- False statement reproduction (A statement of the problem description is repeated incorrectly.)
- Assuming statements to be true (The possibility that a character’s statement is a lie is not considered. The model does not question the premises’ truth but
assumes it as given.)
- Misunderstanding the concept of truth and lies (The model does not understand that a knights always tells the truth and a knave always lies. For instance,
the model mistakenly assumes that knights lie, while knaves tell the truth. Alternatively, the model assumes that knights can only talk about other knights
and knaves can only talk about knaves.)
- Misunderstanding logical operators (Logical operators and their implications are not properly understood. The model fails at inferring the logical impli-
cations of a statement. For instance, if character A’s statement is a logical conjunction (e.g. B and C) and A is a knave, the model does not consider all
possible implications of that lie (not B and C, B and not C, not B and not C).)
- Unjustified conclusion (A conclusion about the identity of a characters such as “X is a knights/knave” is presented without ANY justification. Note that
this error does not address the logical validity of a justification, but checks whether a justification is present or not. As an example of this error, the model
might simply state: "Since A is a knights/knave..." without prior justification.)
- Unfaithfulness (A conclusion is drawn that explicitly contradicts a conclusion previously inferred by the model, without the model reflecting on this contra-
diction.)

For each error type, you must classify whether the error is present in the model’s response (yes) or not (no). Start with a short justification for your deci-
sion (max. 1-2 sentences) and then clearly state whether the error type is present (yes) or not (no).
Strictly adhere to the following output format:

### False statement reproduction
- Justification: ...
- Label: yes/no

### Assuming statements to be true
- Justification: ...
- Label: yes/no

### Misunderstanding the concept of truth and lies
- Justification: ...
- Label: yes/no

...

You must strictly follow this format. Do not generate any additional text.
</|system|>.

Figure 13: The system message of the six-shot error evaluator prompt.
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<|user|>
### Instruction ###
You are given a PROBLEM STATEMENT and the RESPONSE of a large language model, respectively. Your task is to classify whether a set of errors are
present in the model’s response. For each of the following error types, classify whether the error is present in the model’s response (yes) or not (no).

- False statement reproduction (A statement of the problem description is repeated incorrectly.)
- Assuming statements to be true (The possibility that a character’s statement is a lie is not considered. The model does not question the premises’ truth but
assumes it as given.)
- Misunderstanding the concept of truth and lies (The model does not understand that a truth-teller always tells the truth and a liar always lies. For instance,
the model mistakenly assumes that truth-tellers lie, while liars tell the truth. Alternatively, the model assumes that truth-tellers can only talk about other
truth-tellers and liars can only talk about liars.)
- Misunderstanding logical operators (Logical operators and their implications are not properly understood. The model fails at inferring the logical implica-
tions of a statement. For instance, if character A’s statement is a logical conjunction (e.g. B and C) and A is a liar, the model does not consider all possible
implications of that lie (not B and C, B and not C, not B and not C).)
- Unjustified conclusion (A conclusion about the identity of a characters such as “X is a truth-teller/liar” is presented without ANY justification. Note that
this error does not address the logical validity of a justification, but checks whether a justification is present or not. As an example of this error, the model
might simply state: "Since A is a truth-teller/liar..." without prior justification.)
- Unfaithfulness (A conclusion is drawn that explicitly contradicts a conclusion previously inferred by the model, without the model reflecting on this contra-
diction.)

Start with a short justification for your decision (max. 1-2 sentences). Then, clearly state whether the error type is present (yes) or not (no).

### PROBLEM STATEMENT
A: If C is a truth-teller, then D is a truth-teller.
B: C is a liar and A is a liar.
C: D is a liar and B is a liar.
D: B is a truth-teller and C is a liar.

### RESPONSE
1. A: If C is a truth-teller, then D is a truth-teller.
This statement is made by A, who is either a truth-teller or a liar. If A is a truth-teller, then the statement is true, and D is indeed a truth-teller. But if A is
a liar, then the statement is false, and D is not a truth-teller. So, A’s statement is true only if A is a truth-teller.

2. B: C is a liar and A is a liar.
This statement is made by B, who is either a truth-teller or a liar. If B is a truth-teller, then the statement is false, as C is not a liar. But if B is a liar, then
the statement is true, as C is indeed a liar. So, B’s statement is true only if B is a liar.

3. C: D is a liar and B is a liar.
This statement is made by C, who is either a truth-teller or a liar. If C is a truth-teller, then the statement is false, as B is not a liar. But if C is a liar, then
the statement is true, as D is indeed a liar. So, C’s statement is true only if C is a liar. 4. D: B is a truth-teller and C is a liar.

This statement is made by D, who is either a truth-teller or a liar. If D is a truth-teller, then the statement is true, as B is indeed a truth-teller. But if D is a
liar, then the statement is false, as C is not a liar. So, D’s statement is true only if D is a truth-teller.

Now, let’s combine the information:
* A’s statement is true only if A is a truth-teller.
* B’s statement is true only if B is a liar.
* C’s statement is true only if C is a liar.
* D’s statement is true only if D is a truth-teller.

From statement 2, we know B is a liar. From statement 4, we know D is a truth-teller.
From statement 1, we know that if A is a truth-teller, then D is a truth-teller. Since we already know D is a truth-teller, A must be a truth-teller.
From statement 3, we know C is a liar.

CONCLUSION:
A: truth-teller
B: liar
C: liar
D: truth-teller
</|user|>

<|assistant|>
### False statement reproduction
- Justification: The statements are properly reproduced by the model.
- Label: no

### Assuming statements to be true
- Justification: The possibility that the characters’ statements are lies is considered by the model.
- Label: no

### Misunderstanding the concept of truth and lies
- Justification: When discussing B’s statement, the model says: "So, B’s statement is true only if B is a liar". However, if B were a liar, its statement would
not be true. This shows a model failure to understand the concept of a liar.
- Label: yes

### Misunderstanding logical operators
- Justification: The model fails to understand the logical implications of A’s statement: "If C is a truth-teller, then D is a truth-teller." It draws conclusions
about D based on the identity of A, ignoring character C, who is the antecedent of the logical implication.
- Label: yes

### Unjustified conclusion
- Justification: When discussing B’s statement, the model defines the identity of character C: "as C is indeed a liar", without proper justification.
- Label: yes

### Unfaithfulness
- Justification: The model does not draw any conclusions that contradict previous conclusions.
- Label: no
</|assistant|>

Figure 14: The first few-shot example of the error evaluator six-shot prompt. Examples are presented in chat form,
where the task prompt is depicted in blue, and the desired answer is exemplified in orange.
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<|user|>
### Instruction ###
You are given a PROBLEM STATEMENT and the RESPONSE of a large language model, respectively. Your task is to classify whether a set of errors are
present in the model’s response. For each of the following error types, classify whether the error is present in the model’s response (yes) or not (no).

- False statement reproduction (A statement of the problem description is repeated incorrectly.)
- Assuming statements to be true (The possibility that a character’s statement is a lie is not considered. The model does not question the premises’ truth but
assumes it as given.)
- Misunderstanding the concept of truth and lies (The model does not understand that a truth-teller always tells the truth and a liar always lies. For instance,
the model mistakenly assumes that truth-tellers lie, while liars tell the truth. Alternatively, the model assumes that truth-tellers can only talk about other
truth-tellers and liars can only talk about liars.)
- Misunderstanding logical operators (Logical operators and their implications are not properly understood. The model fails at inferring the logical implica-
tions of a statement. For instance, if character A’s statement is a logical conjunction (e.g. B and C) and A is a liar, the model does not consider all possible
implications of that lie (not B and C, B and not C, not B and not C).)
- Unjustified conclusion (A conclusion about the identity of a characters such as “X is a truth-teller/liar” is presented without ANY justification. Note that
this error does not address the logical validity of a justification, but checks whether a justification is present or not. As an example of this error, the model
might simply state: "Since A is a truth-teller/liar..." without prior justification.)
- Unfaithfulness (A conclusion is drawn that explicitly contradicts a conclusion previously inferred by the model, without the model reflecting on this contra-
diction.)

Start with a short justification for your decision (max. 1-2 sentences). Then, clearly state whether the error type is present (yes) or not (no).

### PROBLEM STATEMENT
A: C is a liar and B is a truth-teller.
B: I am a truth-teller.
C: A is a truth-teller.

### RESPONSE
Great, let’s dive into the problem!
To solve this problem, we need to use logical reasoning and deduction. We are given three statements from three different characters, and our goal is to
determine who is a truth-teller and who is a liar based on their statements.
Statement A tells us that C is a liar and B is a truth-teller. This means that B is telling the truth, since he is a truth-teller.
Statement B tells us that I (B) am a truth-teller. This means that I am telling the truth, since I am a truth-teller.
Statement C tells us that A is a truth-teller. This means that A is telling the truth, since A is a truth-teller.
Now, let’s use these statements to deduce the identity of each character:

A: truth-teller
B: truth-teller
C: truth-teller
</|user|>

<|assistant|>
### False statement reproduction
- Justification: No occurrence of this error in the model’s response.
- Label: no

### Assuming statements to be true
- Justification: The model treats each character’s statement as a true premise and disregards the possibility that statements might be lies. See for instance:
"A tells us that C is a liar and B is a truth-teller. This means that B is telling the truth, since he is a truth-teller."
- Label: yes

### Misunderstanding the concept of truth and lies
- Justification: No occurrence of this error in the model’s response.
- Label: no

### Misunderstanding logical operators
- Justification: No occurrence of this error in the model’s response.
- Label: no

### Unjustified conclusion
- Justification: No occurrence of this error in the model’s response.
- Label: no

### Unfaithfulness
- Justification: No occurrence of this error in the model’s response.
- Label: no
</|assistant|>

Figure 15: The second few-shot example of the error evaluator six-shot prompt. Examples are presented in chat
form, where the task prompt is depicted in blue, and the desired answer is exemplified in orange.
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<|user|>
### Instruction ###
You are given a PROBLEM STATEMENT and the RESPONSE of a large language model, respectively. Your task is to classify whether a set of errors are
present in the model’s response. For each of the following error types, classify whether the error is present in the model’s response (yes) or not (no).

- False statement reproduction (A statement of the problem description is repeated incorrectly.)
- Assuming statements to be true (The possibility that a character’s statement is a lie is not considered. The model does not question the premises’ truth but
assumes it as given.)
- Misunderstanding the concept of truth and lies (The model does not understand that a truth-teller always tells the truth and a liar always lies. For instance,
the model mistakenly assumes that truth-tellers lie, while liars tell the truth. Alternatively, the model assumes that truth-tellers can only talk about other
truth-tellers and liars can only talk about liars.)
- Misunderstanding logical operators (Logical operators and their implications are not properly understood. The model fails at inferring the logical implica-
tions of a statement. For instance, if character A’s statement is a logical conjunction (e.g. B and C) and A is a liar, the model does not consider all possible
implications of that lie (not B and C, B and not C, not B and not C).)
- Unjustified conclusion (A conclusion about the identity of a characters such as “X is a truth-teller/liar” is presented without ANY justification. Note that
this error does not address the logical validity of a justification, but checks whether a justification is present or not. As an example of this error, the model
might simply state: "Since A is a truth-teller/liar..." without prior justification.)
- Unfaithfulness (A conclusion is drawn that explicitly contradicts a conclusion previously inferred by the model, without the model reflecting on this contra-
diction.)

Start with a short justification for your decision (max. 1-2 sentences). Then, clearly state whether the error type is present (yes) or not (no).

### PROBLEM STATEMENT
A: C is a truth-teller and B is a liar.
B: If A is a truth-teller, then C is a truth-teller.
C: B is a liar and A is a liar.

### RESPONSE
REASONING:
Let’s analyze the statements:

A: C is a truth-teller and B is a liar.
B: If A is a truth-teller, then C is a truth-teller.
C: B is a liar and A is a liar.

If A is a truth-teller, then A’s statement must be true, so C is a truth-teller and B is a liar.
If C is a truth-teller, then C’s statement must be false, so either B is not a liar or A is not a liar.
This contradicts our assumption that A is a truth-teller, so A must be a liar.

If A is a liar, then A’s statement must be false, so either C is not a truth-teller or B is not a liar.
Since A’s statement is false, we can’t conclude anything about C, but we know B is not a liar.
If B is a truth-teller, then B’s statement must be true, so A is a liar and C is a truth-teller.
This is consistent with our previous conclusion that A is a liar.
If C is a truth-teller, then C’s statement must be false, so either B is not a liar or A is not a liar.
We know A is a liar, so B must be a truth-teller.

CONCLUSION:
A: liar
B: truth-teller
C: truth-teller
</|user|>

<|assistant|>
### False statement reproduction
- Justification: The model correctly repeats the statements in the problem description.
- Label: no

### Assuming statements to be true
- Justification: The model considers the possibility that statements might be false.
- Label: no

### Misunderstanding the concept of truth and lies
- Justification: When discussing C’s statement, the model says: "If C is a truth-teller, then C’s statement must be false". However, if C were a truth-teller,
its statement could not be false. This shows a failure of the model to understand the concept of truth.
- Label: yes

### Misunderstanding logical operators
- Justification: The model exhibits several problems to draw the logical implications of statements. For example, it says: "Since A’s statement is false, we
can’t conclude anything about C". However, the logical conjunction of A’s statement allows us to draw conclusions about C.
- Label: yes

### Unjustified conclusion
- Justification: No occurrence of this error in the model’s response.
- Label: no

### Unfaithfulness
- Justification: No occurrence of this error in the model’s response.
- Label: no
</|assistant|>

Figure 16: The third few-shot example of the error evaluator six-shot prompt. Examples are presented in chat form,
where the task prompt is depicted in blue, and the desired answer is exemplified in orange.
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<|user|>
### Instruction ###
You are given a PROBLEM STATEMENT and the RESPONSE of a large language model, respectively. Your task is to classify whether a set of errors are
present in the model’s response. For each of the following error types, classify whether the error is present in the model’s response (yes) or not (no).

- False statement reproduction (A statement of the problem description is repeated incorrectly.)
- Assuming statements to be true (The possibility that a character’s statement is a lie is not considered. The model does not question the premises’ truth but
assumes it as given.)
- Misunderstanding the concept of truth and lies (The model does not understand that a truth-teller always tells the truth and a liar always lies. For instance,
the model mistakenly assumes that truth-tellers lie, while liars tell the truth. Alternatively, the model assumes that truth-tellers can only talk about other
truth-tellers and liars can only talk about liars.)
- Misunderstanding logical operators (Logical operators and their implications are not properly understood. The model fails at inferring the logical implica-
tions of a statement. For instance, if character A’s statement is a logical conjunction (e.g. B and C) and A is a liar, the model does not consider all possible
implications of that lie (not B and C, B and not C, not B and not C).)
- Unjustified conclusion (A conclusion about the identity of a characters such as “X is a truth-teller/liar” is presented without ANY justification. Note that
this error does not address the logical validity of a justification, but checks whether a justification is present or not. As an example of this error, the model
might simply state: "Since A is a truth-teller/liar..." without prior justification.)
- Unfaithfulness (A conclusion is drawn that explicitly contradicts a conclusion previously inferred by the model, without the model reflecting on this contra-
diction.)

Start with a short justification for your decision (max. 1-2 sentences). Then, clearly state whether the error type is present (yes) or not (no).

### PROBLEM STATEMENT
Assume that there exist only two types of people: truth-tellers and liars. truth-tellers always tell the truth, while liars always lie.
You are given the statements from a set of characters. Based on their statements, infer who is a truth-teller and who is a liar:
A: D is a truth-teller.
B: C is a liar and A is a liar.
C: A is a liar.
D: A is a liar and B is a truth-teller.

### RESPONSE
Let’s analyze the statements given:
1. A: D is a truth-teller.
This statement is made by A, who according to statement D, is a liar. Therefore, this statement is a lie, and D is not a truth-teller.
2. B: C is a liar and A is a liar.
This statement is made by B, who according to statement D, is a truth-teller. Therefore, this statement is true, and C and A are both liars.
3. C: A is a liar.
This statement is made by C, who according to statement B, is a liar. Therefore, this statement is true, and A is a liar.
4. D: A is a liar and B is a truth-teller.
This statement is made by D, who according to statement A, is a truth-teller. Therefore, this statement is true, and A is a liar and B is a truth-teller.

Now, let’s summarize our findings:
* A is a liar (according to statements B and C).
* B is a truth-teller (according to statement D).
* C is a liar (according to statement B).
* D is a truth-teller (according to statement A).

CONCLUSION:
A: truth-teller
B: liar
C: liar
D: truth-teller
</|user|>

<|assistant|>
### False statement reproduction
- Justification: The model correctly repeats the statements in the problem description.
- Label: no

### Assuming statements to be true
- Justification: The model considers the possibility that statements might be false.
- Label: no

### Misunderstanding the concept of truth and lies
- Justification: When discussing C’s statement, the model says: "This statement is made by C, who according to statement B, is a liar. Therefore, this
statement is true...". However, if C were a liar, its statement could not be true. This shows a failure of the model to understand the concept of truth.
- Label: yes

### Misunderstanding logical operators
- Justification: The model does not show any failures at understanding logical operators.
- Label: no

### Unjustified conclusion
- Justification: When discussion the implications of A’s statement, the model defines D’s statement as truth without properly justifying this assumption:
"This statement is made by A, who according to statement D, is a liar. Therefore, this statement is a lie, and D is not a truth-teller."
- Label: yes

### Unfaithfulness
- Justification: The model first concludes that "D is not a truth-teller", but then follows up "This statement is made by D, who according to statement A, is a
truth-teller. Therefore, this statement is true." This contradicts the initial conclusion.
- Label: yes
</|assistant|>

Figure 17: The fourth few-shot example of the error evaluator six-shot prompt. Examples are presented in chat
form, where the task prompt is depicted in blue, and the desired answer is exemplified in orange.
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<|user|>
### Instruction ###
You are given a PROBLEM STATEMENT and the RESPONSE of a large language model, respectively. Your task is to classify whether a set of errors are
present in the model’s response. For each of the following error types, classify whether the error is present in the model’s response (yes) or not (no).

- False statement reproduction (A statement of the problem description is repeated incorrectly.)
- Assuming statements to be true (The possibility that a character’s statement is a lie is not considered. The model does not question the premises’ truth but
assumes it as given.)
- Misunderstanding the concept of truth and lies (The model does not understand that a truth-teller always tells the truth and a liar always lies. For instance,
the model mistakenly assumes that truth-tellers lie, while liars tell the truth. Alternatively, the model assumes that truth-tellers can only talk about other
truth-tellers and liars can only talk about liars.)
- Misunderstanding logical operators (Logical operators and their implications are not properly understood. The model fails at inferring the logical implica-
tions of a statement. For instance, if character A’s statement is a logical conjunction (e.g. B and C) and A is a liar, the model does not consider all possible
implications of that lie (not B and C, B and not C, not B and not C).)
- Unjustified conclusion (A conclusion about the identity of a characters such as “X is a truth-teller/liar” is presented without ANY justification. Note that
this error does not address the logical validity of a justification, but checks whether a justification is present or not. As an example of this error, the model
might simply state: "Since A is a truth-teller/liar..." without prior justification.)
- Unfaithfulness (A conclusion is drawn that explicitly contradicts a conclusion previously inferred by the model, without the model reflecting on this contra-
diction.)

Start with a short justification for your decision (max. 1-2 sentences). Then, clearly state whether the error type is present (yes) or not (no).

### PROBLEM STATEMENT
A: F is a liar.
B: A is a truth-teller.
C: D is a truth-teller and B is a truth-teller.
D: E is a truth-teller.
E: D is a liar and B is a truth-teller.
F: I am a truth-teller.

### RESPONSE
Let’s start by analyzing the statements:

1. A: F is a liar.
If A is a truth-teller, then F is indeed a liar, which means A is a truth-teller. But if A is a liar, then F is not a liar, which is a contradiction. Therefore, A
must be a truth-teller.
2. B: A is a truth-teller.
Since A is a truth-teller, this statement is true. Therefore, B is a truth-teller.
3. C: D is a truth-teller and B is a truth-teller.
Since C is a truth-teller, this statement is true. Therefore, D is a truth-teller, and B is indeed a truth-teller.
4. D: E is a truth-teller.
Since D is a truth-teller, this statement is true. Therefore, E is a truth-teller.
5. E: D is a liar and B is a truth-teller.
Since E is a liar, this statement is false. However, we know that D is a truth-teller from statement 3, and B is a truth-teller from statements 2 and 3. There-
fore, E must be a truth-teller.
6. F: I am a truth-teller.
Since F is a liar, this statement is false. Therefore, F is a liar.

Now, let’s summarize the identities:

A: truth-teller
B: truth-teller
C: truth-teller
D: truth-teller
E: truth-teller
F: liar
</|user|>

<|assistant|>
### False statement reproduction
- Justification: The model correctly repeats the statements in the problem description.
- Label: no

### Assuming statements to be true
- Justification: The model considers the possibility that statements might be false.
- Label: no

### Misunderstanding the concept of truth and lies
- Justification: The model’s response does not exhibit this type of error.
- Label: no

### Misunderstanding logical operators
- Justification: The model does not show any failures at understanding logical operators.
- Label: no

### Unjustified conclusion
- Justification: When discussion C’s statement, the model defines C as a truth-teller without proper prior justification.
- Label: yes

### Unfaithfulness
- Justification: The model first concludes that "E is a truth-teller". However, it then continues with: "Since E is a liar, this statement is false", which contra-
dicts the previous conclusion.
- Label: yes
</|assistant|>

Figure 18: The fifth few-shot example of the error evaluator six-shot prompt. Examples are presented in chat form,
where the task prompt is depicted in blue, and the desired answer is exemplified in orange.

21



<|user|>
### Instruction ###
You are given a PROBLEM STATEMENT and the RESPONSE of a large language model, respectively. Your task is to classify whether a set of errors are
present in the model’s response. For each of the following error types, classify whether the error is present in the model’s response (yes) or not (no).

- False statement reproduction (A statement of the problem description is repeated incorrectly.)
- Assuming statements to be true (The possibility that a character’s statement is a lie is not considered. The model does not question the premises’ truth but
assumes it as given.)
- Misunderstanding the concept of truth and lies (The model does not understand that a truth-teller always tells the truth and a liar always lies. For instance,
the model mistakenly assumes that truth-tellers lie, while liars tell the truth. Alternatively, the model assumes that truth-tellers can only talk about other
truth-tellers and liars can only talk about liars.)
- Misunderstanding logical operators (Logical operators and their implications are not properly understood. The model fails at inferring the logical implica-
tions of a statement. For instance, if character A’s statement is a logical conjunction (e.g. B and C) and A is a liar, the model does not consider all possible
implications of that lie (not B and C, B and not C, not B and not C).)
- Unjustified conclusion (A conclusion about the identity of a characters such as “X is a truth-teller/liar” is presented without ANY justification. Note that
this error does not address the logical validity of a justification, but checks whether a justification is present or not. As an example of this error, the model
might simply state: "Since A is a truth-teller/liar..." without prior justification.)
- Unfaithfulness (A conclusion is drawn that explicitly contradicts a conclusion previously inferred by the model, without the model reflecting on this contra-
diction.)

Start with a short justification for your decision (max. 1-2 sentences). Then, clearly state whether the error type is present (yes) or not (no).

### PROBLEM STATEMENT
A: B is a liar if and only if C is a liar.
B: C is a liar.
C: A is a liar.

### RESPONSE
REASONING:
Let’s assume B is a truth-teller.
If B is a truth-teller, B’s statement is true and C is a liar.
If C is a liar, C’s statement is false and A is a truth-teller.
If A is a truth-teller, A’s statement is true, so either B is a liar and C is a liar or B is a truth-teller and C is a truth-teller.
Since we know C is a liar, B must be a liar.
This leads to a contradiction, so B must be a liar.
If B is a liar, B’s statement is false and C is a truth-teller.
If C is a truth-teller, C’s statement is true and A is a liar.
If A is a liar, A’s statement is false, so either B is a truth-teller and C is a truth-teller or B is a liar and C is a liar.
Since we know B is a liar, C must be a truth-teller.
Therefore, we can conclude:

CONCLUSION:
A: liar
B: liar
C: truth-teller
</|user|>

<|assistant|>
### False statement reproduction
- Justification: The model correctly repeats the statements in the problem description.
- Label: no

### Assuming statements to be true
- Justification: The model considers the possibility that statements might be false.
- Label: no

### Misunderstanding the concept of truth and lies
- Justification: The model seem to capture the concept of truth and lies.
- Label: no

### Misunderstanding logical operators
- Justification: The model fails to infer the logical implications of A’s false statement. Although the model identifies A’s statement as a lie, it does not
successfully build the negation of the logical equivalence: "If A is a liar, A’s statement is false, so either B is a truth-teller and C is a truth-teller or B is a
liar and C is a liar."
- Label: yes

### Unjustified conclusion
- Justification: All conclusions are justified.
- Label: no

### Unfaithfulness
- Justification: The model does not infer conclusions that contradict conclusions previously drawn.
- Label: no
</|assistant|>

Figure 19: The sixth few-shot example of the error evaluator six-shot prompt. Examples are presented in chat form,
where the task prompt is depicted in blue, and the desired answer is exemplified in orange.
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