Not all users are the same: Providing personalized explanations for sequential
decision making problems

Utkarsh Soni, Sarath Sreedharan, Subbarao Kambhampati
School of CS and Al, Arizona State University, Tempe, AZ 85281 USA.

Abstract

There is a growing interest in designing autonomous agents
that can work alongside humans. Such agents will undoubt-
edly be expected to explain their behavior and decisions.
While generating explanations is an actively researched topic,
most works tend to focus on methods that generate explana-
tions that are one size fits all. As in the specifics of the user-
model are completely ignored. The handful of works that look
at tailoring their explanation to the user’s background rely on
having specific models of the users (either analytic models
or learned labeling models). The goal of this work is thus to
propose an end-to-end adaptive explanation generation sys-
tem that begins by learning the different types of users that the
agent could interact with. Then during the interaction with the
target user, it is tasked with identifying the type on the fly and
adjust its explanations accordingly. The former is achieved
by a data-driven clustering approach while for the latter, we
compile our explanation generation problem into a POMDP.
We demonstrate the usefulness of our system on two domains
using state-of-the-art POMDP solvers. We also report the re-
sults of a user study that investigates the benefits of providing
personalized explanations in a human-robot interaction set-
ting.

Recent successes in Al have sparked great interest for au-
tonomous agents to be deployed into our day to day life.
Unfortunately, even the most powerful of Al systems fall
quite short when it comes to the ability to work successfully
with humans. A capability sorely missing in most of these
systems is the ability to make sure that the agent acts in a
manner that a human observer would find explicable. When
failing to do so, it must have the ability to explain its deci-
sions to their teammates.

While the problem of explaining Al decisions itself has
been getting a lot of attention (Gunning 2017), they have
generally focused on generating explanations that are ag-
nostic of the actual users of the system. While studies in
social sciences have repeatedly shown the need to gener-
ate explanations that are social, i.e., explanations tailored to
specific background of the explainee (Miller 2019), most re-
cent works in XAl have generally focused on generating ei-
ther one-size-fits-all explanation or ones that are meant ex-
clusively for the designers of the system. A recent trend in
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explanations, that have tried to look at the explainee’s un-
derstanding of the task has been the works done under the
umbrella of model reconciliation (Chakraborti et al. 2017).
They generally look at the problem of explanation as one of
correcting the human’s mental model about the task so they
can correctly evaluate the agent’s decisions. Unfortunately
these works either assume that the agent knows the exact
model of the user (or some proxy of it) (c.f. (Chakraborti
et al. 2017; Sreedharan et al. 2019)) or consider cases which
allow for possible uncertainty about the user model but re-
quire that the uncertain model be explicitly represented in a
specific declarative forms (c.f (Sreedharan, Chakraborti, and
Kambhampati 2018; Sreedharan, Srivastava, and Kambham-
pati 2018)).

In the absence of explicitly given models, the agent would
need to learn a new model for each new user. Realistically,
this would be infeasible as learning a new model might re-
quire a lot of input from the user (not to mention the very
act of interaction to learn these models could end up shifting
their models). Moreover, the agent would not leverage the
existing knowledge it has gained from learning the models
of other users. We believe that a more reasonable setting is
the one in which a given task will have categories of users
such that the users in a category share a similar model of the
task. We refer to these categories as user types. For exam-
ple, for the task of robot-assisted cooking, one can imagine
user types like novice, intermediate and expert chefs. Each
type of user might require different explanations. Now if the
robot has access to the models of each user type and knows
the type of user it is interacting with, then it can successfully
explain its behavior.

A significant challenge in such a setting comes from the
fact that the user types might not be known in advance. In
addition, even if they are, a user cannot be expected to know
which type they belong to. This is particularly true in cases
where each user may not be aware of all the classes of users
or how these classes are typified. Given this complication,
the system we design in this work is tasked with:

1. Identifying the types of users that exists for the task and
learning their mental model of the task.

2. Inferring the type of user that the agent is interacting with,
and using that to give personalized explanations.

In the following sections, we first introduce one of the plan-
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Figure 1: (A) an instance of disaster-rescue domain along with the robot’s execution trace (B) Inaccurate model information

known to each user type

ning domains that we use to evaluate our approach and then
go over how an approximation of a user’s model is learned.
This is followed by a discussion on learning the model for
each type of user. We then go over how our system handles
explaining a plan trace to the user. Since the user’s type is not
known, we setup a POMDP based formulation that can rea-
son about the hidden user’s type and generate explanations
accordingly. Finally, we test a variety of POMDP solvers on
two planning domains and present a user-study that uses cer-
tain objective metrics to determine the benefits of providing
personalized explanations.

Ilustrative example

We will use a disaster-rescue domain to illustrate the ideas
of the paper. It is also one of the domains that we use to eval-
uate our solution approaches. The domain represents a sce-
nario where a rescue robot is tasked with evacuating a victim
to its shelter. There are also certain actions that the robot can
do to get additional reward. Some example actions include
picking up the first aid, extinguishing the fire, refueling at
the fuel station, which give a positive reward. There are also
certain obstacles like rubble and a puddle but the robot is
capable of navigating through them. Thus, the robot doesn’t
incur a negative reward for navigating through any location
with an obstacle. Figure 1 (A) shows one example instance
of the domain and an optimal plan executed by the robot.
Against each action, the corresponding reward is shown as
well.

Outside the domain, we have a human supervisor whose
task is to evaluate the robot’s behavior. The supervisor can
have inaccurate knowledge of certain facts about the do-
main. As an example, we assume there are five types of su-
pervisors identified as fype-A to type-E. Each type of super-
visor can have different knowledge about the domain. For
instance, the supervisor of fype-E thinks that refueling is un-
necessary and associates a negative reward with it. They also
believe that the robot can break when moving into a location
with puddle, and hence the corresponding transition has a
negative reward in their model of the task. Figure 1 (B) enu-
merates the inaccurate facts each type holds for the domain.

When evaluating the robot’s plan trace, the supervisors of
each type may find different parts of the plan inexplicable.
For e.g., the supervisor of type-B will be confused when the
robot picks up the first-aid. Now, the robot isn’t aware of

all the supervisor types, let alone the type of the supervisor
with whom it is interacting. One trivial way to make sure
that the entire plan is explicable to the supervisor is to give
them the entire model of the robot. This, however, can over-
whelm them. We want the robot to provide only the required
explanations to the supervisor. For this to be possible, the
robot needs to figure out what are the types of supervisors
that exists and what explanation messages would make the
plan explicable for each type. Then, while interacting with
the target supervisor, it needs to figure out their type and
accordingly give personalized explanations.

Background

In this work, our focus is on robots that use discounted infi-
nite horizon Markov Decision Processes (MDPs) for solv-
ing a sequential decision making problems (Russell and
Norvig 2002). An MDP M can be formally defined as tuple
(S, A, T, R,v), where: S is the set of states in the domain;
A is the set of actions that the robot can take in any state;
T is the transition function where T'(s, a, s’) gives the prob-
ability that the robot will reach state s’ after taking action
a in state s; R is the reward function such that R(s,a,s’)
gives the reward for a transition (s, a, s’); v is the discount-
ing factor for the rewards obtained (where 0 < v < 1).
A policy 7 for an MDP maps each state to a recommended
action. The value for any state given 7 is the expected cumu-
lative discounted reward obtained if the robot follows 7. For
a given MDP M, the optimal policy 7}, ; is simply the policy
that would give the highest value from any state. Lastly, the
Q-value function, Q (s, a), for an MDP gives the expected
value obtained if the robot takes action a in state s and then
follows the policy 7. We use Q* to denote the Q-value func-
tion corresponding to the optimal policy for the MDP.

In many human-Al interaction scenarios, the model of
the task used by the robot, M" may differ from how the
human understands the task (including the robot’s capabili-
ties). This discrepancy could imply that even when the robot
follows optimal policies, the robot behavior may appear to
be surprising and inexplicable to the human. Works like
(Chakraborti et al. 2017) have looked at how to use explana-
tions to address such scenarios. Specifically they consider
revealing information about parts of the robot’s model to
correct the human’s misunderstanding about the task. In this
work, in particular, we use learned labeling models to figure



out the specific model information to reveal to the user. The
learned model functions as a proxy to the user’s model of the
task. Specifically, we assume a set of explanatory messages
E = {e1,es,...,en}, that include information about the
robot’s model. An example message, for the disaster-rescue
domain, would be the robot obtains a reward of 1.0 for pick-
ing up the first aid. Given a specific transition 7 = (s, a, s},
we learn a labeling model of the form £(r, ), that maps

the transition and a set of messages [ to either labels 1 or
0. Here 1 refers to the fact that once the user is given a set

of messages [ then they find the transition to be explicable,
i.e., there exists an optimal policy in their updated model that
can generate this transition. Note that our work accounts for
the fact that different users of the system may have differ-
ent backgrounds and mental model of the task. Hence, they
may require different sets of explanatory messages. Our goal
through this paper would be to see how we can set out to cre-
ate an explanatory system that is able to create explanations
that are tailor-made for specific users.

Explanation in the Presence of Multiple User
Types

Our specific focus in this paper would be to handle cases
where the robot needs to provide explanations to users with
different backgrounds. To simplify the setting, we will as-
sume that each user’s understanding of the task could be
mapped to one among a set of possible models, and thus
maps to one of the possible labeling models in the set L.
Thus, for any user in the system of type u;, we will denote
the corresponding labeling function as £; € L.

Learning the set of labeling models

Now the first step to setting up such an explanatory sys-
tem for a task M" and a set of messages [E will be to learn
the corresponding labeling function set IL. Thus, the system
needs to identify all the user types, and learn their respec-
tive labeling functions. Similar to (Sreedharan et al. 2019),
we will rely on data collected from users (referred to as ob-
servers) that include robot transitions along with messages
and their corresponding labels provided by the observers.
We will additionally assume that we know which observer
id generated the label. Thus each datapoint takes the form
d = <T,E,l,0> where 7 = (s,a, s’} is the transition, E is
the message set, [ is the corresponding label and o is the
unique observer id. The learner’s primary goal is to separate
the collected data into k& groups where ideally, & is equal
to the true number of user types N, (which is not known),
and each group has data only from a single user type. This
amounts to clustering the observers into & such groups.

To begin, each observer is represented as a vector E, €
{0, 1}/El where each bit corresponds to some message in [E.
For a given E,, the set of messages whose bit is set to 1 rep-
resents the smallest set of messages which when given to the
observer o will make every possible transition explicable to
them. To obtain Eo, the learner first uses the datapoints D,
collected from the observer to train their corresponding la-
beling function £,. Then, using £, the smallest set of mes-

sages is computed that would make all the transitions in D,
explicable to the observer. Finally, the obtained message set
is used as an approximation of E,. Note that in order to learn
a L, that is capable of computing the smallest message set,
our data collection process is different than the one used in
(Sreedharan et al. 2019). In our case, the data is collected
from the observers via counterfactual queries of the form, if

the message set [ was given to the user, then would they find
a transition 7 to be explicable.

Now in this space of explanations, the observers belong-
ing to the same type would tend to be closer to each other
as they require similar explanations. Hence, the learner can
now apply k-means clustering in this space given any input
number of clusters k. Now that we have represented each
observer in this space, the next step is to determine N,,. For
this problem, we define an intra-cluster dissimilarity mea-
sure called disagreements that evaluates a given clustering
of observers. It is calculated as the total number of instances
where two observers that have been clustered together and
been given the same set of messages, disagree on the label of
some transition common between their respective D,. For-
mally we define disagreements as follows:

Definition 1 For a given clustering of observers, disagree-
ments is equal to the total number of pairs of datapoints
d; = (Ti,fEi,li,oi> and d; = <Tj,Ej,lj,0j> that satisfy two
conditions: first, o; and o; belong to the same cluster, and
second, T; = Tj, IEIZ = ]Ej, and l; # ;.

We expect the value of disagreements to be low when each
cluster contains observers from a single type since they share
a similar model of the task. Consequently, the learner ap-
plies clustering to the set of vectors E, parameterized by
the number of cluster k£ where k varies from 1 to the total
number of observers. For each clustering instance, the value
of disagreements is computed. At k = 1, we expect the dis-
agreements to be highest. But as k increase, observers of dif-
ferent types would ideally be placed in separate clusters thus
decreasing disagreements. When k reaches N,,, each cluster
should ideally have observers from a single type. Thus, fur-
ther increasing k& would not reduce the disagreements by too
much (similar to the pattern followed by intra-cluster dis-
tance measures used in k-means clustering when increasing
the number of clusters). We therefore speculate that the el-
bow point of the plot of disagreements against increasing
values of k£ would be equal to the V,,. The learner program-
matically finds this elbow point and uses it as the number of
user types, IV,,.

Given N, and its corresponding clustering output, the
learner can now learn the labeling set LL. First, for each clus-
ter, a union of all the datapoints for all the observer within
that cluster is taken. Each of this set now contains datapoints
corresponding to an identified user type u;. The correspond-
ing labeling model L, is trained on the points in the set. This
gives us the required set L. Additionally, we learn a confi-
dence measure which provides the confidence for the pre-
diction given by any learned model. Specifically, for each
L; we learn a probabilistic model, Py, (I|7, &) which gives
the probability that the user of type ¢ will give 7 the label [



provided they have been given the explanations [E. For no-
tational convenience, we define a set U to include all the
identified user types u;.

Explaining Behavior Traces

With the specific labeling models in place, we are now
ready to generate explanations for a specific behavior trace
IT = (m,...,7m). An explanation in this setting consists
of a sequence of explanatory messages of the form £ =

<E1, s ]Em> where the explanations Ej, are given to the user
at step k of the interaction. At each step k, the user is pre-
sented with the prefix (7, ..., 7;) denoted as 7, where the
fact whether a user of type u; will find any transition 7; to

be explicable is given by the function £ (7;, Uf L(E; )) ie.,
the user would try to make sense of each transition using the
current message as well as previous messages. The user is
expected to provide labels for each transition in 7.

Now each explanatory message may be associated with
some communication cost. To allow for reasoning regard-
ing the tradeoffs between communication and inexplicabil-
ity, we will assume access to C,, the function that gives the

cost of presenting a set of messages E € E to the user;
Cineap» the cost of showing an inexplicable plan step to the
user, and ), a constant value that decides the relative weight
between the total communication and the total inexplicabil-
ity cost for the entire interaction with the user. Thus the cost
of any step in the explanation sequence becomes a linear
combination of these two costs and we can define the total
cost of a explanation sequence as follows:

Definition 2 The cost of an explanation sequence £ =
(Eq,....,E,,), for a trace 11 and a user type u; € U is given
by

i

cE) = e +Z (1 = La(75, | (Er))-Cinewp]

i=1 k=1

Thus, if the user type were to be known, our goal would
be to find a sequence that minimizes this total cost. Unfortu-
nately, this is not true in our case and in addition to reasoning
about the explanatory sequence, we would also need to rea-
son about the hidden user types. We assume that all we have
access to is a possible prior over the user types. A useful
reasoning framework that we could leverage would be that
of partially observable Markov decision process (POMDP)
(Kaelbling, Littman, and Cassandra 1998). We can cast this
problem of reasoning about explanation into a meta POMDP
of the form Mg = (Sg, Ag, Te, Og,Qe,ve). Specifically,
we turn the problem of identification of explanation with un-
known user type into a POMDP where the user type is the
hidden part of the state. Each of the components of M are
of the form:

Sg: Each state in the meta-POMDP would contain a pre-
fix that is part of the trace to be explained, two separate sets
of explanatory messages denoted as Egjven and Epey, a se-
quence L of flags denoting whether the user found each of
the transition within the prefix to be explicable or not given
the messages in Egjyen and finally the hidden user type. The
messages in K. are the ones that will be presented to the

user in the next interaction step. Note that the user type is
unobservable to the robot. Formally, let L., denote the set
of all possible sequence of explicability labels for the transi-
tions within 7. Then the state space is defined as:

Se ={{m, L, Egiven, Bnext, t) |k € [1,m], L € L, , 0 € U
IAEgiven € 2|E‘7Enext € Q‘El and IAEgiven N ]Enexl = @}

Ag: Actions in the POMDP correspond to the set of ex-
planatory messages, E, that the robot can present to the
user in addition to a special action called explain. Thus,
Ag = E U {explain}.

Te: The transition function can be described as acting
in two different modes. Say the interaction is in the state
s = (mp, L  Eoexts Egivem u¢). When the action, a = é (where
eeckE— ngen) then the next state is simply (7, L, Enext U

é ngen, uy) i.e. the explanatory message is added to the set
of messages to be given in the next interaction step. In con-
trast, when a = explain or a € Egiven (i.e. the robot chose
an explanatory message that has already been given), then
the transition function takes the interaction to its next step
where the user is presented with the prefix 74 and given
the messages in ]Enexl. In this case, there will be multiple
possible next states where each state’s label sequence cor-
respond to a possible sequence of labels given to the 7y
by the user of type u. In all those states, the prefix is set to
Tha1s ngen is set to ngen U ey and ey, is set to () in that
order. The user type is unchanged. Assuming each transition
will be labelled independently of each other by any user, the
transition probabilities for each state would be computed as
et Pe, (1 \ngen) where [; is the label given to 7;.

Rg¢: The reward that the robot obtains will incorporate the
cost associated with presenting an inexplicable transition,
and the cost of communicating an explanatory message. For
a transition (s, a, s’) with 7y, as the prefix in s, the reward
function is defined as:

Re — —1.X.Cc(a) ifacE
€7 -1 Zle Cinexp-(1 = 1;) if a = explain

Qg: The set of all observations would be all possible ex-
plicability labels for all prefixes 7, in II. In addition, Q¢ will
contain a special observation denoted as /.

Og¢: The observation model is deterministic. If the interac-
tion moves to its next step, then the observation is the label
sequence L associated with the next state. Otherwise, it is
simply 4.

~ve: We leverage discounting to allow for on-time expla-
nations of the form studied in (Zakershahrak et al. 2019).

Apart from the fact that we are explaining a sequence of
traces, our embedding of the explanation reasoning into a
sequential reasoning framework gives us additional advan-
tages. For one, we are able to leverage the POMDP’s ability
to naturally generate information gathering strategies when
appropriate to help proactively identify the user type. In gen-
eral; for each observation L, it provides us information about
the underlying user type. Assuming each transition is la-
belled independently, the belief about the user type is up-



dated as follows in each interaction step:

bir1(t) =(1/Z).P(Llmys 1, Bgiven, £)-bre ()
(1/Z) HkJrlPEt (l |TZ7 glven) bk( )

Where by (t) denotes the probability that the target user is
of type t at k™ interaction step, I; the label provided by
the user for the transition 7; and Egiven the explanations that
have been presented so far. To leverage the belief update, the
POMDP policy could choose to employ explanation mes-
sages at a step that are designed to help reduce the possible
uncertainty regarding the user’s type. For example in a case
with two user types, say a given transition is inherently ex-
plicable for one type of user while it requires an explanation
for the other type. By withholding any explanation, the sys-
tem would be able to tell the exact user type from the next
observation. Another advantage of using the sequential rea-
soning framework is that it allows us to leverage the fact
that explanations may be non-monotonic (Chakraborti et al.
2017), i.e. the POMDP would prevent revealing unnecessary
information up front that could potentially lead to the user
getting confused.

While there exist exact algorithms for solving POMDPs,
they are intractable for problems with long horizon (which
in the case of M is |II| + |E|). Instead we will mostly focus
on using approximate POMDP solvers. In particular, we will
consider approximations that are myopic, i.e. their ability to
account for information gathering strategies is limited and
we will also be looking at approximations that rely on at
least some limited amount of lookahead.

Although reasoning about information gathering is use-
ful, it is also one of the main complexities in POMDPs (Fern
et al. 2014). Thus, using myopic solvers can be highly effi-
cient. In general, we believe that myopic behavior will not
adversely affect the cost of the interaction for our problem.
Intuitively, this happens because unexpected labels can in-
form the robot about the actual user type. For instance, say
the robot’s current belief is more probable to an incorrect
user type and it gives an explanation specific to that user type
for a transition. The actual user might still find that transi-
tion to be inexplicable, thus driving the belief to the correct
type. We will next go over the POMDP solvers that we use
for generating explanations.

Myopic Approximation: QMDP

QMDP (Littman, Cassandra, and Kaelbling 1995) is a highly
efficient way to learn a POMDP’s policy that uses the Q-
values of states in the underlying MDPs to approximate the
Q-value of a belief state. If the user type of target user is
known, then M ¢, simply becomes an MDP. We use a variant
of this MDP such that its optimal policy can be learned effi-
ciently. The state in this MDP would consist of state compo-
nents of Mg not including the labels sequence and the user
type. We ignore the labels to prevent the state space from
blowing up in size (which would otherwise be exponential in
length of the trace). To retain the robot’s ability to prevent in-
explicable labels, we instead, modify the reward function R¢
for the case when a = explain. In that case, for the MDP cor-
responding to a user type ¢, the reward value for transitioning

into a state with preﬁx 7}, is the expected mexphcablhty cost
of the form —1. ZZ 1 Cinexp-Pr, (1; = 0|75, Egiven).

Let @7 denote the Q-value function for the MDP cor-
responding to user type t for the optimal policy. Then the
Q-value for a belief state b and an action a can be approx-
imated as Q(b,a) ~ >, b(t).Qf(s0,a) where s, are the
state components correspondmg to the MDP for user type ¢.
Intuitively, the Q-value is being computed for a scenario in
which all the ambiguity of the user type would be resolved in
the next step. Thus, the Q-value estimation doesn’t account
for the value provided by information gathering actions.

Myopic Approximation: QHR

This is a variant of a method proposed in (Fern et al. 2014)
to approximate the () values. Although ignoring the labels
helps in reducing the state space, it still increases exponen-
tially in the number of messages. Thus in the QHR approach,
instead of computing the optimal )}, we will use the value
of a suboptimal policy. The suboptimal policy assigns an ac-
tion to any state assuming that the robot will not be allowed
to provide explanations from the next interaction step. In this
case, we let each action a be a set of explanatory messages
i.e. a € 2% and calculate the value of the suboptimal policy
in closed form as follows

QPP (s0,a) = — 1% (A.Ce(a)+
(Il 4

DIPIN 7R

j=k i=1

i = 0|Ti;ij U a).CmeXp)

where k is the current step in the interaction. The estimate
can be computed much faster than computing the entire pol-
icy for the corresponding MDP. We recommend the use of
this technique when the MDP’s state space is large and of-
fline computation of the policy is restricted. Once computed,
the value can be used to get the Q-value estimate Q(b, a) for
any belief state as shown in the QMDP technique.

POMCP with d-step lookahead

The POMCP algorithm (Silver and Veness 2010) has been
shown to achieve high performance for POMDPs with large
state space. We used POMCP on Mg as the approximation
that allows for look ahead. In our work, we made two mod-
ifications to the original POMCP approach. First, while the
original algorithm uses particle filter algorithm to approx-
imate belief update during the search, we performed exact
belief update as described in an earlier section. Secondly,
instead of always running the simulation until the terminal
state, we only run the simulation till depth d in the search
tree. If the node corresponding to the history encountered
till d is not present in the tree, then the simulation proceeds
with the rollout. Otherwise, the simulation is terminated and
value for that belief node is computed using the QMDP tech-
nique.

Evaluation
Computational experiments

We validate our approach by applying it on the disaster-
rescue domain and the four rooms domain (Sutton, Precup,



and Singh 1999). In the latter domain, the robot is simply
tasked with navigating to a goal location using the shortest
path in an area with four rooms while avoiding walls and lo-
cations with a negative reward. The disaster-rescue domains
had the 5 types of users described in Figure 1. For the four
rooms domain, we vary the number of user types and their
models were selected randomly. For evaluation, we define a
model of the domain for each type as an MDP. The param-
eter values of the model will depend on the knowledge the
user type has about the domain. For example, in the disaster-
rescue domain the MDP for user type B will have a negative
reward for the transition in which the robot moves into a lo-
cation with a fence. The MDP models are used to simulate
users for any type for evaluation.

For the four rooms domains, we varied the total num-
ber of user types between 2, 3 and 4. Thus, we had three
different settings for the domain (as opposed to the single
setting of 5 user types for the other domain). For each set-
ting in the four rooms domain, the model of each user type
was randomly selected. First, we identify a parameter set
M that defines the domain’s MDP. It consists of the goal lo-
cations, discounting factor, step cost, special locations with
some penalty, and magnitude of the penalty. We associate
two different values with each parameter ¢ in M denoted
as M7 and M!. We then instantiate the robot’s model by
setting its MDP parameters to their correponding values in
M. For each of the user type ¢, some model parameters
M; C M are selected such that [ J, M; = M. Then each
of the selected model parameters i is assigned the value M.
The remaining MDP parameters are assigned the value M.

For each setting within the domains, the data required to
identify the user types that exist in the domain and learn their
labeling models, is collected by having simulated users of
each type label plan traces. We created 3 observers for each
type (collecting 100 and 300 points per observer for four
rooms and disaster-rescue). For each observer, traces were
generated where the robot starts at some random initial state
and follows the optimal policy till it reaches a terminal state
or a trace length of 10. For each trace, a set of randomly
selected explanatory messages from the set E are given to
the user. The user’s model is updated according to the mes-
sages and labels are obtained for each step of the trace. We
label a transition to be explicable if the optimal policy in the
updated user’s model can generate that transition.

Once the data is collected from the observers, we have
access to a set of labeled transitions for each user type. This
reflects the ideal clustering that can be achieved as data per
type is perfectly separated. We learn the labeling models,
L, corresponding to each user type. These models repre-
sent the best possible labeling models that can be learned
for each user type. For a given set of labeled transitions,
the labeling model is learned as a decision tree classifier.
The input features to the decision tree consists of the tran-
sitions (where the state is defined by the grid locations of
the robot for both the domains), and the set of explanatory
messages. The output is the label given by the user. The test
set accuracy after training the classifier is used as the confi-
dence measure Pp,. The testing accuracies for the LL,,. mod-
els across the domains for all types of users in each setting

was > 0.98.

To evaluate our setup for scenarios where the explanatory
system has no prior knowledge about the user types, we ap-
ply the clustering strategy described earlier for the data col-
lected for each setting. We used the approach presented in
(Satopaa et al. 2011) to find the elbow point on the disagree-
ments vs k plots which was taken as N,,. We then learn the
labeling models for the output clusters which are assumed
to be the labeling models for the identified user types in the
domain. Our clustering approach was able to achieve ideal
clustering i.e. it was able to find the correct number of user
types, and was able to group observers of same type together
in both domains for all the cases except for the setting with
4 user types for four rooms domain where observers from
two different types were clustered together. On analyzing
the last case, we found that the two user types were assigned
model parameters such that all the transitions given to their
observers were explicable to them and hence they didn’t re-
quire any explanations. So it was acceptable for them to be
put in the same cluster and be considered as the same type.
Finally, for the labeling models learned for the identified
user types in each setting, we got testing accuracies similar
to the L, models (i.e > 0.98).

For a baseline technique, for each setting, we learn a sin-
gle labeling model for the entire set of labeled transitions
collected from all the observers. This labeling model is then
attributed to all the users in that setting. This amounts to as-
suming that there exists only a single user type. Since the
labeling model of the target user is now known, the expla-
nation can be generated easily by solving the problem as an
MDP (as described before in QMDP algorithm).

To evaluate the baseline and the POMDP solvers, we de-
fine a regret measure, R = C(&) — C(&),. where C(£) is
the cost of explanation sequence generated by the solver and
C(&)pec is the cost of explanation sequence generated by an
oracle agent which has been given the user’s type and their
labeling model in L.

We compute the regret value under different communica-
tion and inexplicability trade-off conditions by varying .
The cost of communicating an explanatory message and the
cost of presenting an inexplicable transition to the user were
both set to 1 unit. For each value of A\, we generate 3 traces
where the robot start with a random initial state and follows
the optimal policy till it reaches a terminal state. We then use
our POMDP and baseline solvers to generate explanations
for the traces for a user of each type for each setting across
the two domains. The POMCP solver was used with a looka-
head of 2 steps. Table 1 shows the average regret measure for
both the domains for each value of A. The average was taken
across all the plan traces, and all the users within each set-
ting in the domain. It also shows the average cost (C(&)p.)
for the oracle. The low regret values suggest that the our
system is indeed able to figure out the user type and provide
required explanations to the user. Its performance is closer
to the an oracle agent which has been given the best possi-
ble labeling model for the target user. Moreover, all of our
techniques significantly outperform the baseline technique.
The poor performance of the baseline technique can be at-
tributed to the low accuracy of the labeling model that was



. Oracle’s Regret (R = C(E) — C(€)pe)
Domain A c(E -
(E)pe | QMDP [ POMCP [ QHR [ Baseline

0.5 0.27 0.46 0.59 0.62 7.11
1.0 0.55 0.62 0.70 0.96 7.40

Four

roams | 15 | 083 0.66 0.61 1.29 7.62
2.0 1.11 0.70 0.74 1.62 7.85
2.5 1.31 0.74 0.75 2.03 8.14
0.5 0.86 1.06 2.0 3.46 11.93

Di 1.0 1.73 0.93 0.93 5.86 12.06

isaster

resene | 15 26 1.0 1.0 6.53 12.2
2.0 3.46 1.2 1.06 5.13 12.06
2.5 4.33 1.4 1.25 5.36 11.73

Table 1: Average regret and C'(&),. values for the domains

trained on the combined data from all the user types. Among
our solvers, both QMDP and POMCP appear to have similar
performance while outperforming QHR.

User study

We conducted a user study to investigate the effects of pro-
viding personalized explanations on the human-robot inter-
action when the robot is trying to explain a trace to the
human. We performed a between-subject study where the
participants were provided explanations by one of two tech-
niques: personalized and conformant for the disaster-rescue
domain with the user types described in Figure 1. We used
the domain that we designed so as to avoid people having
some prior background knowledge about the task.

Explanation techniques The personalized explanations
were generated using the QMDP framework (with A\ set
to 1) where the participant was treated as the user whose
type is unknown to the framework. As explained in our
methodology, the actual labels provided by the participant
were used to update the robot’s belief about their type. For
learning the labeling model set L, in order to ensure maxi-
mal personalization, we assumed perfect clustering and col-
lected around 1000 data points each from 3 simulated ob-
servers per type. The accuracies for learned models were
> 0.99. In the conformant explanation technique, the robot
generates the explanations such that the presented prefix
would be explicable to the user of any type. Conformant
explanations were generated by using the MDP formalism
described in the QMDP algorithm with the reward func-
tion now computing the expected inexplicabilty cost of the
prefix computed across all the user types, t. Specifically,
when a = explain, the reward for the transition is given as

k
(_1- Zt 27;:1 Cinexp~P£t (lilTia Egiven))~

Tested hypothesis We compare the interactions the partic-
ipant have with the robot for the two explanation techniques
along three dimensions by testing the following hypothesis:
Hypothesis 1 Personalizing explanations lead to a shorter
interaction time with the robot.

Hypothesis 2 Personalizing explanations lead to higher ex-
plicability of the robot’s behavior.

Hypothesis 3 When given personalized explanation, users
are able to retain the updated model of the robot at the end

Measure Conformant | Personalized | p-value
Interaction time 120.48 100.85 0.04
Inexplicable transitions 1.45 0.65 0.032
Quiz score 2.6 345 0.024

Table 2: Objective measures for the explanation techniques

of the interaction.

Procedure The user study was conducted completely over
a web based interface. However, each participant was also on
call with one of the authors in case they had queries about
their task. The participant was only allowed to ask queries to
the author before their interaction with the robot began. The
participants didn’t have to share their screen while perform-
ing the study, and were allowed to keep their video disabled.
We asked the participant to keep their mic on at all time dur-
ing the study.

In the user study, each participant is assigned one of the
user types of the disaster-rescue domain and an explana-
tion technique. In the beginning of the study, the participant
is provided with specific details about the domain that are
known to the type assigned to the participant. They are then
trained on their task in the study which is to evaluate the
robot behavior. At each step of this evaluation, they need to
label each transition they have seen so far as expected or un-
expected based on both the information provided about the
domain as well as any explanations that have been provided
by the robot (we retain the labels from the previous step to
reduce participant’s efforts in case they don’t want to change
any label). The participants were told that explanations are
meant to correct the description of the domain and that they
must update their domain knowledge when given any expla-
nation. We make sure the participant understand the task by
having them label an action with and without explanation
that was added to the domain for illustration.

The training is followed by an eligibility test where we
test whether the participant remembers the task description
accurately. The participants are given a list of actions, and
asked to choose whether the action has a reward > 0 or not.
Upon passing the test, the participant gets to move on to the
evaluation part of the study. After the evaluation, we conduct
a quiz to check whether they remember the updated task de-
scription. In the quiz, the participant has to choose the cor-
rect statements among a set of 4 statements describing the
domain. Two of those statements are inaccurate, while the
other two reflect the domain parameters that would be up-
dated by the explanations that the assigned user type would
need in order to find the entire trace explicable. For each
correct response, the participant got a score of 1.

Results We performed a between subject design with ex-
planation types: personalized and conformant as the factors.
We collected data from a total of 40 participants (graduate
students with 10 females, age ranging from 19 to 31, mean
age= 23.9) where each explanation type was assigned 20
participants each. The 5 user types of the domain were as-
signed uniformly among the 20 participants for each expla-
nation type. To test each hypothesis, we collected certain



objective measures from the interaction. For the first hy-
pothesis, we measured the total time the participant took for
completing the robot’s evaluation. For the second hypothe-
sis, we used the number of transitions that remained inexpli-
cable at the end of the interaction. For the final hypothesis,
we used the score the participant got on the quiz. The ta-
ble 2) provides the average value of each measure across
all participants for each explanation type (interaction time
is in seconds). We performed two tailed t-test and found the
difference between explanation types to be significant for
all the measures (p-values reported in the Table 2). As seen
from the results, personalized explanations generated from
our method outperforms conformant explanations on all the
measures.

Related work

In this work our focus has been on generating explanations
that try to resolve the user’s confusion that arise from the
user’s incorrect or incomplete understanding of the task.
Such explanations have generally been referred to as model
reconciliation explanation in the literature (Chakraborti et al.
2017). In fact, we build on a specific variant of model recon-
ciliation explanation that relies on labeling models instead of
exact models (Sreedharan et al. 2019). Model reconciliation
forms only a type of explanations in the larger landscape
of explanations (Chakraborti, Sreedharan, and Kambham-
pati 2020). Another major form of explanatory information
are the ones designed to provide inferential assistance to the
users, for example works like (Seegebarth et al. 2012; Eifler
et al. 2020; Khan, Poupart, and Black 2009) etc. There is no
reason to believe that such explanatory messages could not
be incorporated into the framework. Many of these messages
are generated independent of specific user information and
thus are completely compatible with our framework. Our
methods should be able to easily identify when certain user
groups would benefit from such messages.

With respect to user specific explanations, while there
have been a number of works that have pointed out the need
for explanations being tailored to the end user’s background
knowledge (c.f. (Miller 2019; Zhou and Danks 2020)) there
has been less number of works that have done this. Within
the context of sequential decision-making the closest work
we are aware of is (Sreedharan, Chakraborti, and Kambham-
pati 2018). Though as mentioned earlier they still require the
possible multiple models to be representable in the form of
an incomplete planning model. Moreover, their user adap-
tive explanations require the ability for the robot to ask spe-
cific questions about user’s knowledge which may not be
available to the system. Similarly (Sreedharan, Srivastava,
and Kambhampati 2018) assumes the user to belong to one
of many types, but expect the user’s model to be an exact
state abstraction of the current task model. This requirement
may not necessarily be always met. Even outside explain-
ing sequential decision making problems, we know of very
few works that allow incorporation of user information. One
possible contender is the work done under the umbrella of
TCAV (Kim et al. 2018), where the user can specify con-
cepts that can be used to build the explanation. Even in this
case, other than being able to build explanations in user’s vo-

cabulary it doesn’t take into account any other information
about the user’s background. Finally, the idea of leveraging
user types in an HRI setting has been previously explored
in (Nikolaidis et al. 2015) where the human and the robot
act collaboratively to complete a task. The robot chooses its
policy based on the target user’s type. This work is comple-
mentary to our approach which focuses specifically on rec-
onciling the model differences to make the robot’s behavior
more explicable.

Our own method to generate the explanations rely on a
compilation POMDP. POMDP, even with the extremely high
computational overhead has been a popular framework for
many human aware application. This is in many ways due
to the fact that incomplete knowledge is a part and parcel of
many real-world human-Al interaction scenarios. An exam-
ple was the use of POMDPs to create hand-washing assis-
tants for people suffering from dementia (Hoey et al. 2010).
Our own use of various approximation is very much in keep-
ing with techniques used by these earlier works (particularly
those investigated in (Fern et al. 2014)).

Conclusion and future work

This paper proposes a way in which a robot can generate
personalized explanations for the human in the loop for the
case where different users can have different mental mod-
els of the task. We argue that while one size fits all explana-
tions are easy to generate they can easily overwhelm the user
of the system with unnecessary communication (as shown
by our user study). We develop an explanatory system that
first identifies the user types that exist for a task, and then
uses a POMDP based formulation that is capable of infer-
ring the user’s type (and hence their model) on the fly. We
show its competence on a disaster-rescue domain and four
rooms domain under different trade-off conditions between
communication and inexplicability cost. We saw that in the
cases considered, all our approaches are able to come quite
close, in terms of interaction cost, to a comparable explana-
tory system that is operating with known user type. We also
presented a user-study where we saw a clear advantage of
personalizing explanations in terms of some objective met-
rics. We see this work as being just the first step, and going
forward we would like to extend this framework to more
general settings. First, we would like to relax the assump-
tion that all users belong to a fixed set of types. We aim to
investigate if Bayesian non parametric techniques would be
useful in detecting novel user types. Second, we aim to im-
prove the sample efficiency of the learning algorithm used to
identify all the user types for the task and learn their labeling
models. We believe that active learning (Settles 2009) based
data collection could be useful to address this objective.

Acknowledgment

This research is supported in part by ONR grants
NO00014-16-1-2892, NO00014-18-1- 2442, N00014-18-1-
2840, N00014-9-1-2119, AFOSR grant FA9550-18-1-0067,
DARPA SAIL-ON grant W911NF-19- 2-0006, and a JP
Morgan Al Faculty Research grant.



References

Chakraborti, T.; Sreedharan, S.; and Kambhampati, S. 2020.
The Emerging Landscape of Explainable Al Planning and
Decision Making. In IJCAI.

Chakraborti, T.; Sreedharan, S.; Zhang, Y.; and Kambham-
pati, S. 2017. Plan explanations as model reconciliation:
Moving beyond explanation as soliloquy. arXiv preprint
arXiv:1701.08317 .

Eifler, R.; Cashmore, M.; Hoffmann, J.; Magazzeni, D.; and
Steinmetz, M. 2020. A New Approach to Plan-Space Expla-
nation: Analyzing Plan-Property Dependencies in Oversub-
scription Planning. In AAAL

Fern, A.; Natarajan, S.; Judah, K.; and Tadepalli, P. 2014. A
decision-theoretic model of assistance. Journal of Artificial
Intelligence Research 50: 71-104.

Gunning, D. 2017. Explainable artificial intelligence (xai).
Defense Advanced Research Projects Agency (DARPA), nd
Web 2: 2.

Hoey, J.; Poupart, P.; von Bertoldi, A.; Craig, T.; Boutilier,
C.; and Mihailidis, A. 2010. Automated handwashing assis-
tance for persons with dementia using video and a partially
observable Markov decision process. Computer Vision and
Image Understanding 114(5): 503-519.

Kaelbling, L. P,; Littman, M. L.; and Cassandra, A. R. 1998.
Planning and acting in partially observable stochastic do-
mains. Artificial intelligence 101(1-2): 99-134.

Khan, O. Z.; Poupart, P.; and Black, J. P. 2009. Minimal
Sufficient Explanations for Factored Markov Decision Pro-
cesses. In ICAPS.

Kim, B.; Wattenberg, M.; Gilmer, J.; Cai, C.; Wexler, J.; Vie-
gas, F.; and Sayres, R. 2018. Interpretability Beyond Fea-
ture Attribution: Quantitative Testing with Concept Activa-
tion Vectors (TCAV). In ICML.

Littman, M. L.; Cassandra, A. R.; and Kaelbling, L. P.
1995. Learning policies for partially observable environ-
ments: Scaling up. In Machine Learning Proceedings 1995,
362-370. Elsevier.

Miller, T. 2019. Explanation in artificial intelligence: In-
sights from the social sciences. Artificial Intelligence 267:
1-38.

Nikolaidis, S.; Ramakrishnan, R.; Gu, K.; and Shah, J.
2015. Efficient model learning from joint-action demon-
strations for human-robot collaborative tasks. In 2015 10th
ACM/IEEE International Conference on Human-Robot In-
teraction (HRI), 189-196. IEEE.

Russell, S.; and Norvig, P. 2002. Artificial intelligence: a
modern approach .

Satopaa, V.; Albrecht, J.; Irwin, D.; and Raghavan, B. 2011.
Finding a” kneedle” in a haystack: Detecting knee points in
system behavior. In 2011 31st international conference on
distributed computing systems workshops, 166—171. IEEE.

Seegebarth, B.; Miiller, F.; Schattenberg, B.; and Biundo, S.
2012. Making Hybrid Plans More Clear to Human Users —

A Formal Approach for Generating Sound Explanations. In
ICAPS.

Settles, B. 2009. Active learning literature survey .

Silver, D.; and Veness, J. 2010. Monte-Carlo planning in
large POMDPs. In Advances in neural information process-
ing systems, 2164-2172.

Sreedharan, S.; Chakraborti, T.; and Kambhampati, S. 2018.
Handling Model Uncertainty and Multiplicity in Explana-
tions via Model Reconciliation. In ICAPS, 518-526.

Sreedharan, S.; Olmo, A.; Mishra, A. P.; and Kambhampati,
S. 2019. Model-free model reconciliation. arXiv preprint
arXiv:1903.07198 .

Sreedharan, S.; Srivastava, S.; and Kambhampati, S. 2018.
Hierarchical Expertise Level Modeling for User Specific
Contrastive Explanations. In IJCAI, 4829-4836.

Sutton, R. S.; Precup, D.; and Singh, S. 1999. Between
MDPs and semi-MDPs: A framework for temporal abstrac-
tion in reinforcement learning. Artificial intelligence 112(1-
2): 181-211.

Zakershahrak, M.; Gong, Z.; Sadassivam, N.; and Zhang, Y.
2019. Online explanation generation for human-robot team-
ing. In IROS.

Zhou, Y.; and Danks, D. 2020. Different “Intelligibility” for
Different Folks. In AIES/AAAL



