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Abstract

Counterfactual image editing is a challenging task
within generative AI. The current literature on the
topic focuses primarily on changing individual
features while being silent about the causal rela-
tionships between features, which are present in
the real world. In this paper, we first formalize
this task through causal language, modeling the
causal relationships between latent generative fac-
tors and images through a special type of causal
model called augmented structural causal mod-
els (ASCMs). Second, we show two fundamental
impossibility results: (1) counterfactual editing
is impossible from i.i.d. image samples and their
corresponding labels alone; (2) also, even when
the causal relationships between latent genera-
tive factors and images are available, no guaran-
tees regarding the output of the generative model
can be provided. Third, we propose a relaxation
over this hard problem aiming to approximate
the non-identifiable target counterfactual distribu-
tions while still preserving features the users care
about and that are causally consistent with the true
generative model, which we call ctf-consistent
estimators. Finally, we develop an efficient algo-
rithm to generate counterfactual image samples
leveraging neural causal models.

1. Introduction
Counterfactual reasoning is a critical component of our
cognitive system. It is essential for solving various tasks,
including assigning credit, determining blame and respon-
sibility, understanding why events occurred in a particular
way and articulating explanations, and generalizing across
changing conditions and environments (Pearl & Mackenzie,
2018; Bareinboim et al., 2022; Correa et al., 2021a). More
recently, there has been a growing interest in counterfactual
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questions regarding image generation and editing. For in-
stance, one might ask “how would the image change had
the dog been a cat?” or “What would the image look like
had the person been smiling?”. Addressing these prototyp-
ical counterfactual questions is challenging and requires
the understanding of the causal relationships between the
features, with practical applications in various downstream
tasks, including data augmentation, fairness analysis, gen-
eralizability, and transportability (Bareinboim et al., 2015;
Schölkopf et al., 2021; Lee et al., 2020; Mao et al., 2022).

Some initial methods for counterfactual image editing tasks
typically involve searching for adversarial samples (Goyal
et al., 2019b; Wang & Vasconcelos, 2020; Dhurandhar et al.,
2018). For example, (Dhurandhar et al., 2018) proposed
a minimum-edit counterfactual method that aims to iden-
tify the minimum and most effective perturbations needed
to change the classifier’s prediction. With the ability to
generate high-quality synthetic images from a latent space
through GANs (Brock et al., 2019; Karras et al., 2019),
VAEs (Child, 2021; Vahdat & Kautz, 2020), and Diffusion
Models (Ho et al., 2020; Song et al., 2021), recent ap-
proaches edit images by manipulating vectors in the latent
space (Shen et al., 2020; Härkönen et al., 2020; Khorram &
Fuxin, 2022; Chai et al., 2021).

More recently, text information has also been leveraged in
image editing tasks. The image description in text is ben-
eficial to the encoding process and guiding manipulations
in the latent space (Radford et al., 2021; Avrahami et al.,
2022; Crowson et al., 2022; Gal et al., 2022; Patashnik et al.,
2021); also the natural editing instruction text can be di-
rectly used to prompt the transition from the original to the
counterfactual images (Brooks et al., 2023). However, such
approaches focus primarily on changing a single categorical
label of a given image, and more fundamentally, do not
take the causal relationships among the underlying genera-
tive factors into account. We illustrate the challenge when
multiple features are involved in the generation task next.

Example 1.1. Consider a dataset of human faces. Based
on our understanding of human anatomy and facial expres-
sions, we know that both Gender and Age do not causally
affect each other while Age does affect Hair color. Mean-
while, the dataset collected has older males and younger
females, i.e., there exists a strong correlation between Age
and Gender. Formally, the causal relationships between
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Figure 1: (Left) A causal graph depicting the causal relationships among features. (Right) Image editing results are displayed,
with the first row showing edits incorporating causal relations, and the second row without them. Each column represents a
unique counterfactual query, altering the age, gender, and gray hair of the individuals.

the three generative factors are shown in Fig. 1.

Existing methods focus on editing a single concept while
the effects of the intervened concepts on others are not
considered. Suppose we are evaluating the counterfactual
query: "Given a certain image, what would the face look
like had the person been older?". If the age of the person is
changed naively, gender and hair color may also change due
to the correlation between these features found in the data.
For example, when making an image of a woman older, the
AI may inadvertently change her gender to male; see the
yellow row in Figure 1. However, it would be expected that
changes in age should not affect gender when performing
causal editing, as shown in the figure’s first row (in blue).

More importantly, existing methods are unable to answer to
what extent hair color should change after an interven-
tion on age. Even though some recent methods may be able
to enforce consistency in terms of gender, the causal effect
from the age to the hair color may not be reflected in the
counterfactual images. For instance, gray hair may never
appear after editing by non-causal approaches. In contrast,
causal image editing ensures the effects of target interven-
tions on other features are carried over properly from the
factual to the proper counterfactual world. To illustrate, ed-
its in Fig. 1 (blue) are more closely aligned with the reality
in which these causal invariances are presented. ■

To capture the causal relationships among generative factors,
we build on a class of generative models known as Structural
Causal Models (SCMs) (Pearl, 2000). A fully instantiated
SCM induces what is known as the Pearl Causal Hierarchy

(PCH; also called ladder of causation) (Pearl & Macken-
zie, 2018; Bareinboim et al., 2022). The PCH consists of
families of distributions in increasing levels of refinement:
layer 1 (L1) corresponds to passive observations and typical
correlations, layer 2 (L1) to interventions (e.g., changing a
variable to see the effect), and layer 3 (L3) to counterfactu-
als (e.g., considering what would happen under hypothetical
scenarios). A result known as the causal hierarchy theorem
states that higher-layer distributions cannot be answered
only from the lower-layer ones (Bareinboim et al., 2022).

Recently, researchers have connected SCMs with deep gen-
erative models by implicitly finding surrogate models of the
true generative model relating images and its generative fac-
tors. Despite the progress made so far, many of these works
have limitations in different dimensions that are important to
our context. First, they assume Markovianity, which implies
the absence of unobserved confounding among generative
factors. While this assumption may hold in specific settings,
it is certainly strong and does not hold in many others, such
as Gender and Age described in Example 1.1 (Kocaoglu
et al., 2018; Pawlowski et al., 2020; De Sousa Ribeiro et al.,
2023; Sanchez & Tsaftaris, 2022; Sauer & Geiger, 2021;
De Sousa Ribeiro et al., 2023; Dash et al., 2022).

Second, many of these works estimate counterfactual
queries for images and generate samples without consid-
ering whether the target query is identifiable. In particu-
lar, samples are generated even though the query is non-
identifiable, which implies that no guarantee can be pro-
vided in terms of the quality and causal consistency of the
image. In particular, it is unclear whether the causal invari-
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ances present in the real systems are preserved across the
original and generated images.

Third, other works focus on parametric SCMs over gener-
ative factors, such as linear mechanisms, while we study a
more general class of non-parametric models (Yang et al.,
2021; Shen et al., 2022). Recently, a new class of genera-
tive models has been developed, the Neural Causal Model
(NCM), which encodes causal constraints into deep genera-
tive models (Xia et al., 2021; 2022). These models are capa-
ble of both identifying and then estimating counterfactual
quantities in non-parametric settings. Despite the sound-
ness of this approach to handling general, non-parametric
variables in theory, it remains challenging to estimate coun-
terfactual images, as the structure between generative factors
and images is not taken into account. In practice, it’s hard to
scale these models to higher dimensions. Further discussion
on related works is provided in Appendix C.

In this paper, we study the principles underpinning counter-
factual image editing tasks and develop a causally-grounded,
practical framework for these critical generative capabilities
in high-dimensional settings. To achieve this, we formalize
counterfactual image tasks according to augmented SCMs
(ASCMs), a special class of SCMs taking the image gen-
eration step into account. This formulation allows for the
encoding of causal relationships between generative factors
and the low-level representation, an image in this case. It
also enables the modeling of image editing tasks as querying
counterfactual distributions induced by true yet unknown
ASCMs. More specifically, our contributions are as follows:

1. We formally show that image counterfactual distributions
are almost never identifiable from only observational i.i.d
image samples. Further, even when the causal relationships
between generative factors and images are given, the target
counterfactual distribution is still non-identifiable (Sec. 3).

2. We relax these settings and develop a new family of
counterfactual (ctf-) consistent estimators to approximate
non-identifiable distributions. This provides the first pro-
cedure with formal guarantees of causal consistency w.r.t.
the true generative model. With a sufficient condition to
obtain ctf-consistent estimators, we then develop an effi-
cient algorithm (ANCMs) to sample counterfactual images
in practice (Sec. 4). Extensive experiments are conducted to
demonstrate the effectiveness of ANCMs (Sec. 5).

All supplementary material (including proofs) is provided
in the full technical report (Pan & Bareinboim, 2023).

Preliminary. Here we provide the necessary background
for this work. An uppercase letter X indicates a random
variable and a lowercase letter x indicates its corresponding
value; bold uppercase X denotes a set of random variables,
and x is its corresponding values. The domain of X is
denoted as XX . P (X) is a probability distribution over X.

Our work relies on the Structural Causal Models (SCMs)
(Pearl, 2000, Ch. 7); we follow the presentation in (Barein-
boim et al., 2022). An SCM is a 4-tuple ⟨U,V,F , P (U)⟩,
where U is a set of exogenous variables, that are deter-
mined by factors outside the model; V = {V1, V2, . . . , Vd}
is the set of endogenous variables that are determined by
other variables in the model; F is the set of functions
{fV1 , fV2 . . . , fVd

} mapping UVj ∪ PaVj to Vj , where
UVj ⊆ U and PaVj ⊆ V\Vj ;P (U) is a probability func-
tion defined over the domain of U. Each SCMM induces
a causal diagram G, which is a directed acyclic graph where
every Vj is a vertex. There is a directed arrow from Vj to
Vk if Vj ∈ PaVk

. And there is a bidirected arrow between
Vj and Vk if UVj and UVk

are not independent with each
other (Bareinboim et al., 2022, Def. 11).

An intervention on a subset of X ⊆ V, denoted by do(x),
is an operation where X takes value x, regardless how X
are originally defined. For an SCM M, let Mx be the
submodel ofM induced by do(x). For any subset Y ⊆ V,
the potential outcome Yx(u) is defined as the solution of Y
after feeding U = u into the submodelMx. Specifically,
the event Yx = y represent "Y would be y had X been x".
The counterfactual quantities induced by an SCMM are
defined as (Bareinboim et al., 2022, Def. 7):

PM(yx, . . . , zw) =

∫
XU

1Yx(u)=y,...,Zw(u)=zdP (u), (1)

where Y, . . . ,Z,X, . . . ,W ⊆ V. P (Yx) reduces to an ob-
servational distribution P (Y) when X is an empty set. The
counterfactual optimal bounds are closed intervals based on
the following optimization problem (Zhang et al., 2022).

Definition 1.2 (Optimal Counterfactual Bounds). For a
causal diagram G and observed distributions P (V), the
optimal bound [l, r] over a counterfactual probability
PM(yx, . . . , zw) is defined as, respectively, the minimum
and maximum of the following optimization problem:

max /min
M∈Ω(G)

PM(yx, . . . , zw) s.t.PM(V) = P (V) (2)

where Ω(G) is the space of all SCMs that agree with the
diagram G, i.e., Ω(G) = {∀M|GM = G}. ■

We use neural causal models (NCMs) for estimating coun-
terfactual distributions, which are defined as follows (Xia
et al., 2021):

Definition 1.3 (G-Constrained Neural Causal Model
(G-NCM)). Given a causal diagram G, a G-constrained
Neural Causal Model (for short, G-NCM) M̂(θ) over vari-
ables V with parameters θ = {θVi

: Vi ∈ V} is an SCM
⟨Û,V, F̂ , P̂ (Û)⟩ such that Û = {ÛC : C ⊆ V}, where
(1) each Û is associated with some subset of variables C ⊆
V, andXÛ = [0, 1] for all Û ∈ Û; (2) F̂ = {f̂Vi

: Vi ∈ V},
where each f̂Vi is a feed forward neural network parame-
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terized by θVi
∈ θ mapping values of UVi

∪ PaVi
to val-

ues of Vi for UVi = {ÛC : ÛC ∈ Û s.t. Vi ∈ C} and
PaVi = PaG(Vi); (3) P̂ (Û) is defined s.t. Û ∼ Unif(0, 1)

for each Û ∈ Û. ■

2. Augmented SCMs and Image
Counterfactual Distributions

In this section, we model the image counterfactual edit-
ing problems in causal language. We first define a special
type of SCMs to model the generation process of an image
variable I, which is called Augmented SCMs.

Definition 2.1 (Augmented Structure Causal Model). An
Augmented Structure Causal Model (for short, ASCM) over
a generative level SCMM0 = ⟨U0,V0,F0, P

0(U0)⟩ is a
tupleM = ⟨U, {V, I},F , P (U)⟩ such that
(1) exogenous variables U = {U0,UI};
(2) V = V0 are labeled observed endogenous variables; I
is an m dimensional image variable;
(3) F = {F0, fI}, where fI maps from (the respective
domains of) V ∪UI to I, which is an invertible function
regarding V. Namely, there exists a function h such that
V = h(I);
(4) P (U0) = P 0(U0). ■

The ASCMM is a "larger" SCM describing a two-stage
generative process. UI interact with labeled V to produce
other unlabeled features Ũ through part of fI in the first
stage. In the second stage, the remaining part of fI mixes the
observed V and unobserved generative factors Ũ to create
the image’s set of pixels. Throughout this paper, we assume
that domains of observed generative factors V are discrete
and finite. An important aspect of fI is that it is invertible
regarding V since generative factors V are present directly
in a given image i. The inverse h represents a labeling
process that assigns the correct labels of V to i. Then, for
any W ⊆ V:

P (w | i) = 1 [w = hW(i)] (3)

where hW(·) is the subfunction of h mapping from I to W.
The next example illustrates the modeling of face images.

Example 2.2. (Example 1.1 continued). Now we consider
the augmented generative process, ASCM M∗: ⟨U =
{UF , UY , UH1

, UH2
,UI}, {{F,H, Y }, I},F∗, P ∗(U)⟩,

where the mechanisms

F∗ =


F ← UF ⊕ UY

Y ← UY

H ← (¬Y ∧ UH1
)⊕ (Y ∧ UH2

)

I← f face
I (F, Y,H,UI)

(4)

and the exogenous variables UF , UY , UH1 , UH2 are inde-
pendent binary variables, and P (UF = 1) = 0.4, P (UY =

1) = 0.4, P (UH1
= 1) = 0.4, P (UH2

= 1) = 0.2. UI can
be correlated with UF , UY , UH1 , UH2 . The variable F rep-
resents gender (male F = 0; female F = 1), Y represents
age (young Y = 0; old Y = 1), and H represents whether
the person has gray hair (gray H = 1; non-gray H = 0).
We can verify the observational distribution and find that
Y = 1 and H = 1 are positively correlated and older people
are more likely to have gray hair.

Before the image is taken, UI and {F, Y,H} produce other
unobserved generative factors Ũ, such as wrinkles and smil-
ing at the generative level. Among them, some factors (such
as wrinkles) can be produced by both V and UI, and other
factors (such as smiling) can be produced only by UI. Then,
fI maps all generative factors (including unobserved and ob-
served ones) to image pixels I at the second stage. Looking
at the image, {F, Y,H} are deterministic and one can label
them through function h, the inverse of f face

I {F, Y,H}. ■

Equipped with ASCMs, we now formalize the counterfac-
tual image generation tasks through causal semantics. Sup-
pose the true underlying ASCM isM∗, which is unobserved.
The goal is to query a specific type of counterfactual distribu-
tion, i.e., PM∗

(I, Ix′), induced byM∗ given the observed
distribution P (V, I), where X ⊆ V. Factorizing this joint
probability distribution, we have PM∗

(I = i, Ix′ = i′) =
PM∗

(I = i)PM∗
(Ix′ = i′ | I = i). This L3-quantity can

be explained as follows. The initial image i is sampled from
PM∗

(I) and the goal is to edit i to a counterfactual ver-
sion i′ with modified features X = x′, where i′ is sampled
from PM∗

(Ix′ | I = i) 1. For example, the distribution
PM∗

(I, IY=0) (induced by the ASCM introduced in Exam-
ple 2.2) answers the query "generate an image of a person’s
face and edit the face to make the person look older".

Throughout this paper, we call this type of L3-distributions
as Image Counterfactual (I-ctf) Distributions. A particular
instantiation of the image variable, such as P (I = i, Ix′ =
i′), is called on Image Counterfactual (I-ctf) Query. The ex-
planation of I-ctf distributions at the generative level is that
given all generative factors in the initial images, what would
they be had X taken value x′. For instance, PM∗

(I, IY=0)
is asking what would observed factors (gender, hair color)
and unobserved factors (wrinkles, smiling, narrow eyes, ...)
be had the person been older.

3. Non-identifiability of I-ctf Distributions
In classic counterfactual image editing tasks, a generator
M̂ is trained to match the distribution P (V, I), and then
the pair of an initial image and its counterfactual can be
sampled from PM̂(I, Ix′) induced by the generator. How-

1PM∗
(Ix′ | I = i) serves for editing real images when the

initial image i is a real one given by an user.
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ever, as alluded to earlier, the Causal Hierarchy Theorem
(Bareinboim et al., 2022, Thm. 1) states that counterfactual
distributions cannot be computed merely from correlations.
In particular, we show next the non-identifiability of any
I-ctf query from pure observational data:

Corollary 3.1 (Image Causal Hierarchy Theorem). Any
I-ctf distribution is almost never uniquely computable from
the observational distribution. ■

In other words, Corol. 3.1 states that PM̂(I, Ix′) induced
by the proxy generator may not be consistent with the true
PM∗

(I, Ix′) even when M̂ fits the observed distributions
perfectly (i.e., PM̂(V, I) = PM∗

(V, I)) as illustrated in
Fig. 2. This inconsistency implies the effect of intervention
X = x′ on other generative factors (features) may differ
from the true model and the proxy generator (see Fig. 17
and Example D.1 in Appendix. D).

One of the realizations from the broader causal inference
literature is that further assumptions are needed in order to
perform counterfactual reasoning. Then we will leverage
the causal diagram of the true underlying ASCM to discuss
whether an I-ctf distribution is uniquely computable.

A causal diagram encodes constraints over counterfac-
tual distributions compatible with the true and unobserved
ASCM, narrowing down the hypothesis space of the proxy
generator (Bareinboim et al., 2022, Sec. 1.4). It can be
obtained from prior information about concepts in images.
For instance, the qualitative understanding that getting older
likely leads to gray hair suggests that there should be a di-
rect edge from Y to H in Example 2.2. The causal diagram
can be regarded as a causal inductive bias based on human
knowledge. The complete causal diagram induced byM∗

is shown in Figure 3; the diagram induced byM∗
0, at the

generative level, is in the dashed box.

Once qualitative knowledge about the generative process is
encoded in the causal model, our new goal is to infer a target
query PM∗

(I, Ix′) given a causal diagram G over {V, I}
and observational distributions P (V,L). We next define
the notation of identifiability in the context of ASCMs.

Definition 3.2 (Identifiability). Consider the true under-
lying ASCM M∗ defined over {V, I} and the corre-
sponding causal diagram G and observational distribution
P (V, I). P (i, i′x′) is said to be identifiable from the in-
put ⟨P (V, I),G⟩ if PM(1)

(i, i′x′) = PM(2)

(i, i′x′) for every
pair of ASCMsM(1),M(2) ∈ ΩI(G) s.t. PM(1)

(V, I) =

PM(2)

(V, I), where ΩI(G) is the space of ASCMs that in-
duces G. The distribution P (I, Ix′) is said to be identifiable
if P (i, i′x′) is identifiable for every i, i′ ∈ XI. ■

Compared to the previous definition of identifiability in lit-
erature (e.g., (Pearl, 2009, Ch. 3)), Def. 3.2 restricts the
space of SCMs to ASCMs and only considers I-ctfquery

40

P ̂ℳ (V, I)

Pℳ*(I, IX=x′ 
)

P ̂ℳ (I, IX=x′ 
)

I =

IY=0 =
No gray hair in 
counterfactual 
images

Gray hair in 
counterfactual 
images

I =

IY=0 =

Unobserved 
Nature/Truth

ℳ*

Learned/ 
Proxy ̂ℳ

Pℳ*(V, I)

Pℳ*(V, I) = P ̂ℳ (V, I) ?

Observational 
distributions

Image counterfactual 
distributions

Pℳ*(I, IY=0)

P ̂ℳ (I, IY=0)

Figure 2: The proxy generator M̂ is compatible with the
same observational distributions with the unobserved true
model but is not guaranteed to induce the same target query.

P (i, i′x′). The identifiability of P (I, Ix′) is equivalent to
saying that P (I, Ix′) is uniquely computable given the ob-
servational distribution and the graphical constraints en-
coded in G. However, the following proposition implies that
even with prior causal information about V as encoded in
G, P (i, i′x′) is still not identifiable.

Theorem 3.3. The I-ctf distribution P (I, I′x′) is not identi-
fiable from any combination of ⟨P (V, I),G⟩. ■

This non-identifiability challenge comes from two perspec-
tives. First, it is unknown how UI interacts with V to pro-
duce unobserved factors (denoted as Ũ) while these inter-
actions have implications for determining how the counter-
factual image should look like. Second, another perspective
follows that given the observed values of a generative factor
X and its child Y , P (y′x′ | y, x) is never point identifi-
able from the observational distribution (see also Fig.17 and
Examples D.2 and D.3 in Appendix D).

4. Counterfactually consistent estimation of
I-ctf Distributions

So far, we have seen that no I-ctf distribution is identifiable
given the causal diagram and the observational distribution.
A question naturally arises considering this situation: can
these non-identifiable distributions be estimated in any rea-
sonable way? In other words, when the proxy generator
(M̂) does not induce the exact same I-ctf distributions with
the true model, what tolerance could be acceptable between
PM̂(I, Ix′) and the true PM∗

(I, Ix′)? In addition, we need
an estimator to guarantee the approximation of PM∗

(I, Ix′)
be within the tolerance no matter what observed distribu-
tion and causal diagram are given as input. To achieve this,
we propose the following two directions to relax the ex-
act estimation of query PM∗

(i, ix′) while retaining causal
principles and reasonable results.

(1) Care set W. As illustrated in Sec. 2, PM∗
(i, ix′) takes

into account how all generative factors ({V, Ũ}) in an im-
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age would change after the intervention do(X = x) takes
place. Still, in practical situations, one may only be con-
cerned about how some specific features behave after the
intervention but not the whole image. In Example 2.2, all fa-
cial features should change causally after making the person
older. To illustrate, the intervention on age should preserve
the gender and smiling status, and change the hair color with
probability 0.4 since PM∗

(FY=0 = 0, HY=0 = 1 | F =
0, Y = 1, H = 0) = 0.4. However, in practice, one may
only care about the gender and age after the intervention,
but not whether the hair color, smiling status, and back-
ground of the image are presented the same way or not. If
so, the counterfactual image can have gray hair features
and smiling features with arbitrary probability. We intro-
duce the following definition to describe the counterfactual
distributions among the selected set of features.
Definition 4.1 (Feature Counterfactual Query). Denote W
as a set of features one cares about and ϕ as a function
mapping from I to W (W = ϕ(I)). The feature counterfac-
tual query (for short, F-ctf) query regarding to P (i, ix′) is
defined as:∫

i(1),i(2)∈XI

1
[
ϕ(i(1)) = w, ϕ(i(2)) = w′

]
dP (i(1), i

(2)
x′ ) (5)

where w = ϕ(i), and w′ = ϕ(i′). We denote the F-ctf
query as ϕ(P (i, i′x′)).

In other words, the F-ctf query is a push-forward mea-
sure from P (i, i′x′) through ϕ. The quantity in Eq. 5 in-
tegrates over all P (i(1), i

(2)
x′ ) such that {i(1), i(2)} has the

same cared features {w,w′} with {i, i′} in the target query.
For concreteness, consider the counterfactual image query
P (i, iY=0), where i is a smiling young male without gray
hair and i′ is a smiling old male with gray hair. Suppose the
care set W contains the features: gender and age. The F-ctf
query ϕ(P (i, i′x′)) calculates the probability that the original
image describes a young male and the counterfactual image
describes an old male after editing. Following Equation (5),
ϕ(P (i, i′x′)) sums over P (i(1), i

(2)
x′ ), where i(1) describes a

young male, i(2) describes an old male. In addition, i(1)

and i(2) can have arbitrary hair and smiling features since
those are not part of W. The F-ctf query induced by a proxy
ASCM can be simplified using the following result.
Lemma 4.2. Consider the true underlying ASCMM∗ over
{V, I}, a feature set W ⊆ V with mapping function ϕ =
h∗
W, where h∗

W is the inverse function of f∗
I w.r.t. W, and a

proxy ASCM M̂ over {V, I}. if PM̂(V, I) = PM∗
(V, I),

then
h∗
W(PM̂(i, i′x′)) = PM̂(w,w′

x′), (6)

where w = h∗
W(i), and w′ = h∗

W(i′). ■

This result says that if M̂ agrees on the observational distri-
bution ofM∗ and the care set W is a subset of observed gen-
erative factors V, the F-ctf query ϕ(P (i, i′x′)) is equivalent

F HY

I

D
C B

I

Figure 3: The causal diagram of the inM∗ in Example 2.2
(left) and "Backdoor" setting in Sec. 5.1 (right).

to a counterfactual quantity PM̂(w,w′
x′) over W induced

by M̂0 at the generative level. We normalize PM̂(w,w′
x′)

as PM̂(w′
x′ | w) by dividing PM̂(w) and will focus on

this conditional F-ctf query when the proxy model satisfies
PM̂(V, I) = PM∗

(V, I) as illustrated next.

Example 4.3. Consider the counterfactual image query
P (i, iY=0), where i is a young male without gray hair
(F = 0, Y = 1, H = 0) and i′ describes an old male
with gray hair (F = 0, Y = 0, H = 1). Suppose the care
set W contains the feature gender (F ) and age (Y ) as in
Example 2.2, i.e., W = {F, Y }. Lem. 4.2 suggests the
F-ctf query is PM̂(FY=0 = 0, HY=0 = 1, F = 0, Y = 1)

, whenever M̂ is compatible withM∗ w.r.t. the observa-
tional distribution. The normalized conditional F-ctf query
is PM̂(FY=0 = 0, HY=0 = 1 | F = 0, Y = 1), which
illustrates the probability that the gender was still male had
a young male gotten older. ■

(2) Optimal Bounds. A complementary relaxation arises
from the observation that even when a query is not point
identifiable, it is still possible to compute informative
bounds over the target distribution from a combination of the
observational data and the causal diagram (Manski, 1990;
Balke & Pearl, 1994; Zhang et al., 2022). These bounds
serve as a natural measure of distance, or tolerance, between
what is empirically obtainable from the data and the true,
yet unobserved, counterfactual distribution. This occurs
because numerous ASCMs, compatible with the observed
data, can generate counterfactual distributions encompass-
ing the bound. Any value within the optimal bound [l, r]
(Def. 1.2) falls within the range of some possible ground
truth, contingent on the given assumptions. As assumptions
are strengthened, the bounds naturally narrow.

Based on the above discussion, we formally define a class of
counterfactual consistent estimators of the target P (I, Ix′).

Definition 4.4 (Ctf-Consistent Estimator w.r.t. Feature Set
W). Consider a feature set W ⊆ V and its mapping func-
tion ϕ = h∗

W, where h∗
W is the inverse function of f∗

I

regarding W. PM̂(i, i′x′) is said to be a ctf-consistent esti-
mator of PM∗

(i, i′x′) w.r.t. W if
(1) the observational distributions induced by M̂ andM∗

are the same, namely, PM̂(V, I) = PM∗
(V, I) and
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(2) the F-ctf query ϕ(PM̂(i, i′x′)) is within the optimal
bound of P (w,w′

x′) derived by P (V) and G, where w =
h∗
W(i) and w′ = h∗

W(i′);
The proxy quantity PM̂(I, Ix′) is said to be a ctf-consistent
estimator of the true PM∗

(I, Ix′) w.r.t. W if PM̂(i, ix′) is
ctf-consistent for every i, i′ ∈ XI. ■

Notice that the F-ctf query ϕ(PM̂(i, i′x′)) is equivalent to
PM̂(w,w′

x′) according to Lem. 4.2. Def. 4.4 states that
if (1) the observational distribution induced by the proxy
model agrees with the true model, and (2) the F-ctf query
induced by the proxy model is within the optimal bound of
P (w,w′

x′), then the PM̂(i, i′x′) can be regarded as a ctf-
consistent estimation of the true target query PM∗

(i, i′x′) .
Def. 4.4 does not require that the proxy model M̂ induces
the same P (I, Ix′) but expect M̂ to be ctf-consistent with
M∗ regarding the care set W while ignoring other observed
generative factors V\W and Ũ. Specifically, PM̂(w,w′

x′)
should be within the optimal bound but no restriction is im-
posed over the features in V\W and Ũ. The next example
illustrates this idea.

Example 4.5. (Example 4.3 continued). Def. 4.4 suggests
the conditional F-ctf query Q = PM̂(FY=0 = 0 | F =

0, Y = 1) induced by the proxy model M̂ should be in the
optimal bound [r, l], where

r = l = PM̂(F = 0 | F = 0, Y = 1) = 1 (7)

since the intervention do(Y = 0) has no effect on F in
the causal diagram (Figure 3).This implies that the gender
must remain the same after the editing. In the meantime, it
does not matter whether the hair is gray (V\W) or not and
whether the person is smiling (Ũ) since these features are
not in the care set.

Now suppose the user cares about gender, age, and hair
color, namely, W = {F, Y,H} (instead of {F, Y }). Based
on Def. 4.4 and Lemma 4.2, the corresponding conditional
F-ctf query is

Q = P (FY=0 = 0, HY=0 = 1 | F = 0, Y = 1, H = 0),
(8)

and Q illustrates the probability that the individual is still
a male and has gray hair after getting older. This optimal
bound analytically can be derived as (see (Pearl, 2009, Thm.
9.2.12)):

l = max{0, 1− P (H = 0 | F = 0, Y = 0)

P (H = 0 | F = 0, Y = 1)
} = 0.25

r = min{1, P (H = 1 | F = 0, Y = 0)

P (H = 0 | F = 0, Y = 1)
} = 0.5

(9)

Any PM̂(i, iY=0) such that PM̂(V, I) = PM∗
(V, I)

and QM̂ ∈ [0.25, 0.5] is a ctf-consistent estimator of

 
encoder

Qw( ̂U ∣ I)

̂U ∼ P( ̂U )

decoder̂ℳ

F Y H

I

F

̂U C1

̂U C2

Y

H

I I

̂fF

̂fY

̂fH

̂f I

Figure 4: The ANCM structure for Example 2.2.

PM∗
(i, iY=0). Even if QM̂ is not equal to the true F-ctf

query QM∗
= 0.4, the error is acceptable compared to the

non-causal method currently used in practice. For example,
one may only make the person older (change Y from 0 to 1),
but keep other features as close as possible with the initial
image. Using such methods, the counterfactual image will
never have gray hair, thus the estimation Q = P (FY=0 =
0, HY=0 = 1 | F = 0, Y = 1, H = 0) = 0. The causal
effect of the intervention Y = 0 on H is not reflected. ■

From now on, our goal is to obtain a ctf-consistent estimator
of the non-identifiable target P (I, Ix′) w.r.t. the care set W.

Theorem 4.6. PM̂(I, I′x′) is a ctf-consistent estimator w.r.t.
W ⊆ V of PM∗

(I, I′x′) if M̂ ∈ ΩI(G) and PM̂(V, I) =
P (V, I). ■

The above result says that any proxy ASCM that is compati-
ble with the diagram G and P (V, I) guarantees the estima-
tion of the target distribution being ctf-consistent with the
true one. Specifically, in order to construct ctf-consistent es-
timators, apart from fitting the generator M̂ with the given
observation P (V, I), it is sufficient to enforce the graphical
constraints into M̂.

4.1. Estimating and Sampling with NCMs

We learned in the previous section, in theory, one could
generate ctf-consistent samples by fitting observational dis-
tributions to an SCM M̂ that is compatible with the given
diagram. In this section, we develop a practical method
for training G-Constrained models, G-NCMs (Def. 1.3, Xia
et al. (2021)), with two primary objectives: (a) to fit the
observational distribution P (V, I); (b) to sample images (i)
and their counterfactual counterparts (i′).

Towards these goals, we first train M̂ to match an empir-
ical distribution P̂M∗

(V, I) = {vk, ik}nk=1 derived from
finite datasets. Given the substantial difference in the di-
mensions of variables V (feature labels) and I (images), we
will fit P (I) and P (V | I) separately. Initially, P (I) will
be learned by minimizing the data negative log-likelihood
through VAEs (Kingma & Welling, 2013). In this context,
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Figure 5: (a) The optimal bound of F-ctf queries when editing a red "3" with a bar to "6". (b) The counterfactual image
generation results. (c) The selected F-ctf query estimation.

the proxy G-NCM M̂ serves as the decoder to approximate
P (I | Û) with the prior P (Û) (details about G-NCM M̂
can be found in Appendix B.1.3). Furthermore, a separate
deep neural network Qω(Û | I) is utilized to approximate
the posterior P (Û | I), acting as the encoder, with ω de-
noting the network’s parameters. The network structure for
Example 2.2 is illustrated in Figure 4. To match P (V | I),
we minimize the cross-entropy loss L2 of the true labels of
an image sample and its predictions, which can be inferred
through Qω(Û | I) andM like Locatello et al. (2020b);
Shen et al. (2022). We refer to this approach as ANCM.
More details about the architecture and hyperparameters
can be found in Appendix B.1.3.

After training the ANCM, we first sample û from P (Û) to
generate samples of the target P (I, Ix′). The initial image
sample î could be derived from IM̂(û), where IM̂ is the
network mapping from û to i in the decoder M̂. To edit the
concept X = x′, the counterfactual image sample îx′ could
be derived through IM̂x′ (û), where IM̂x′ is the network but
evaluated through submodel M̂x′ of the trained NCM.

5. Experiments
In this section, we conduct an empirical evaluation of the
method newly proposed, first with a modified Colored
MNIST dataset (Section 5.1) and then with the CelebA-
HQ dataset (Karras et al., 2018) (which describes peoples’
faces) (Section 5.2). More experiments and further details
of the model architectures are provided in Appendix B.

5.1. Colored MNIST with Bars

We first conduct experiments on the modified handwritten
MNIST dataset (Deng, 2012), featuring colored digits and
a horizontal blue bar in images. 2 The observed generative
factors include {D,C,B}, where D denotes the digits from
0 to 9; C indicates the digit color (green for C = 0; red
for C = 1); B determines whether the top of the image

2A bar in an image refers to complete rows of blue pixels.

features a blue bar (B = 1) or not (B = 0). We explore 4
tasks: editing digits in "Backdoor" (shown in this section),
editing bars in "Backdoor", editing digits in "Frontdoor",
and editing color in "Frontdoor"(shown in Appendix B.1).

In the Backdoor setting, the digit (B) and the color (C)
are confounded with a positive correlation, but they do not
directly affect each other. There are more red/larger (≥ 5)
digits and green/smaller (< 5) digits in the dataset. The
digit (D) has a negative effect on the existence of the bar
(B). Larger digits are less likely to have a bar on the top
and The color (C) also has a negative effect on the existence
of the bar (B). red digits are less likely to have a bar on
top. Fig. 3(right) shows the causal diagram G induced by
the true ASCM in the backdoor setting.

The first task we consider is to edit the digit D counterfac-
tually. We let the cared features be the digit, color, and
whether the image has a blue bar, namely, W = {B,C,D}.
This implies we do not care how other generative fac-
tors (i.e., position, thickness) change in the counterfac-
tual world. For counterfactual editing, changing D should
not affect C while it possibly changes B, since D is con-
founded with C but directly affects B. For instance, sup-
pose we are editing a red "3" with a bar (an image with
{D = 3, C = 1, B = 1}) and wonder what would hap-
pen had the digit "3" been a "6". In this case, the op-
timal bounds of conditional F-ctf distribution are shown
in Fig. 5a. For example, the probability that the counter-
factual image has features {D = 6, C = 1, B = 0} is
P (CD=6 = 1, BD=6 = 0 | D = 6, C = 1, B = 1), which
should be within [0.66, 1]. To achieve ctf-consistency, we
expect the proxy model to follow these theoretical bounds.

We compare three baseline methods with ANCM. The first
one is a naive conditional VAE that learns the correlation
between the digit and the image variable PMB(I | D)
(Sohn et al., 2015). The second one is CGN (Sauer &
Geiger, 2021), which approximates SCMs over variables
Shape, Texture, and Background. The third method
DEAR (Shen et al., 2022) is designed for Markovian settings
among generative factors.
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The counterfactual image editing results are shown in Fig-
ure 5b. After changing the digit, ANCM preserves the
original colors in counterfactual images and is likely to re-
move the bar, reflecting the bound value discussed above.
CVAE is likely to change the color C as it uses the spurious
correlation between D and C. Also, the CVAE method
fails to capture the causal effect from D to B since the
bar hardly disappears after the intervention do(D = 6).
CGN preserves the original colors but the bars are never
removed, which implies the causal effect from D to B is
not reflected. DEAR fails to preserve the color because it
is restricted to be used for Markovian models. We re-run
each method 4 times and calculate the empirical probability
P (CD=6 = 1, BD=6 = 0 | D = 6, C = 1, B = 1). The re-
sult is shown in Figure 5c. We can see that queries generated
by all baseline methods are not within the optimal bound.
In contrast, ANCMs provide in-bound estimation. Both the
visualization, numerical results, and theoretical results state
the ANCMs capture the causal effects among {D,C,B}
and offer ctf-consistent estimators while baselines do not.
Further tasks are provided in Appendix B.1.

5.2. Celeba-HQ

In CelebA-HQ experiment, we consider two causal dia-
grams as shown in Fig. 6. In the first experiment, we
consider generative factors Smile (S) and Open Mouth
(O), and in the second experiment, we consider Female
(F ), Y oung (Y ) and Grayhair (H). The first target coun-
terfactual queries are "What would the image be had the
person opened the mouth?", and the second is "What would
the image be had the person been older?". The feature
sets are W = {S,O} and W = {F, Y,H} in these two
settings, respectively. We also compare ANCM (ours)
against the CVAE and DEAR baselines. CGN is not com-
pared here since the variables of CGN are restricted to
Shape, Texture, and Background. Meanwhile, Diffu-
seVAE (Pandey et al., 2022) is leveraged for ANCM and
CVAE here to refine samples to high quality since VAEs
often produce blurry images that lack high-frequency infor-
mation (Dosovitskiy & Brox, 2016).

The empirical results are shown in Fig. 6. In the first setting,
the feature set W = {S,O} implies the counterfactual
query is P (S,O, SO=1), namely, "Would the person smile
(or not) had the person opened the mouth?". The constraints
induced by the ground truth model imply that changing the
mouth should not affect smiling since O is the direct child
of S and not the other way around. As shown Figure 6, the
smiling features are preserved after the editing by ANCM
and DEAR. However, CVAE only captures the correlation
between these factors, thus the non-smiling person changes
to smiling after editing of mouth. On the other hand, ANCM
produces higher-quality images compared to DEAR.

P(I = i, IO=1 = i′ )

ANCM (Ours) - Smiling is preserved

CVAE - Smiling is not preserved

P(I = i, IY=0 = i′ )

ANCM (Ours) - Gender is preserved, Hair Color is likely changed

What would the image be had the person opened the mouth? P(I = i, IO=1 = i′ )

What would the image be had the person been older? P(I = i, IY=0 = i′ )

CVAE - Gender is not preserved, Hair Color is likely changed

S

I

O

F

I

HY

DEAR - Smiling is preserved

DEAR - Gender is not preserved, Hair Color is likely changed

Figure 6: Editing results of the CelebaHQ Experiment.

The second causal diagram indicates the correlations be-
tween gender and age in Example 1.1. The dataset has more
face images of young females and old males. More specif-
ically, 71% of the young people are female, and 66% of
the old people are male. The features set W = {F, Y,H}
implies the counterfactual distribution is "What would the
gender of the person and the hair color of the person be had
the person been older?". The causal constraints suggest that
the gender of the person should be preserved and the likeli-
hood of gray hair should increase. Our methods match these
causal relationships while baseline methods may change the
original gender as shown in Figure 6, which is of course
undesirable. Further details are provided in Appendix B.2.

6. Conclusions
We study the problem of counterfactual image generation
and editing through formal causal language. We first showed
that image counterfactual distributions are not identifiable
from a combination of observational data and prior causal
knowledge about the generating model represented as a
causal diagram. Given such impossibility results, we pro-
posed a new family of counterfactual (ctf-) estimator es-
timators that come accompanied with guarantees that the
generated counterfactual images remain causally consistent
with the true image counterfactual distribution for any causal
relationship between generative factors, which is important
towards building more trustworthy AI. We developed an
efficient algorithm to train neural causal models and sample
counterfactual images. Finally, we demonstrate our methods
are able to generate high-quality counterfactual images.
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Impact Statement
This paper presents work whose goal is to advance the field
of machine learning. There are many societal implications
of our work and we hope to be beneficial, as elaborated next.

Reflecting on the broader literature, we propose the first
method capable of providing formal guarantees over coun-
terfactual image generation and editing. The main advance-
ment of our work lies in its emphasis on preserving the
causal relationships among features, enabling sound, robust,
and more realistic counterfactual generation. This approach
differs significantly from the existing literature, which pri-
marily focuses on reflecting the intervened features in the
image. The critical distinction centers on what happens with
the other features that were not intervened upon, and deter-
mining which features are shared or not between factual and
counterfactual worlds. Although almost never formally ar-
ticulated, there are two prevalent approaches to this problem
in the prior literature. Some works remain silent regard-
ing the counterfactual status of the non-intervened features.
This means that the neural network might leverage the corre-
lation between features found in the factual world, leading to
the various spurious results discussed earlier. For instance,
instructing a generative AI to change a specific feature of an
individual might result in a completely different person with
other features, such as a different gender or race, despite
they are not being causally related. This occurs because
the neural model tends to leverage the correlation between
factors found in the observational data, which is oblivious
to their causal relationship. Other works attempt to ensure
that the non-intervened features are preserved across fac-
tual and counterfactual worlds. However, this approach is
also inadequate in settings where some of the features exert
causal influence on others, and the generative AI should
accordingly ascertain these relations. For instance, making
a person older should logically lead to changes in hair color
(or its amount) in both factual and counterfactual images.

After all, we believe the results stemming from this work
have broad implications for the development of the next
generation of generative AI. First, we note that the train-
ing datasets used for large generative models are almost
never balanced (see, for example, (Buolamwini & Gebru,
2018)), which implies spurious correlations across features
and the generated images. In practice, this often leads to
more frequent, unexpected inaccuracies and biases in these
models (e.g., refer to (Plecko & Bareinboim, 2022). ) Under-

standing and accounting for the causal relationships among
generative factors is fundamental for the accuracy and fair-
ness of these models. Second, the lack of proper treatment
of the causal invariances required for sound counterfactual
reasoning translates into the impossibility of providing any
sort of guarantees over what these models generate as output
and their plausibility, a certainly undesirable state of affairs.
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