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Abstract

With the rapid development of large lan-001
guage models, Retrieval-Augmented Genera-002
tion (RAG) that incorporates external knowl-003
edge has become a widely adopted approach004
to help large language models alleviate knowl-005
edge bottlenecks and mitigate hallucinations.006
However, the existing RAG paradigm in-007
evitably suffers from the impact of flawed infor-008
mation introduced during the retrieval, thereby009
diminishing the reliability and correctness of010
the generated outcomes. In this paper, we pro-011
pose Credibility-Aware Generation (CAG), a012
universally applicable framework designed to013
address the issue of flawed information in RAG.014
At its core, CAG aims to equip models with015
the ability to discern and process information016
based on its credibility. To this end, we pro-017
pose an innovative data transformation frame-018
work that generates data based on credibility,019
thereby effectively endowing models with the020
capability of CAG. To effectively assess mod-021
els’ capabilities of CAG, we construct a com-022
prehensive benchmark encompassing three crit-023
ical real-world scenarios. Experimental results024
demonstrate that our models can understand025
and utilize credibility, significantly outperform026
other models with retrieval augmentation, and027
effectively resist the impact of noise documents,028
maintaining robust performance.029

1 Introduction030

In recent years, Large Language Models (LLMs)031

(Brown et al., 2020; OpenAI et al., 2023; Tou-032

vron et al., 2023; Anil et al., 2023) have expe-033

rienced significant growth and demonstrated ex-034

cellent performance in multiple domains (Kojima035

et al., 2022; Thirunavukarasu et al., 2023; Ziems036

et al., 2023; Min et al., 2023). With the ascendancy037

of LLMs, Retrieval-Augmented Generation (RAG)038

has attracted significant interest. RAG mitigates the039

knowledge bottleneck of LLMs by incorporating040

externally retrieved documents into their genera-041

tion process. This inclusion helps diminish the042

Figure 1: The comparison between Retrieval-
Augmented Generation (RAG) and Credibility-Aware
(CAG) Generation. Incorporating credibility into the
model aids in mitigating errors caused by flawed infor-
mation introduced from the retrieval process.

occurrences of hallucinations and misinformation 043

during generation, thereby substantially enhancing 044

the quality of output from LLMs (Petroni et al., 045

2021; Zhu et al., 2021; Mallen et al., 2023). 046

However, RAG for large language models re- 047

mains significantly impacted by flawed informa- 048

tion. This is mainly because the retrieval process 049

often provides noisy, outdated, and incorrect con- 050

texts which adversely affects RAG, substantially 051

reducing its effectiveness. Specifically, previous 052

research (Shi et al., 2023a; Chen et al., 2023a) 053

has found that LLMs are highly sensitive to noise, 054

which impacts LLMs’ capacity to discern and trust 055

accurate information, ultimately affecting the out- 056

comes they generate. Furthermore, due to the tem- 057

poral insensitivity of LLMs (Su et al., 2022; Zhang 058

and Choi, 2023), these models struggle to discern 059

outdated information solely based on their inter- 060

nal knowledge. More critically, because LLMs 061

are trained on extensive collections of historical 062
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text, there’s an inherent risk that outdated informa-063

tion will align with the models’ internal knowledge064

bases. This alignment can inadvertently encourage065

LLMs to favor and perpetuate outdated informa-066

tion. Besides, the prevalence of misinformation on067

the current web poses a significant challenge for068

large models, which struggle to identify misinfor-069

mation using only their inherent knowledge (Xie070

et al., 2023; Pan et al., 2023). This difficulty makes071

them susceptible to misinformation, leading to the072

generation of incorrect answers. Therefore, flawed073

information, characterized by noisy, outdated, and074

incorrect information, has substantial negative ef-075

fects on RAG.076

From the perspective of information systems, ad-077

dressing flawed information without relying on ad-078

ditional external information poses a considerable079

challenge. In fact, a common approach humans080

adopt to combat flawed information is to assess the081

credibility of external information (Burgoon et al.,082

2000). From the standpoint of human cognition,083

information that is current, evaluated, and sourced084

from highly credible origins is typically regarded085

as more timely, accurate, and reliable. Motivated086

by this, we introduce Credibility-Aware Genera-087

tion (CAG), a universally applicable framework de-088

signed to address flawed information encountered089

during the incorporation of external documents. At090

its core, CAG seeks to equip models with the capa-091

bility to discern and process information based on092

its credibility. By assigning different credibility to093

information of various relevance, time, and source,094

and by supplementing the generative process of095

LLMs with additional credibility indicators to en-096

courage the preference for high credibility informa-097

tion, CAG can effectively alleviate the challenges098

posed by flawed information.099

Unfortunately, we have discovered that existing100

LLMs are not inherently sensitive to directly pro-101

vided credibility information, thereby limiting their102

ability to fully utilize credibility for information103

discernment and processing. To endow models104

with the capability of CAG, we propose a novel105

data transformation framework based on existing106

Question Answering (QA) and dialogue datasets.107

This framework transforms the data into a format108

that incorporates credibility and can be utilized to109

guide model credibility-based generation, thereby110

training the model to utilize credibility in address-111

ing flawed information. Specifically, our data trans-112

formation process comprises two core steps: 1)113

Multi-granularity credibility annotation, which as- 114

signs credibility to text units at both document and 115

sentence levels by dividing retrieved documents 116

into varying granularities. 2) Credibility-guided 117

explanation generation, which provides ChatGPT 118

with questions, retrieved documents, and golden an- 119

swers to generate credibility-guided explanations, 120

serving as a foundation for equipping models’ abil- 121

ity to utilize credibility. Finally, we utilize Instruc- 122

tion Fine-tuning to train the model, enabling it to 123

generate responses based on credibility. 124

To effectively verify the capability of model 125

credibility-aware generation to handle flawed in- 126

formation, we construct a comprehensive bench- 127

mark from different real-world scenarios, including 128

open-domain QA, time-sensitive QA, and misin- 129

formation polluted QA. In these settings, several 130

indicators, including retrieval relevance, temporal 131

validity, and source authority, are considered as the 132

given credibility measurement. The main goal of 133

this benchmark is to measure how well a model 134

can generate answers when given the context docu- 135

ments and their corresponding credibility. Experi- 136

mental results on multiple datasets across multiple 137

scenarios demonstrate the efficacy of our approach 138

in utilizing credibility information. Our model 139

significantly outperforms various commonly em- 140

ployed RAG strategies across both open and closed- 141

source LLMs of different scales. Our model also 142

demonstrates improved resilience to rising noise 143

ratios, sustaining its performance even when other 144

approaches suffer rapid declines. All these results 145

verify the effectiveness of the proposed CAG frame- 146

work and corresponding learning algorithm. 147

The main contributions of this study are summa- 148

rized as follows1: 149

• We present credibility-aware generation, a 150

novel framework to handle the flawed infor- 151

mation challenge in RAG. 152

• We propose a novel data transformation frame- 153

work that leverages existing QA and dialogue 154

datasets. This framework transforms these 155

datasets into data that is annotated with credi- 156

bility and guides models to generate based on 157

credibility, thereby equipping the mode with 158

credibility-aware generation capabilities. 159

• We construct a comprehensive benchmark and 160

evaluate model performance in credibility- 161

1We uploaded the code and datasets as supplemental mate-
rials, which will be openly released after accepting.
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Figure 2: Overview of data transformation framework. The training data is constructed by first assigning credibility
to contexts via multi-granularity credibility annotation (4.1) and prompting ChatGPT to produce credibility-guided
explanations (4.2). The processed data is used to instruction fine-tuning (4.3) to endow the model with the ability
for Credibility-aware Generation.

aware generation, encompassing real-world162

scenarios of open-domain QA, time-sensitive163

QA, and misinformation polluted QA.164

The rest of this paper is organized as follows:165

Section 2 reviews how previous studies have ad-166

dressed the challenge of flawed information in167

RAG. Section 3 proposes credibility-aware gen-168

eration. Section 4 introduces the training frame-169

work integral to our credibility-aware generation170

mechanism. Section 5 outlines benchmarks specifi-171

cally designed for open-domain QA, time-sensitive172

QA, and misinformation polluted QA. Section 6173

presents the experimental results across three sce-174

narios. Finally, Section 7 summarizes our research175

findings and provides an outlook on future work.176

2 Related Work177

Retrieval-Augmented Generation introduced by178

Lewis et al. (2020), integrates a retriever with a gen-179

erator to improve text generation quality by utiliz-180

ing information from external knowledge (Izacard181

and Grave, 2021; Borgeaud et al., 2022; Shi et al.,182

2023b). However, the accuracy of RAG is compro-183

mised by flawed information, as the inclusion of184

noisy (Chen et al., 2023b; Kasai et al., 2022), out-185

dated (Wang et al., 2023a), or false information dur-186

ing the retrieval negatively impacts the generator’s187

outputs. To address this issue, previous research188

has often focused on distinct categories of flawed189

information, suggesting solutions that incorporate190

external information to address specific flawed in-191

formation. One of the most popular strategies for192

dealing with noise is to deploy filtering algorithms193

to remove irrelevant text. Peng et al. (2023) link all 194

entities mentioned in the retrieved raw evidence 195

to Wikipedia and exclude irrelevant documents 196

from them. Similarly, Wang et al. (2023b) trains 197

a model specialized in generating context after fil- 198

tering. Furthermore, there is research focused on 199

enhancing the model’s robustness to irrelevant text 200

(Yoran et al., 2023). Outdated information is ad- 201

dressed by using timestamps to identify and discard 202

outdated information. For example, Zhang et al. 203

(2023) predict the duration of facts and discard 204

outdated information. Misinformation is primar- 205

ily addressed by identifying falsehoods through 206

fact-checking (Vijjali et al., 2020). However, this 207

approach necessitates either human verification or 208

further training of the discriminator (Baek et al., 209

2023), both of which can be resource-intensive and 210

potentially introduce bias (Oeldorf-Hirsch et al., 211

2023; Draws et al., 2022). 212

However, these methods can only address one 213

specific type of flawed information, hence the 214

flawed information challenge remains an urgent 215

issue to be resolved. 216

3 Credibility-aware Generation 217

Credibility-aware Generation is designed to enable 218

models to discern and process information based 219

on its credibility. Subsequently, we will provide for- 220

mal definitions for both RAG and CAG, illustrating 221

their divergence. 222

Definition In the Retrieval-Augmented Genera- 223

tion process, user input x initiates the retrieval of 224

a set of related documents Dq from a large corpus 225
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C based on how closely these documents match226

the input. Then, it combines the input x with these227

documents Dq to generate responses y, formalized228

as y = LM([x,Dq]), where [., .] denotes the con-229

catenation operation.230

Compared to RAG, the Credibility-aware Gen-231

eration offers additional credibility for each docu-232

ment. Specifically, the CAG first assigns credibility233

to each retrieved document through the credibility234

assessment mechanism. Then, these documents D235

with their credibility C are synthesized with the236

user input x as augmented input. LM generates237

responses y based on this augmented input, for-238

mally represented as y = LM
([

x, {[ci, di]}|D|
i=1

])
.239

This approach ensures that the generated responses240

not only incorporate the content of the documents241

but also consider the credibility of each document,242

thereby enhancing the reliability of responses.243

4 Teaching Model to Credibility-aware244

Generation245

In this section, we endow LLMs with the capabil-246

ity of CAG. A potential approach involves directly247

describing the credibility of each document in the248

prompt. Unfortunately, our experiments reveal that249

even advanced LLMs, such as ChatGPT, exhibit250

limited sensitivity to credibility , as indicated in Ta-251

ble 2. To this end, we introduce a novel data trans-252

formation framework, through multi-granularity253

credibility annotation and credibility-guided ex-254

planation generation, we transform existing QA255

datasets into a format annotated with credibility256

and can be utilized to guide model to generate re-257

sponses based on credibility. Then, through instruc-258

tion fine-tuning, we train the model to generate259

responses grounded in credibility assessments.260

Subsequently, we will provide a detailed expla-261

nation of each module.262

4.1 Multi-granularity Credibility Annotation263

To cater to the varied requirements for credibility264

across different scenarios and enhance the model’s265

comprehension of credibility, we collect train-266

ing data encompasses Open-domain QA, Machine267

Reading Comprehension (MRC) datasets, and di-268

alogue datasets and propose a multi-granularity269

credibility annotation method.270

First, we divide the retrieved documents to create271

a multi-granularity corpus, encompassing sentence272

and document levels. Then, the retriever assesses273

the match between each retrieval unit and the query,274

assigning a relevance score, and classifies docu- 275

ments into three levels: high, medium, and low, 276

employing either equi-frequency or equi-distance 277

segmentation. This approach of using levels in- 278

stead of scores aims to simplify representation, 279

thereby improving the model’s understanding and 280

providing a certain degree of fault tolerance. Con- 281

sequently, we gather about 15k training datasets, 282

within which the contexts of the QA data are anno- 283

tated with different granularities of credibility. The 284

detailed composition of the training data is shown 285

in the Table 4 . 286

4.2 Credibility-guided Explanation 287

Generation 288

To train the model to effectively comprehend and 289

utilize credibility, and to generate more reliable re- 290

sponses based on credibility, we employ ChatGPT 291

to produce answers guided by credibility. 292

Specifically, we supply ChatGPT with ques- 293

tions, credibility-annotated documents, and golden 294

answers, and design prompt based on chain-of- 295

thought reasoning, to direct the model to gener- 296

ate explanations for answers rooted in both doc- 297

ument content and credibility. In this way, we 298

obtain high-quality, credibility-guided answer ex- 299

planations, which are based on an analysis of the 300

content and credibility of each document, as well 301

as on synthesizing the answers from all documents. 302

Then, we replace the original answers in the train- 303

ing data with credibility-guided explanations to 304

form a novel QA dataset based on credibility. Con- 305

sequently, within this dataset, the inputs include 306

questions and external documents annotated with 307

credibility, while the outputs are credibility-guided 308

explanations. 309

4.3 Instruction Fine-tuning 310

Through the two steps above, the training dataset 311

obtained contains credibility and can be utilized 312

to guide the model’s credibility-aware generation. 313

Fine-tuning with this dataset empowers the model 314

to discern and process information according to its 315

credibility. As defined by Iyer et al. (2023), the 316

loss function is as follows: 317

L(D; θ) = −
N∑
i=1

log pθ
(
yi |

[
x, {[ci, di]}|D|

i=1

]
, y<i

)
318
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5 Credibility-aware Generation319

Benchmark320

To effectively verify the capability of model321

credibility-aware generation to process flawed in-322

formation, we construct the Credibility-Aware Gen-323

eration Benchmark (CAGB) that encompasses the324

following three specific scenarios where the incor-325

poration of credibility is crucial:326

• Open-domain QA aims to accurately answer327

questions on a wide variety of topics without328

being limited to any particular area. It encom-329

passes a broad spectrum of real-world appli-330

cations that urgently require the integration of331

external knowledge to enhance the language332

model’s ability to address queries. This sce-333

nario thus necessitates the ability to effectively334

identify and process noise information.335

• Time-sensitive QA aims to give answers that336

are both correct and up-to-date, using the most337

recent information available. It poses a chal-338

lenge for LLMs due to the rapidly changing339

nature of internet information. The inevitable340

inclusion of outdated documents when incor-341

porating external sources further complicates342

matters. Even with timestamps provided for343

each document, LLMs might still erroneously344

prioritize outdated documents. This situation345

underscores the critical need for credibility346

assessments in time-sensitive QA scenarios.347

• Misinformation Polluted QA aims to tackle348

the issue of ensuring accurate answers in an349

environment polluted with misinformation. It350

presents a substantial challenge to LLMs, at-351

tributed to the misuse of LLMs and the con-352

sequent proliferation of fake news and misin-353

formation (Zhuo et al., 2023; Pan et al., 2023).354

LLMs, relying solely on their internal knowl-355

edge, face difficulties in discerning the ve-356

racity of information, and the misinformation357

generated by LLMs is more susceptible to be-358

ing retrieved by search engines due to its po-359

tential closeness to the queries. Consequently,360

it is essential to incorporate external evalua-361

tions of information credibility.362

Statistics of our benchmark are shown in the table363

1. Next, we will provide a detailed description of364

data construction for each scenario.365

Dataset #samples #documents noise ratio

Open-domain QA
Hotpot 500 5000 0.8
2WikiMHQA 500 5000 0.6-0.8
MuSiQue 500 10000 0.9
ASQA 948 4740 -
TriviaQA 500 14444 -
RGB 300 11641 0.2-0.8

Time-Sensitive QA
EvolvTempQA 205 1435 0.25-0.8

Misinformation PollutedQA
NewsPollutedQA 480 2400 0.2-0.8

Table 1: Statistics of our Credibility-aware Generation
Benchmark, which includes 8 dataset derived from 3
scenarios.

5.1 Open-domain QA 366

Our research utilizes data from several challeng- 367

ing QA datasets that have noise in the context they 368

provide. HotpotQA (Yang et al., 2018b) and 2Wiki- 369

MultiHopQA (Ho et al., 2020) both require reason- 370

ing across multiple documents, and feature a high 371

proportion of distracting documents (60%-80% and 372

80%, respectively). Musique (Trivedi et al., 2021) 373

questions are of higher complexity, with up to 90% 374

of distracting passages. ASQA (Stelmakh et al., 375

2022) is a long format QA dataset focused on am- 376

biguous questions. Additionally, we include the 377

TriviaQA dataset (Joshi et al., 2017), in which we 378

select documents with Wikipedia articles as exter- 379

nal evidence, most of which are relevant but may 380

also contain some irrelevant information. We ex- 381

tract 500 pieces of data per dataset. 382

We assign credibility to the documents provided 383

in the dataset in terms of retrieval relevance. The 384

retriever is used to assign relevance scores based 385

on the similarity of each document to the query. 386

We then divide the documents into three categories 387

based on the scores at equal intervals. 388

5.2 Time-sensitive QA 389

In order to construct a diverse, high-quality, and 390

up-to-date news dataset, we annotate 205 time- 391

sensitive questions along with their corresponding 392

dates. The queries are a mix of selections from 393

news quiz from RealTime QA (Kasai et al., 2022) 394

and adaptations of current news stories. To simu- 395

late the simultaneous occurrence of varied infor- 396

mation on the Internet, we utilize Google search to 397

gather three relevant documents and four distract- 398

ing documents for each question, the latter being 399

either irrelevant or outdate. This approach to docu- 400

ment selection was crafted to emulate the intricate 401
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and heterogeneous nature of real-world informa-402

tion landscapes. Each news includes its publication403

date, thereby aiding in the evaluation of its timeli-404

ness. To evaluate the credibility of news in relation405

to the questions, we initially assign a credibility406

rating to each news item based on its relevance407

to the respective question. We then set up a time408

window spanning two weeks before and after the409

question’s date, maintaining original credibility for410

news within this window but decreasing it for news411

outside this range. To simulate varying interfer-412

ence levels, we provide settings for the noise ratio413

in contexts, from 0.4 to 0.8, in increments of 0.2.414

We ensure the accuracy of answers by manually415

annotating.416

The obtained time-sensitive dataset with out-417

dated document settings and credibility annotation418

is named EvolvingTempQA.419

5.3 Misinformation Polluted QA420

We create a up-to-date multiple-choice quiz dataset421

filled with real news and fake news for each ques-422

tion. The dataset construction bases on RealTime423

QA, utilizing weekly news quizzes from CNN, and424

other news platforms. To maintain the dataset’s425

real-time relevance, we select news from July 1,426

2023, onwards, comprising 480 questions with four427

options and one supporting news item each. To428

simulate the generation of fake news, ChatGPT429

and Qwen acted as content generators in this study,430

guiding LLMs to produce fictitious news articles431

based on specific prompts. This methodology aims432

to mimic the input of misleading or inaccurate in-433

formation. The prompts used and examples of434

the generated content are detailed in the appendix435

A.3. Our research attempts to differentiate between436

artificial intelligence-generated news and human-437

written news based on their sources, assessing their438

credibility. Generally, AI-generated news is con-439

sidered less credible, while human-written news440

is considered more reliable in comparison. We441

set the proportion of fake news at 0.5, 0.67, and442

0.75 to evaluate the model’s resilience against false443

information under various levels of contamination.444

By simulating the process of generating fake445

news and annotating credibility based on relevance446

and source, we obtain a misinformation polluted447

QA dataset in the news domain, named NewsPol-448

lutedQA.449

6 Experiments 450

To evaluate the performance of RAG and CAG in 451

handling flawed information in real-world question- 452

answering scenarios, we conduct comprehensive 453

experiments under three scenarios within the 454

CAGB. All these results verify the effectiveness 455

of the proposed CAG framework and correspond- 456

ing learning algorithm. Additionally, our model 457

maintains robustness even with an increase in noisy 458

data. In the following sections, we will discuss our 459

experiments and conclusions in detail. 460

6.1 Setup 461

Baselines We evaluate Baselines in the following 462

three settings, respectively: 463

• Retrieval-based concatenates documents 464

from the dataset with questions as input. 465

• Retrieval and reranking employs an ad- 466

vanced reranking mechanism to reorder re- 467

trieved documents, giving priority to those 468

with greater relevance. (Xie et al., 2023). 469

• Retrieval and credibility incorporates cred- 470

ibility as a prefix to the retrieved documents 471

in the prompt, aiming to assess the model’s 472

ability to understand and utilize credibility. 473

We evaluate advanced models, including Chat- 474

GPT 2, LLaMA2-7B, 13B, 70B, and Vicuna-7B- 475

v1.5. Additionally, we create a dataset mirroring 476

the model training data but without credibility anno- 477

tations and with initial answers, on which we fine- 478

tune the same base model, and named the trained 479

model vanilla IFT. 480

The evaluation metrics for the experimental re- 481

sults we report are all Exact Match (EM). 482

Experimental settings We use LlaMa2-7B as 483

our base model. To provide relevance scores, we 484

use SPLADE (Formal et al., 2021) as our retriever. 485

Our model training is based on the Fastchat frame- 486

work and carry out on two A100-80G GPUs. For 487

all language models, we incorporate 3-shot QA ex- 488

amples within the prompt. We set the temperature 489

parameter to 0.01 during inference. 490

6.2 Overall Results 491

The main results of the three scenarios are pre- 492

sented in the Table 2, we can clearly see that our 493

model efficiently understands and utilizes credi- 494

bility information to provide more accurate and 495

2https://api.openai.com/v1/completions
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Model Open-domain QA Time-sensitive QA Misinfo polluted QA

HotpotQA 2WikiMHQA MuSiQue ASQA TriviaQA EvolvingTempQA NewsPollutedQA

retrieval-based

ChatGPT 0.390 0.368 0.194 0.404 0.76 0.242 0.148
LLaMA-2-7B 0.176 0.376 0.140 0.268 0.417 0.195 0.179
Vicuna-7B 0.278 0.296 0.116 0.358 0.721 0.220 0.142
LLaMA-2-13B 0.366 0.370 0.164 0.321 0.588 0.271 0.231
LLaMA-2-70B 0.418 0.390 0.317 0.316 0.595 0.424 0.430
vanilla IFT 0.324 0.245 0.270 0.157 0.667 0.224 0.137

retrieval and reranking

ChatGPT 0.388 0.396 0.242 0.404 0.856 0.396 0.231
LLaMA-2-7B 0.176 0.376 0.140 0.282 0.670 0.449 0.100
Vicuna-7B 0.306 0.355 0.091 0.382 0.668 0.302 0.129
LLaMA-2-13B 0.430 0.414 0.248 0.330 0.649 0.273 0.402
LLaMA-2-70B 0.422 0.504 0.306 0.314 0.683 0.473 0.439
vanilla IFT 0.348 0.448 0.224 0.304 0.664 0.352 0.210

retrieval and credibility

ChatGPT 0.396 0.388 0.242 0.388 0.828 0.480 0.436
LLaMA-2-7B 0.376 0.176 0.140 0.394 0.432 0.449 0.230
Vicuna-7B 0.355 0.306 0.091 0.490 0.688 0.202 0.133
LLaMA-2-13B 0.360 0.384 0.164 0.399 0.671 0.295 0.341
LLaMA-2-70B 0.398 0.402 0.147 0.492 0.600 0.263 0.420
vanilla IFT 0.372 0.334 0.204 0.305 0.704 0.210 0.179
CAG-7B (ours) 0.509 0.578 0.340 0.496 0.830 0.507 0.442
CAG-13B (ours) 0.514 0.604 0.408 0.510 0.840 0.499 0.456

Table 2: Model performance in our CAGB benchmark. The best/second best scores in each dataset are
bolded/underlined. Our model substantially outperforms previous strategies across all 3 scenarios in CAGB.
The displayed result of EvolvingTempQA and NewsPollutedQA is at noise_rate of 0.8.

credible responses. In the following, we analyze496

the experimental results in detail:497

1) Previous approaches based on RAG sevely498

suffer from the flawed information introduced499

during retrieval. In scenarios including open-500

domain QA, time-sensitive QA, and misinforma-501

tion pollutedQA, existing LLMs, including Chat-502

GPT and LLaMa-2-70B, face challenges due to in-503

terference from flawed information. In the retrieval-504

based open-domain QA scenario, the average EM505

score for ChatGPT is only 0.4232, while the EM506

score for LLaMA-70B is 0.407. All models exhibit507

low performance on the Musique, EvolvingTem-508

pQA and NewsPollutedQA, which are character-509

ized by high ratios of flawed information. The510

method of reranking using externally provided rele-511

vance scores can assist the model to a certain extent,512

as the model is sensitive to the order of documents513

(Xie et al., 2023; BehnamGhader et al., 2023).514

2) CAG significantly improves performance by515

discerning between documents and guiding the516

model to prioritize those with high credibility.517

Our model surpasses all baseline models across518

all datasets, including ChatGPT and LLaMa-70B519

enhanced with retrieval and reranking. For instance,520

on the 2WikimultiHopQA dataset, our 7B model 521

improves 53.7% over the LLaMA-7B model and 522

95% over the Vicuna-7B model under retrieval- 523

based. 524

3) Our model generalizes to scenarios previously 525

unseen which require credibility and success- 526

fully achieve universal Credibility-Aware Gener- 527

ation. Despite the model being trained in an open- 528

domain QA framework without the integration of 529

temporal or source information, it demonstrates 530

remarkable performance in scenarios previously 531

unencountered, such as time-sensitive QA and QA 532

polluted with misinformation. This indicates that 533

the model’s robust ability to effectively manage di- 534

verse forms of flawed information, indicating that 535

it has developed a capability for credibility-aware 536

generation that is generalizable. Moreover, our 537

findings also reveal the universality of the CAG 538

paradigm, suggesting that it can be broadly applied 539

across various scenarios, rather than being confined 540

to specific datasets or tasks. 541

6.3 Noise Robustness Analysis 542

Previous research has demonstrated that an in- 543

crease in the proportion of noise within the con- 544

text significantly degrades model performance (Xie 545
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Figure 3: The performance of LLMs under varying noise ratio, which denote the proportions of retrieved noise
documents. As the noise ratio increases, the performance of previous methods significantly deteriorates; in contrast,
our approach maintains stable prediction quality even in high noise ratio, attributed to its enhanced ability to identify
and prioritize accurate information.

Dataset SPLADE Golden
2WikiMHQA 0.562 0.698
Musique 0.340 0.626
ASQA 0.496 0.505
Average 0.466 0.610

Table 3: The performance comparison of the CAG-7B
when using retrieved annotation credibility and golden
credibility.

et al., 2023; Chen et al., 2023b). To assess the546

robustness of diverse methods against flawed in-547

formation, we vary the ratio of noisy documents548

within the total document set across three distinct549

datasets: RGB, EvolvingTempQA and NewsPol-550

lutedQA, and observe the consistency in perfor-551

mance changes across different models as the ratio552

of noisy documents increased. We present the re-553

sults in Figure 3 and can see that:554

Credibility-Aware Generation makes the555

model robust to flawed information, which en-556

hances its ability to discern and prioritize accu-557

rate information. As the proportion of noise in558

the context increases, most of the models exhibit559

performance degradation aligning with the obser-560

vations made by Chen et al. (2023b). However, our561

model shows greater robustness compared to oth-562

ers, notably displaying performance improvements563

on EvolvingTempQA as the noise ratio rises from564

0.4 to 0.6, and on NewsPollutedQA when the noise565

ratio increases from 0.5 to 0.67.566

6.4 Effect of Credibility Annotation Accuracy567

To investigate the influence of credibility anno-568

tation accuracy on the performance of CAG and569

to identify the upper limit of their potential, We570

conduct a comparison between the use of golden571

credibility annotations and retriever-based credi-572

bility annotations within Open-domain QA using573

the CAG-7B model. Golden support evidence is574

annotated as high credibility, while other texts are 575

annotated as low credibility. Table 3 presents the 576

results of our experiments. 577

The precision of retrieval model annotation 578

credibility is a primary factor limiting the cur- 579

rent performance of CAG. The results, as pre- 580

sented, clearly demonstrate that reliable credibil- 581

ity annotations are instrumental in unlocking the 582

model’s potential. Compared with the use of 583

SPLADE to label credibility, the use of golden cred- 584

ibility is improved by an average of 0.143 across 585

the three datasets. 586

7 Conclusions 587

This paper proposes Credibility-Aware Generation 588

to address the challenge of flawed information. To 589

equip the model with CAG capabilities, we intro- 590

duce a data transformation framework aimed at 591

generating credibility-based dataset, upon which 592

we fine-tuned the model. To effectively verify the 593

ability of model credibility-aware generation to 594

handle flawed information, we construct a bench- 595

mark from different real-world scenarios. Experi- 596

mental results show that our models can effectively 597

understand credibility, exhibiting robustness in the 598

face of flawed information and significantly outper- 599

forming other models with retrieval augmentation. 600

Moreover, our framework is widely applicable to 601

various real-world scenarios, offering customizable, 602

reliable, and controllable outcomes. For instance, 603

by constructing a unique interest library and profile 604

for each user, and assigning credibility to retrieved 605

documents based on this profile, personalized re- 606

sponses can be generated accordingly. We provide 607

a detailed case study in the Appendix A.2. This 608

paper also sheds light on many future directions 609

such resolving knowledge conflicts and designing 610

more systems to incorporate external knowledge 611

into LLMs. 612
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Limitations613

There is still room to improve our research:614

Firstly, in the open-domain QA annotations, we615

employ automatic credibility assessment instead of616

relying on given golden paragraphs to better sim-617

ulate real-world scenarios. Due to the limitations618

of the retriever and segmentation strategies, there619

exists a gap in performance compared to the use of620

golden paragraphs. In future work, we will explore621

more advanced credibility assessment algorithms622

to further enhance our model’s performance in han-623

dling flawed information.624

Secondly, our research methodology has been625

successfully implemented on RAG . However, the626

existing research domain also includes a broader627

range of external information resources, such as628

knowledge graphs and the utilization of tools. Mov-629

ing forward, we plan to extend our work to any630

domain that involves the incorporation of external631

information, particularly in scenarios that require632

the simultaneous integration of various types of ex-633

ternal information, including retrieved information,634

knowledge graph data, and tool invocation outputs.635

Ethics Statement636

In the following we will briefly state the moral haz-637

ard we may be involved in. Section 5.2 introduces638

a dataset manually labeled by members of our re-639

search team, all of whom are graduate students640

specializing in NLP. In Section 5.3, we examine641

how LLMs employ credibility processing mecha-642

nisms to address disinformation in an environment643

rife with false information. Our study involves644

experimental settings using ChatGPT to generate645

fake news through prompts. It is crucial to empha-646

size that these experiments are strictly for research647

purposes, do not involve any personal privacy infor-648

mation, and will not be used for any other purposes.649
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Task Dataset Train (#)

Dialogue ShareGPT (Chiang et al., 2023) 3426

ODQA

HotpotQA(Yang et al., 2018a) 5287
ELI5 (Fan et al., 2019) 2000
QAMPARI(Amouyal et al., 2023) 1000
WikiQA(Yang et al., 2015) 1040

MRC NewsQA(Trischler et al., 2017) 2135
PubmedQA(Jin et al., 2019) 12552

Table 4: Statistics of our training data with multiple-
granularity credibility annotation and credibility-guided
explanation.

Previous Search Logs Q: Where was Michael Jordan born?

LDA

Machine Learning

Bayesian network
…

Entity-based 
Knowledge Store 

Hit
User

Medium 
credibility

High 
credibility

Search Results

Michael Jordan was born in Brooklyn, 
New York, on February 17, 1963.

In recognition of Jordan‘s contributions 
to machine learning, … Jordan was 
born a baby boomer in the late 1960s in 
Louisiana, USA …5

Louisiana

Personalized ResponseAdd

Figure 4: CAG provides personalized generation.

A Appendix907

A.1 Statistics on training data908

A.2 Personalized Response Generation909

We will use cases to illustrate the ability of CAG to910

have user-defined trustworthiness, leading to more911

application scenarios, including personalized re-912

sponse generation. LLMs for individuals considers913

individual preferences and requirements, enhanc-914

ing service precision and user satisfaction. Baek915

maintains an entity-centric knowledge base from916

the user’s search history, enriching LLM to provide917

tailored services. This knowledge base reflects918

users’ current and potential interests. Leveraging919

this, we simulate a scenario. When a new query920

is received, relevant content is first retrieved. If921

the retrieved entities align with those in the user’s922

knowledge base, the system deems this informa-923

tion relevant, attributing higher credibility to cor-924

responding documents. Consequently, CAG gener-925

ates user-specific responses based on these credible926

sources. When an entity from the user’s knowledge927

base is present in the retrieved text, the correspond-928

ing text’s credibility is enhanced, indicating that it929

more closely aligns with the user’s requirements.930

Noise Info Outdated Info Misinfo Golden Annotation

KILT ! % % !

RealTime QA ! ! % %

Streaming QA ! ! % %

Misinfo QA % % ! !

CAGB (ours) ! ! ! !

Table 5: Comparison with existing benchmarks (Trans-
posed).

Figure 5: Example of generating fake news.

A.3 Prompr used to generate fake news 931
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