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ABSTRACT

Spiking Neural Networks (SNNs) have recently driven much research interest
owing to their bio-plausibility and energy efficiency. The biomimicry spatial-
temporal communication and computation mechanisms are the key differences
that set SNNs apart from current Artificial Neural Networks (ANNs). However,
some essential questions exist pertaining to SNNs and yet are little studied: Do
SNNs learn similar representation with ANN? Does the time dimension in spik-
ing neurons provide additional information? In this paper, we aim to answer
these questions by conducting a representation similarity analysis between SNNs
and ANNs using Centered Kernel Alignment (CKA). We start by analyzing the
spatial dimension of the networks, including both the width and the depth. Fur-
thermore, our analysis of residual connection shows that SNN learns a periodic
pattern, which rectifies the representations in SNN to ANN-like. We addition-
ally investigate the effect of the time dimension on SNN representation, finding
that deeper layers encourage more dynamics along the time dimension. Other as-
pects like potential improvement in terms of accuracy, efficiency, and adversarial
robustness are also analyzed using CKA. We hope this work will inspire future
research to fully comprehend the representation of SNNs.

1 INTRODUCTION

Lately, Spiking Neural Networks (SNNs) (Tavanaei et al., 2019; Roy et al., 2019; Deng et al.,
2020; Panda et al., 2020; Christensen et al., 2022) have received increasing attention thanks to their
biology-inspired neuron activation and efficient neuromorphic computation. SNNs process with
binary spike representation and therefore avoid the need for multiplication operations during infer-
ence. Neuromorphic hardware such as TrueNorth (Akopyan et al., 2015) and Loihi (Davies et al.,
2018) demonstrate that SNNs can save energy by orders of magnitude compared to ANNs. Hybrid
architecture like Tianjic (Pei et al., 2019) suggests its potential power for general intelligence when
integrated with traditional artificial infrastructure.

Despite increasing interest in SNNs, there is limited understanding of how spiking neurons affect
the representation learned in SNNs beyond its efficiency and accuracy. Investigating this funda-
mental question is critical, especially with the consensus that spiking neurons learn distinct spatial-
temporal information compared to ANNs (Tavanaei et al., 2019; Ghosh-Dastidar & Adeli, 2009).
Understanding the representation learned in SNN can also promote further research developments,
e.g., designing spiking-oriented architectures (Kim et al., 2022; Na et al., 2022).

More concretely, we ask, does the leaky integrate-and-fire (LIF) neuron (Burkitt, 2006) in SNNs
learn distinct non-linear activations than the rectified linear unit (ReLU) (Krizhevsky et al., 2012)
neuron in ANNs? How do the width and the depth of the neural network affect the representation
learned in SNNs and ANNs? Does the extra temporal dimension in SNNs yields unique intermediate
features? On the neuromorphic dataset, how does the SNN process event-based data? How are
SNNs and ANNs differ in terms of robustness? In this paper, we study these core questions, through
a detailed analysis of ResNets (He et al., 2016a) and VGG-series (Simonyan & Zisserman, 2015)
models using a representation similarity analysis tool. In particular, we utilize the popular Centered
Kernel Alignment (CKA) (Kornblith et al., 2019) to measure the similarity between SNN and ANN.
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Figure 1: The representation similarity analysis workflow. The test images are fed into both ANN and SNN,
then we record the intermediate feature for computing the correlation matrix, which is used for inferring the
CKA similarity (Kornblith et al., 2019).

Fig. 1 demonstrates the overall workflow of our representation similarity analysis framework. Our
analysis spans both spatial and temporal dimensions of SNN, as well as the impact of network
architecture and input data. Our contributions can be summarized as follows:

• We analyze the representation similarity between SNNs and ANNs using the centered kernel align-
ment, in order to determine whether SNNs bring distinct features and differ from ANN.

• Various aspects of representation similarity between SNNs and ANNs are examined, including
spatial and temporal dimensions, the type of input data, and network architecture.

• Our analysis of representation similarity could inspire future research directions. We also provide
two prototype methods to improve the temporal dynamics and efficiency in SNNs using CKA.

2 RELATED WORK

Spiking Neural Networks (SNNs). SNNs are recognized as a candidate for next-generation arti-
ficial intelligence. Generally, the SNN algorithms to obtain high-performance can be divided into
two categories: (1) ANN-SNN conversion (Rueckauer et al., 2016; 2017; Han et al., 2020; Sengupta
et al., 2019; Han & Roy, 2020) and (2) direct training SNN from scratch (Wu et al., 2018; 2019).
Conversion-based methods utilize the knowledge from ANN and convert the ReLU activation to a
spike activation mechanism. This type of method can produce an SNN in a short time. For exam-
ple, in Rueckauer et al. (2017), one can find the percentile number and set it as the threshold for
spiking neurons. Authors in Deng & Gu (2021) and Li et al. (2021) decompose the conversion error
to each layer and then propose to reduce the error by calibrating the parameters. However, achiev-
ing near-lossless conversion requires a considerable amount of time steps to accumulate the spikes.
Direct training from scratch allows SNNs to be operated in extremely low time steps, even less
than 5 (Zheng et al., 2020). To enable gradient-based learning, direct training leverages surrogate
gradient to compute the derivative of the discrete spiking function. This also benefits the hyperpa-
rameters’ choice in spiking neurons. Recent works (Fang et al., 2021; Rathi & Roy, 2020; Kim &
Panda) co-optimize parameters, firing threshold, and leaky factor together via gradient descent. Our
analysis is mostly based on directly trained SNN, as converted SNN contains ANN features only,
which may be misleading for representation comparison.

Representation Similarity Analysis (RSA). RSA (Kriegeskorte et al., 2008) was not originally
designed for analyzing neural networks only. Rather, it is used for representation comparison be-
tween any two computational models. Prior works like Khaligh-Razavi & Kriegeskorte (2014);
Yamins et al. (2014) use RSA to find the correlation between the visual cortex features and the
convolutional neural network features. Authors of Seminar (2016); Raghu et al. (2017); Morcos
et al. (2018); Wang et al. (2018) studied the RSA between different neural networks. However,
recent work (Kornblith et al., 2019) argues that none of the above methods for studying RSA can
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yield high similarity even between two different initialization of the same architecture. They fur-
ther propose CKA which has become a powerful evaluation tool for RSA and has been successfully
applied to several studies. For example, Nguyen et al. (2020) analyzes the representation pattern in
extremely deep and wide neural networks. Raghu et al. (2021) studies the representation difference
between convolutional neural networks and vision transformers with CKA. In this work, we leverage
this tool for comparing ANN and SNN.

3 PRELIMINARY

3.1 ARTIFICIAL NEURONS AND SPIKING NEURONS

In this paper, vectors/matrices are denoted with bold italic/capital letters (e.g. x and W). Constants
are denoted by small upright letters. For non-linear activation function in artificial neurons, we use
the rectified linear unit (ReLU), given by y = max(0,Wx). As for the non-linear activation func-
tion in spiking neurons, we adopt the well-known Leaky Integrate-and-Fire (LIF) model. Formally,
given a membrane potential u(t) and a pre-synaptic input Wx(t+1) at time step t, the pre-synaptic
potential (u(t+1),pre) in LIF neuron is updated as

u(t+1),pre = τu(t) +Wx(t+1) (1)

Here, τ is a constant leak factor within (0, 1). Let vth be the firing threshold, the membrane potential
will fire a spike when it exceeds the threshold, and then, is hard-reset to 0, given by

y(t+1) =

{
1 if u(t+1),pre > vth
0 otherwise

, u(t+1) = u(t+1),pre · (1− y(t+1)) (2)

After firing, the spike output y(t+1) will propagate to the next layer and become the input x(t+1) of
the next layer. Note that here the layer index is omitted for simplicity.

3.2 CENTERED KERNEL ALIGNMENT

Let Xs ∈ Rm×Tp1 and Xa ∈ Rm×p2 contain the representation in an arbitrary layer of SNN with
p1 hidden neurons across T time steps and the representation in an arbitrary layer of ANN with p2
hidden neurons, respectively. Here m is the batch size and we concatenate features from all time
steps in the SNN altogether. We intend to use a similarity index s(Xs,Xa) to describe how similar
they are. We use the Centered Kernel Alignment (CKA) (Kornblith et al., 2019) to measure this:

CKA(K,L) =
HSIC(K,L)√

HSIC(K,K)HSIC(L,L)
, HSIC(K,L) =

1

(m− 1)2
tr(KHLH). (3)

Here, K = XsX
⊤
s ,L = XaX

⊤
a are the Gram matrices as shown in Fig. 1. Each Gram matrix has the

shape of m×m, reflecting the similarities between a pair of examples. For example, Ki,j indicates
the similarity between the ith and jth example in the SNN feature Xs. Further measuring the simi-
larity between K and L, one can measure whether SNN has a similar inter-example similarity matrix
with ANN. Let H = I − 1

m11⊤ be the centering matrix, the Hilbert-Schmidt Independence Crite-
rion (HSIC) proposed by Gretton et al. (2005) can conduct a test statistic for determining whether
two sets of variables are independent. HSIC = 0 implies independence. The CKA further normal-
izes HSIC to produce a similarity index between 0 and 1 (the higher the CKA, the more similar
the input pair) which is invariant to isotropic scaling. In our implementation, we use the unbiased
estimator of HSIC (Song et al., 2012; Nguyen et al., 2020) to calculate it across mini-batches.

4 DO SNNS LEARN SIMILAR REPRESENTATION WITH ANNS?

In this section, we comprehensively compare the representation learned in SNNs and ANNs. Our
primary network architecture is ResNet with identity mapping block (He et al., 2016b), which is
the standard architecture in modern deep learning for image recognition. We also provide RSA on
VGG-series networks in Appendix A.1. There are two differences between our SNNs and ANNs.
First, ANNs adopt Batch Normalization layer (Ioffe & Szegedy, 2015) and SNNs use the time-
dependent Batch Normalization layer (Zheng et al., 2020) which normalizes the feature across all
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Figure 2: CKA heatmap between SNNs and ANNs with different depth and width on the CIFAR-10
dataset. Top: the CKA cross-layer heatmap across different depths from 20 layers to 164 layers. Middle:
the CKA cross-layer heatmap across different widths from the original channel number to 16 times. Bottom:
visualizing only the corresponding layer, which is the diagonal of the CKA heatmap.

time steps (i.e. Xs). Second, the ANNs use ReLU activation, and SNNs leverage the LIF spiking
neurons. For default SNN training, we use direct encoding, τ = 0.5 for leaky factor, vth = 1.0 for
firing threshold, and time step T = 4, which are tuned for the best training performance on SNNs.
We train the network on CIFAR10/100 (Krizhevsky et al.), and several event-based datasets (Li et al.,
2017; Orchard et al., 2015). SNNs are trained with surrogate gradients. Detailed training setup and
codes can be found in the supplemental material.

4.1 SCALING UP WIDTH OR DEPTH

We begin our study by studying how the spatial dimension of a model architecture affects internal
representation structure in ANNs and SNNs. Specifically, we gradually scale up the depth or the
width of the network and use the CKA representation similarity metric. Starting from a ResNet-20,
we either increase its number of convolutional layers up to 164 or increase its channel number up
to 16 times as original (see detailed network configuration in Table C.1). For each network, we
compute CKA between all possible pairs of layers, including convolutional layers, normalization
layers, ReLU/LIF layers, and residual block output layers. Therefore, the total number of layers is
much greater than the stated depth of the ResNet, as the latter only accounts for the convolutional
layers in the network. Then, we visualize the result as a heatmap, with the x and y axes representing
the layers of the network, going from the input layer to the output layer. Following Nguyen et al.
(2020), our CKA heatmap is computed on 4096 images from the test dataset. We also lay out the
top-1 accuracy of each model in Table B.1.

As shown in Fig. 2, the CKA heatmap emerges as a checkerboard-like grid structure, especially
for the deeper neural network. In ResNet-20, we observe a bright block in the middle and deep
layers, indicating that ANNs and SNNs learn overlapped representation. As the network goes deep,
we find the CKA heatmap becomes darker, meaning that representations in ANNs and those in
SNNs are diverging. Notably, we find the last 2/3 layers in artificial ResNet-164 exhibit significantly
different representations than spiking ResNet-164, which demonstrates that deeper layers tend to
learn disparate features.
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Figure 3: Emergence of periodic jagged CKA curve. Left: CKA curve of ResNet-110. We subplot the 10-th
and the 34-th residual blocks in ResNet-110, which forms a periodic jagged curve. Right: The architecture
specification of the residual block we used.

In Fig. 2 middle part, we progressively enlarge the channel number of ResNet-20. In contrast to
depth, the heatmap of wider neural networks becomes brighter, which indicates the representations
in SNNs and ANNs are converging. Interestingly, although the majority of layers are learning more
similar representations between ANN and SNN in wide networks, the last several layers still learn
different representations.

We further select only the diagonal elements (i.e. the CKA between layers at the same positions)
in the heatmap and plot them in Fig. 2 bottom part. Interestingly, we observe that deeper networks
tend to derive a curve with a jagged shape. This means some layers in SNN indeed learn different
representations when compared to ANN, however, the difference is intermittently mitigated. In later
sections, we will show that the mitigation of dissimilarity is performed by residual connection. As
for width, we generally notice that CKA curves mostly become higher for wider networks, especially
when comparing ResNet-20 and ResNet-20 ×8. We additionally provide the CKA results on the
CIFAR-100 dataset in Appendix A.3.

4.2 THE EFFECT OF RESIDUAL CONNECTIONS

In Fig. 2, the CKA curves appear with a periodic jagged shape. To investigate what causes this
similarity oscillation, we investigate each layer in a residual block. In Fig. 3 left, we plot the CKA
curve of the ResNet-110 and additionally sample two residual blocks, the 10-th and the 34-th block,
whose architecture details are depicted in Fig. 3 right. Surprisingly, we find that every time when
the residual connection meets the main branch, the CKA similarity restores nearly to 1. Moreover,
every time when the activation passes a convolutional layer or an LIF layer, the similarity decreases.
The BN layers, in contrast, do not affect the similarity since it is a linear transformation. These
results substantiate that the convolutional layers and LIF layers in SNNs are able to learn different
representations than ANNs. However, the representation in the residual branch still dominates the
representation in post-residual layers and leads to the junction of ANN’s and SNN’s representation.

To further explore why residual connections can restore the representations in SNNs to ANN-like,
we conduct an ablation study. We select one of the three stages in the spiking ResNet-56 where
the residual connections are disabled selectively. In Fig. 4, we visualize the CKA heatmaps of SNN
itself, which means both x and y axes are the same layers in SNN. The first heatmap demonstrates
the full residual network, while the remaining three heatmaps show the partial residual networks,
with the 1st, 2nd, and 3rd stages disabled, respectively. Our observations can be summarized as:

(1) In terms of inter-stage similarity, residual connections can preserve the input information from
the previous stage. In the 1st and 2nd heatmaps in Fig. 4, we find residual blocks can have high
similarity with their former stage. The non-residual block, however, does not have this property. In
the 3rd and 4th heatmaps, we can see that blocks without residual connections exhibit significantly
different representations when compared to their former stage. Therefore, as long as ANN and SNN
learn similar representations in the first layer, the similarity can propagate to very deep layers due to
residual connections.

(2) In terms of intra-stage similarity, the non-residual stage’s heatmap appears with a uniform rep-
resentation across all layers, meaning that layers in this stage are similar. In contrast, residual
stages share a grid structure. In Fig. 4 bottom side, we train a linear probe (Alain & Bengio, 2016)

5



Under review as a conference paper at ICLR 2023

0 50 100 1500

50

100

150

Spiking Res56 Full Residual

0 50 100 1500

50

100

150

Spiking Res56 Partial Residual (1)

0 50 100 1500

50

100

150

Spiking Res56 Partial Residual (2)

0 50 100 1500

50

100

150

Spiking Res56 Partial Residual (3)

0 10 20
Blocks

20

40

60

80

Ac
cu

ra
cy

0 10 20
Blocks

20

40

60

80

0 10 20
Blocks

20

40

60

80

0 10 20
Blocks

20

40

60

80

0.0

0.2

0.4

0.6

0.8

1.0

Figure 4: The effect of residual connections in SNNs. We selectively disable residual connections in one of
three stages in the ResNet-56. Top: the CKA heatmap of SNN itself with different types of non-residual blocks.
Bottom: The linear probing accuracy of each block. The non-residual stage is annotated with green square □.
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Figure 5: The effect of time steps in SNNs. Left: CKA heatmaps between ANNs and SNNs with the different
number of time steps. Right: The CKA curve of corresponding layers (diagonal values as in left).

layer after each block to investigate how these preserved representations impact task performance
throughout the network. We see a monotonic increase in accuracy throughout the blocks that have
residual connections, but not in blocks that do not have residual connections. This proves every
residual block will contribute to the final performance.

4.3 SCALING UP TIME STEPS

The results of the previous sections help characterize the effects of spatial structure on internal
representation differences between SNNs and ANNs. Next, we ask whether the time dimension
helps SNN learn some unique information. To verify this, we train several spiking ResNet-20 with
2/4/8/16/32/64 time steps and calculate the ANN-SNN CKA similarity. In Fig. 5, we envision the
CKA heatmaps and curves respectively between artificial ResNet-20 and spiking ResNet-20 with
various time steps. Notably, we cannot find significant differences among these heatmaps. Looking
at the CKA curves, we also discover that many layers are overlapped, especially when we focus
on the residual block output (the local maximums). We find the similarities between different time
steps reaching the same point, meaning that the time step variable does not show dynamics.

To figure out why the time dimension has a limited impact on the ANN-SNN similarity, we compare
the CKA among various time steps. Concretely, for any layer inside an SNN, we reshape the feature
Xs to [X(1),X(2), . . . ,X(T )] where X(i) is the i-th time step’s output. By computing the CKA
similarity between arbitrary two time steps, i.e., CKA(X(i),X(j)), we are able to construct a CKA
heatmap with x, y axes being the time dimension, which demonstrates whether the features are
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Figure 6: The similarity across times in SNN. Each heatmap shows the CKA among different time steps in
the output of the residual block. “s” means stage, and “b” means block. The top/middle/bottom rows stand for
spiking ResNet-20 with 4/8/32 time steps.

similar across different time steps. Fig. 6 illustrates such CKA heatmaps of outputs from all residual
blocks in the spiking ResNet-20, with time steps varying from 4 to 32. In general, deeper residual
block output exhibits darker CKA heatmaps and the shallower layers tend to become yellowish. In
particular, all the residual blocks from the first stage have an all-yellow CKA heatmap, indicating
extremely high similarity in these blocks. The second stage starts to produce differences across time
steps, but they still share >0.8 similarities between any pair of time steps. The last stage, especially
the last block, demonstrates around 0.5 similarities between different time steps. To summarize,
the impact of time in SNN is gradually increased as the feature propagates through the network. In
Appendix A.4, we provide the heatmap of convolutional/LIF layers and find a similar trend.

(a) Temporal Pruning.
T K Latency Acc. (before pruning ) Acc. (after pruning )

4 1 ↓ 26.8% 89.63 89.20 (-0.43)
4 2 ↓ 17.8% 89.63 89.72 (+0.09)

8 2 ↓ 26.8% 90.81 90.45 (-0.36)
8 4 ↓ 17.8% 90.81 90.79 (-0.02)

(b) CKA Regularization.
T λ Acc. before reg. Acc. after reg.
4 1e− 4 89.63 90.45
4 5e− 4 89.63 89.22
8 1e− 4 90.81 91.35
16 1e− 4 91.05 91.50

4.4 IMPROVING SNN WITH CKA

Our analysis in time dimension envisions the temporal dynamics of SNNs. Here, we show that we
can leverage these novel insights to improve SNN.

Temporal Pruning. Pruning in the time dimension has been proposed in Chowdhury et al. (2021)
where the SNN is first trained with higher time steps and then fine-tuned with lower time steps.
Here, we argue that we can prune a portion of the SNN to the low time step. In Fig. 6, we find that
time has a limited effect on the first stage of the network. Here, we propose to infer the SNN using
fewer time steps in the first stage while still preserving accuracy. Specifically, we retain only the
activation of the first K time steps, stacking several duplicates of them (assume T is the multiplier of
K) to T time steps starting from the second stage, and then fine-tune the model for several epochs.
Therefore, the overall computation is roughly reduced by T−K

3T of the original computation. In
Table 1a, we give several examples of our structured temporal pruning. It can be observed that an
SNN can be pruned with 17.8% less latency without losing accuracy. If the time steps in the first
stage are reduced to its 1

4 , the SNN will drop 0.4% accuracy with 26.8% less latency.

CKA Regularization. Besides improving the efficiency of SNN, we seek to improve the task per-
formance of SNN. Here, we focus on the temporal dynamics by imposing the regularization built
from CKA. Specifically, we compute the average value of the CKA matrix, i.e., the mean values
of heatmaps shown in Fig. 6. Then, we force the network to learn more dynamic features across
different time steps by punishing the high average CKA value, given by

min
W

Lcrossentropy(x,W,y) + λCKA(x,W). (4)
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The CKA curves of cor-
responding layers between
ANN and SNN.

We use a coefficient λ to adjust the regularization strength. The results are summarized in Table 1b.
SNNs trained with CKA regularization and an appropriate λ can improve 0.5∼0.8% accuracy, indi-
cating that appropriate temporal dynamics benefit the task performance of SNN.

4.5 CKA ON EVENT-BASED DATASET

In this section, we evaluate the CKA similarity on the event-based dataset. We choose CIFAR10-
DVS (Li et al., 2017), N-Caltech 101 (Orchard et al., 2015) and train spiking/artificial ResNet-20.
Since the ANN cannot process 4-dimensional spatial-temporal event data easily, we integrate all
events into one frame for ANN training and 10 frames for SNN training. Fig. 7 provides the CKA
heatmaps/curves on the event dataset, showing a different similarity distribution than the previous
CIFAR-10 dataset. The heatmaps have a different pattern and the curves also do not appear with
a periodic jagged shape. In addition, the similarity distribution differs at the dataset level, i.e., the
CIFAR10-DVS and N-Caltech 101 share different CKA curves and heatmaps. On N-Caltech 101,
the SNN learns different feature representations compared with ANN in shallow and deep layers,
but similar representation in intermediate layers. For CIFAR10-DVS, the similarity continues to
decrease from 0.9 to 0.5 as the layers deepen. In summary, with the event-based dataset, SNNs and
ANNs share less similarity in comparison to the natural image dataset, which implies that SNNs
may have further optimization space in this type of dataset. We put more CKA results on various
models for the CIFAR10-DVS dataset in Appendix A.2.

4.6 UNDERSTANDING ROBUSTNESS

We next study the robustness of SNN and ANN using CKA. Previous works have made explorations
towards understanding the inherent robustness of SNNs (Sharmin et al., 2020; Kundu et al., 2021;
Liang et al., 2021). However, they either evaluate on converted SNN or using rate encoded images.
Here, we test PGD attack (Madry et al., 2017) on the directly trained SNN and ANN using direct
encoding. Formally, we generate the adversarial images by restricting the L-infinity norm of the
perturbation, given by

xk+1
adv = ΠPϵ(x)(x

k
adv + αsign(∇xk

adv
L(xk

adv,w,y))), (5)

where xk
adv is the generated adversarial sample at the k-th iteration. ΠPϵ(x)(·) projects the generated

sample onto the projection space, the ϵ − L∞ neighborhood of the clean sample. α is the attack
optimization step size. With higher ϵ, the adversarial image is allowed to be perturbed in a larger
space, thus degrading task performance.

We evaluate the spiking and artificial ResNet-20 on the CIFAR-10 dataset with ϵ from
{0.001, 0.005, 0.01, 0.02, 0.05}. After generating the adversarial images, we measure the CKA
value between the clean image’s features and the adversarial corrupted image’s features. We first
test the accuracy after the adversarial attack and summarize the result in Fig. 8 left. The clean accu-
racy of ANN is higher than that of SNN, but SNN has higher robustness against adversarial attacks.
As an example, the PGD attack with 0.01 L-infinity norm perturbation reduces 43% accuracy of
ANN, but only reduces 22% accuracy of SNN. We also investigate the CKA similarity as shown in
the 2nd and 3rd subplots of Fig. 8. Intuitively, the higher the robustness against adversarial attacks,
the higher the similarity between clean and corrupted images will be. The CKA curves indeed testify
to this intuition, the SNN has a higher similarity than ANN does. We also observe several interesting
phenomena. For instance, the ANN suffers from a large decrease in the similarity of the first block,
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Figure 8: The robustness against adversarial attack. Left: The accuracy of SNN and ANN after attack
under different ϵ. Right: The CKA curve between clean images and adversarial images of ANN and SNN,
respectively.

i.e., the first block has below 0.7 similarities even with the ϵ = 0.001 attack. Also, if we focus on
the purple line (ϵ = 0.02), we notice ANN and SNN have similar perseverance in earlier layers, but
ANN drops much more similarity than SNN in the last block. These results provide interpretation
to model robustness and suggest SNNs have better robustness than ANN, especially in their shallow
and deep layers.

5 DISCUSSION AND CONCLUSION

Given the fact that SNNs are drawing increasing research attention due to their bio-plausibility, it is
necessary to verify if SNNs can or have the potential to truly develop desired features different from
ANNs. In this work, we conduct a pilot study to examine the internal representation of SNNs and
compare it with ANNs. At first, an analysis of scaling up the spatial dimension of both ANNs and
SNNs finds depth discourages similarity, while width encourages similarity. Next, we pinpoint the
role of the residual connection in SNNs—carrying the information from input and somehow making
SNNs’ representation like ANNs. We also investigate the unique time dimension of SNNs using
both inter-network CKA and intra-network CKA.

Unfortunately, our results may not fully support the opinion that SNNs learn highly effective and
distinct temporal representation compared to ANNs. Current SNN learning relies on the residual
connection to obtain decent task performance. However, our study suggests that this task perfor-
mance is highly credited to the similar representation with ANN brought by residual connections.
Furthermore, the time dimension brings limited effect to the SNN representation on static datasets
like CIFAR10 and CIFAR100. In particular, the first stage of ResNets results in quite similar across
time steps. Nonetheless, we should not be pessimistic about SNN. In Sec. 4.4, we discuss potential
optimizations of current SNN using temporal pruning and CKA regularization to improve efficiency
and accuracy. In Sec. 4.6, we notice better robustness in SNN against adversarial attacks. These
results suggest the probabilities to further optimize SNN and develop more effective representa-
tions or features. Here, we provide several directions worth studying in the future: a) Optimization
of deeper SNNs with better learning algorithms to avoid the usage of residual connections: Deep
SNNs evolve more distinct features but also becomes harder to be trained. Thus, a learning rule
beyond the gradient-based method could be promising. b) Exploring other neuron models in SNN:
Current LIF neurons seem to bring limited effect in the time dimension. A neuron model that can
bring effective temporal dynamics may significantly improve SNN performance. c) Understanding
the robustness of SNN: Adversarial attack is inconsequential for human visual systems, which may
be reflected in SNN as well. We believe the SNN robustness can be significantly improved and our
study on representation of SNN provides a good example.

Our analysis also has limitations. The CKA we used summarizes measurements into a single scalar.
To provide quantitative insights on representation similarity, more fine-grained methods may reveal
additional insights and variations in the representations.
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A ADDITIONAL CKA RESULTS

A.1 RESULTS ON VGG NETWORKS
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Figure A.1: CKA heatmap between spiking VGGs and artificial VGGs with different depth and width
on CIFAR-10 dataset. Top: the CKA cross-layer heatmap across different depth from 13 layers to 43 layers.
Middle: the CKA cross-layer heatmap across different width from original channel number to 8 times. Bottom:
visualizing only the corresponding layer, which is the diagonal of the CKA heatmap.

A.1.1 SCALING UP WIDTH OR DEPTH

In this section, we study the representation similarity between ANNs and SNNs based on VGG-
series networks Simonyan & Zisserman (2015). Since VGG-Networks do not employ residual con-
nections, they may bring different representation heatmaps when compared to ResNets. We first
evaluate if the spatial scaling observation in ResNets can also be found in VGG Networks. Starting
from a VGG-13, we either increase its channel size to 10 times as before or its number of layers to
43, (detailed network configuration is provided in Table C.2). Since VGG networks do not contain
residual connections, we could scale less depth in VGG networks than ResNets.

The results are illustrated in Fig. A.1. We can find that for deeper networks, the heatmaps tend to
exhibit a hierarchical structure, which means the shallow layers and deeper layers have different rep-
resentations. Increasing the number of layers in VGG networks to 19 or 25, the shallower and deeper
layers only have 0.3 CKA similarity (purple). More seriously, when the network depth reaches 31
or 43, the similarity becomes 0.4 even across each other in deeper layers, indicating the represen-
tations are diverging. Another important discovery for deep VGG networks is the disappearance of
periodical CKA curve, which is likely due to the lack of residual connections.

As for the wider networks, the observations are consistent with ResNet families. The wider networks
have both brighter heatmaps and higher CKA curves. These results confirm the similar representa-
tion in extremely wide networks.

A.1.2 SCALING UP TIME STEPS

We next study whether the time dimension in spiking VGG networks has a similar effect to that in
spiking ResNets. As can be found in Fig. A.2, the spiking VGG-13s with 4/8/16/32 time steps do
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Figure A.2: The effect of time steps in spiking VGG networks. Left: CKA heatmaps between ANNs and
SNNs with the different number of time steps (from 4 to 32). Right: The CKA curve of corresponding layers
(diagonal values as in left).
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Figure A.3: The similarity across times in Spiking VGG-13. Each heatmap shows the CKA among different
time steps in the output of convolutional layers. The top/middle/bottom rows stand for spiking ResNet-20 with
4/8/32 time steps.

not show a significant difference in CKA heatmaps as well as CKA curves, which is the same with
Fig. 5. Fig. A.3 shows the CKA across different time steps in the spiking VGGs. In the first layer,
the convolution does not have dynamic representation through time. As the layer goes deeper, the
dissimilarity across time steps continues to increase, similar to Fig. 6.

A.2 RESULTS ON CIFAR10-DVS

In this section, we conduct a representation similarity analysis on an event-based
dataset—CIFAR10-DVS Li et al. (2017). As aforementioned in Fig. 7, the event dataset may
generate different CKA heatmaps and curves when compared to the static dataset. Here, we first
scale up the spatial dimensions in SNNs and ANNs for the CIFAR10-DVS dataset. As shown in
Fig. A.4, we gradually increase either the depth to 110 layers or the width to 8 times as before.

Increasing the depth of ResNets on CIFAR10-DVS demonstrates a similar effect when compared
to static CIFAR-10. Interestingly, the deep ResNet, for example, ResNet-110, emerges a similar
periodical pattern to that on static CIFAR-10. However, we can find the peak CKA value is only
around 0.75, (recall that the peak CKA value on the CIFAR10 dataset is nearly 0.95, cf. Fig. 2),
indicating the CIFAR10-DVS creates higher ANN-SNN difference in representations.

For the extremely wide neural network, the trend holds for ResNet-20, ResNet-20 (×2), and ResNet-
20 (×4). However, we find the ResNet-20 (×8) exhibits a significantly low CKA curve than
other models. The difference may come from the artificial ResNet-20 (×8). According to the
CKA heatmap, the 35th−60th layers in artificial ResNet-20 (×8) become much darker than other
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Figure A.4: CKA heatmap between spiking and artificial ResNets with different depth and width on
CIFAR10-DVS dataset. Top: the CKA cross-layer heatmap across different depths from 20 layers to 110
layers. Middle: the CKA cross-layer heatmap across different widths from the original channel number to 8
times. Bottom: visualizing only the corresponding layer, which is the diagonal of the CKA heatmap.

0 3 6 9
0

3

6

9
conv1

0 3 6 9
0

3

6

9
s1.b0.conv1

0 3 6 9
0

3

6

9
s1.b0.conv2

0 3 6 9
0

3

6

9
s1.b1.conv1

0 3 6 9
0

3

6

9
s1.b1.conv2

0 3 6 9
0

3

6

9
s1.b2.conv1

0 3 6 9
0

3

6

9
s1.b2.conv2

0 3 6 9
0

3

6

9
s2.b0.conv1

0 3 6 9
0

3

6

9
s2.b0.conv2

0 3 6 9
0

3

6

9
s2.b0.ds.1

0 3 6 9
0

3

6

9
s2.b1.conv1

0 3 6 9
0

3

6

9
s2.b1.conv2

0 3 6 9
0

3

6

9
s2.b2.conv1

0 3 6 9
0

3

6

9
s2.b2.conv2

0 3 6 9
0

3

6

9
s3.b0.conv1

0 3 6 9
0

3

6

9
s3.b0.conv2

0 3 6 9
0

3

6

9
s3.b0.ds.1

0 3 6 9
0

3

6

9
s3.b1.conv1

0 3 6 9
0

3

6

9
s3.b1.conv2

0 3 6 9
0

3

6

9
s3.b2.conv1

0 3 6 9
0

3

6

9
s3.b2.conv2

0 3 6 9
0

3

6

9
fc

0.0

0.2

0.4

0.6

0.8

1.0

Figure A.5: The similarity across times in SNN on CIFAR10-DVS. Each heatmap shows the CKA among
different time steps in the output of residual block. “s” means stage, and “b” means block. The model is trained
with 10 time steps, i.e., 10 frames integrated for each CIFAR10-DVS data input.

heatmaps. We hypothesize that, with a larger capacity of the neural network on the layer dynamics
in the input data, the representation may change significantly.

We next study the internal CKA of each convolution in ResNet-20, which reveals the temporal
dynamics of each convolution. As illustrated in Fig. A.5, the first convolution demonstrates dynamic
features across 10 time steps, which shows different characteristics with static dataset (cf. Fig. A.12).
Another notable difference is that the first and the second time step show very low similarity with
other time steps. In summary, the rich temporal information dataset may increase the dynamics in
SNNs across time steps and bring more differences when compared to ANNs.
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A.3 RESULTS ON CIFAR-100

The results we reported in the main context are majorly based on the CIFAR-10 dataset. Here, we
provide the visualizations on the CIFAR-100 dataset to further strengthen our findings in the main
context.

We first report the spatial dimension results, i.e., scaling up the width and depth of the network.
Starting from the ResNet-20, we either increase its width to 164 layers or increase its width to
8 times as before. The visualizations are shown below. We find extremely deep networks, e.g.,
ResNet-164, has a very dark heatmap compared to the ResNet-20 heatmap. The wider network
shows somewhat irregular results. The extremely wide network — ResNet-20×8 — yet has even
lowest similarity in the last several blocks. However, it has the highest similarity in the output layer.
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Figure A.6: CKA heatmap between SNNs and ANNs with different depth and width on CIFAR-100. Top:
the CKA cross-layer heatmap across different depth from 20 layers to 164 layers. Middle: the CKA cross-
layer heatmap across different width from original channel number to 16 times. Bottom: visualizing only the
corresponding layer, which is the diagonal of the CKA heatmap.

Next, we visualize the details inside a residual block. In Fig. A.7, we sub-sample the 10-th and
the 34-th residual block in a ResNet-110, which shows the same phenomenon. The LIF and con-
volutional layers cause a decrease in similarity, while the residual addition operation restores the
similarity. We also provide the CKA heatmap of the partial residual network. As done in Fig. 4,
we train 3 spiking ResNet-56 on the CIFAR-100 dataset with several blocks disabling the residual
connections. Moreover, we train a linear probing layer — the fully-connected classifier on top of
each block to see if it contributes to the overall performance of the whole network. The visualization
is shown in Fig. A.8, where we find similar observations.

We also run experiments to test the time dimension of SNNs on CIFAR-100. In Fig. A.9, we train
4 spiking ResNet-20 with 4/8/16/32 time steps and compute their representations with artificial
ResNet-20. Both the CKA heatmap and the CKA curve show little variations by changing the
number of time steps. This confirms the results on CIFAR-10. In addition, we visualize the CKA
similarities across time steps in each residual block. Fig. A.10 demonstrates that the first stage still
produces temporal static features while the last stage has lower similarity across time steps.
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Finally, we rerun the adversarial robustness experiments on CIFAR-100. Here, we train two ResNet-
20 with 4 times more channels and use PGD attack to measure the robustness against adversarial
attack. Also, we plot the CKA curve between the feature of clean images and the feature of corrupted
images. The results are shown in Fig. A.11.

A.4 SIMILARITY ACROSS TIME

In addition to the residual block, we also visualize the CKA heatmaps of convolutional layers
and ReLU/LIF layers by comparing the similarity among different time steps. As can be seen in
Fig. A.12, different from residual blocks, the similarity in convolutional and activation layers is
more dynamic. Even in the first stage, the convolutional layers show different outputs across dif-
ferent time steps. This result further confirms our observations in residual blocks, where we found
the convolutional and activation layers always decrease the ANN-SNN similarity while the residual
block restores the similarity. Therefore, it suggests that a more temporal dynamic CKA heatmap
may produce distinct features.

B NUMERICAL RESULTS

Here, we provide the clean accuracy of our trained models, both on CIFAR-10 and CIFAR-100.
All models are trained with 300 epochs of stochastic gradient descent. The learning rate is set
to 0.1 followed by a cosine annealing decay. The weight decay is set to 0.0001 for all models.
The original ResNet-20 is a 3-stage model, each stage contains 2 residual blocks. The first stage
contains 16 channels and the channels are doubled every time when entering the next stage. ResNet-
38/56/110/164 contains 6/9/18/27 residual blocks in each stage. The wider networks just simply
multiply all the channels by a fixed factor. We provide their top-1 accuracy in ??.

C NETWORK ARCHITECTURE DETAILS
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Figure A.9: The effect of time steps in SNNs. Left: CKA heatmaps between ANNs and SNNs with the
different number of time steps. Right: The CKA curve of corresponding layers (diagonal values as in left).
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Figure A.10: The similarity across times in SNN on CIFAR-100. Each heatmap shows the CKA among dif-
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Figure A.12: The effect of time steps in convolutional and activation layers of SNNs.
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Table B.1: The top-1 accuracy of SNNs and ANNs on CIFAR-10 (aka C10) and CIFAR-100 (aka C100)
datasets.

Layers Width Factor Time Steps ANN (C10) SNN (C10) ANN (C100) SNN (C100)

20 1 4 91.06 89.63 64.23 61.51
38 1 4 92.34 91.14 N/A N/A
56 1 4 92.98 91.94 68.39 66.63
110 1 4 92.37 91.83 69.20 66.95
164 1 4 93.00 92.05 70.27 67.09
20 2 4 93.36 92.00 70.14 68.65
20 4 4 94.52 93.96 74.12 72.39
20 8 4 94.78 94.48 76.57 75.81
20 16 4 94.78 94.73 N/A N/A
20 1 8

91.06

90.64

64.23

63.03
20 1 16 91.05 64.34
20 1 32 91.15 64.33
20 1 64 91.18 N/A

Table C.1: The architecture details of ResNets.

20 layers 38 layers 56 layers 110 layers 164 layers

conv1 3× 3, 16, s1 3× 3, 16, s1 3× 3, 16, s1 3× 3, 16, s1 3× 3, 16, s1

block1
(
3× 3, 16
3× 3, 16

)
× 3

(
3× 3, 16
3× 3, 16

)
× 6

(
3× 3, 16
3× 3, 16

)
× 9

(
3× 3, 16
3× 3, 16

)
× 18

(
3× 3, 16
3× 3, 16

)
× 27

block2
(
3× 3, 32
3× 3, 32

)
× 3

(
3× 3, 32
3× 3, 32

)
× 6

(
3× 3, 32
3× 3, 32

)
× 9

(
3× 3, 32
3× 3, 32

)
× 18

(
3× 3, 32
3× 3, 32

)
× 27

block3
(
3× 3, 64
3× 3, 64

)
× 3

(
3× 3, 64
3× 3, 64

)
× 6

(
3× 3, 64
3× 3, 64

)
× 9

(
3× 3, 64
3× 3, 64

)
× 18

(
3× 3, 64
3× 3, 64

)
× 27

pooling Global average pooling

classifier 10-d fully connected layer, softmax

Table C.2: The architecture details of VGG networks.

13 layers 19 layers 25 layers 31 layers 43 layers

block1 (3× 3, 64)× 1 (3× 3, 64)× 2 (3× 3, 64)× 2 (3× 3, 64)× 2 (3× 3, 64)× 2

pooling1 Average pooling, s2

block2 (3× 3, 128)× 1 (3× 3, 128)× 2 (3× 3, 128)× 3 (3× 3, 128)× 4 (3× 3, 128)× 5

pooling2 Average pooling, s2

block3 (3× 3, 256)× 2 (3× 3, 256)× 3 (3× 3, 256)× 4 (3× 3, 256)× 5 (3× 3, 256)× 6

pooling3 Average pooling, s2

block4 (3× 3, 512)× 4 (3× 3, 512)× 8 (3× 3, 512)× 12 (3× 3, 512)× 16 (3× 3, 512)× 24

pooling Global average pooling

classifier 10-d fully connected layer, softmax
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